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Abstract
The exchange rates behaviour has been a topic of interest in the macroeconomics literature. Despite the extensive body of the literature on the subject, the exchange rates movement remains controversial. In the previous 40 years, economists developed theories that intended to explain the behaviour of the floating exchange rates. However, the empirical results have not been consistent with the predictions of the theories.

South Africa has also had challenges with its exchange rate behaviour since the beginning of World War I. Over the years, the monetary authorities tried various methods of managing the factors believed to influence the behaviour of the domestic exchange rates. The main problem of the domestic exchange rates has been constant depreciation. The domestic exchange rates continue to depreciate even to this day despite the efforts.

This study focuses on the relationship of some monetary variables that are believed to have effect on the behaviour of the exchange rates. The economic theory supports the link between monetary variables and the exchange rates behaviour. However, the relationship between domestic exchange rates fundamentals seems to diverge from what is expected. As noted, the literature fails to link the exchange rates with its fundamentals.

In this study we use non-linear estimations to model the interaction between the macroeconomic fundamentals and the domestic exchange rates which are Markov Switching model, Bayesian VAR and Threshold Autoregressive model.

Firstly, the study found that private information which is not observed might have more effect on the exchange rates behaviour than expectations of exchange rates. Secondly, we found that expectations of income have an impact on the domestic exchange rates in some occasions. While in other situations, the domestic exchange rates behaviour cannot be linked with the fundamentals. Lastly, the domestic exchange rates behaviour responds to interest rates differential, domestic debt and political uncertainty when the exchange rate fluctuation is relatively stable. When the domestic exchange rates are appreciating, only the interest rate differential can explain the domestic exchange rates behaviour. Furthermore, the domestic exchange
rates response is asymmetric to effects of expectations.
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CHAPTER ONE- INTRODUCTION

1.1 Background
The monetary model of exchange rate determination indicates that there is strong connection between floating exchange rates and monetary fundamentals. In the monetary model, the price level of a country is determined by its supply and demand for money. Hence, the inflation rate should be similar in different countries when expressed in the same currency. This provides an interesting theoretical approach, which is useful for understanding floating exchange rate behaviour over time.

However, the exchange rate disconnect puzzle is one of the longest standing problems in the macroeconomic literature. There are many approaches that have been tried with an aim to explain the disconnect of the floating exchange rates to its fundamentals. The most common in the literature are the Balassa-Samuelson model, purchasing power parity, uncovered interest parity, and the monetary model. According to Cheung et al. (2005), there is no model or specification combination that has been very successful in explaining the exchange rate behaviour. Furthermore, some models are only able to explain the exchange rate behaviour in a certain horizon with some strict and specific criterial.

Meese and Rogoff (1983) were the first to identify the difficulty in trying to link the floating exchange rates to monetary fundamentals such as the interest rates, output, and money supply. The Frankel’s (1976) monetary model argues that the exchange rates is determined by such macroeconomic fundamentals. However, it is observed in the literature that the floating exchange rate behaviour between countries is well explained by random walk behavior instead of fundamentals. This renders the fundamentals not useful for explaining the behaviour of the exchange rates. In contrast, there is a large number of empirical works claiming to find success for various version of fundamental based models (Engle and West, 2005).

The standard exchange rates model (see, Frankel 1976) argues that a variation on the monetary policy variables, such as interest rates, money supply and output, will have long run effect on the exchange rates (see, Jang and Ogaki, 2004). This makes the assumptions of the theory not obvious, which means it holds only under specific
conditions. Therefore, it becomes necessary to assess how the changes in the monetary policy variables affect the exchange rates behaviour.

In South Africa, the South African Reserve Bank (SARB) is the monetary policy authority. This gives it the responsibility to change monetary variable to achieve its objectives. The operations of the SARB should have an impact on the ZAR as predicted by Frankel's (1976) exchange rates model. This should be possible because the ZAR is a floating currency; therefore, varying monetary variables should reflect a corresponding exchange rate behaviour.

Since the 1960s, the domestic exchange rates management has been an objective for the South African monetary policy. The South African Reserve Bank has historically put effort to correcting the imbalances of the domestic exchange rates in the foreign exchange market. Previously, the central bank used monetary policy based on pre-commitment to exchange rate parity, which involved intervention into foreign exchange rates market to defend the value of the Rand.

Pre-year 2000, the SARB invested a lot of effort to the management of the domestic exchange rates, but nothing worked effectively. The domestic exchange rates continued to behave in an unpredictable manner with high volatility. According to Mtonga (2011), adopting new monetary policy in the year 2000 was expected to anchor market expectations to currency pricing based on economic fundamentals. Because the new monetary policy works through interest rates in which they increase domestic exchange rates predictability when stabilized, the central bank believed.

The current monetary policy stabilizes the interest rates, which reduces volatility of important nominal variables. In this case, this should increase information (therefore, improve the quality of expectations formed) processing by economic agents. Thereby, anchors market expectations to pricing of the domestic exchange rates which are linked to economic fundamentals.

However, the domestic exchange rates continue to exhibit a long swing of depreciation. The depreciation swing of the domestic exchange rates has always been considered to have dire consequences to the economy. In the past, the domestic exchange rates depreciation led to the establishment of the Myburgh Commission 2002, to investigate the causes of the rapid depreciation. However, the commission
failed to identify factors leading to the continued depreciation of the domestic exchange rate.

The domestic exchange rates are important for international trade, investment, and therefore economic growth. If monetary authorities and other stakeholders do not understand the relationship between the domestic exchange rates and its economic fundamentals, it may lead to policy challenges with unintended outcomes. Furthermore, the South African governments’ macroeconomic policies (previous and current) cite the domestic exchange rate behaviour as an important component for economic prosperity of the country.

The domestic exchange rate behaviour has been stated to be of concern in the Accelerated and Shared Growth Initiative for South Africa (ASGISA), and National Development Plan (NDP). Moreover, both ASGISA and NDP place the domestic exchange rate as one of the leading factors that limit economic prosperity. Therefore, understanding how the domestic exchange rates relate to macroeconomic fundamentals could provide useful insight to policy makers. Accordingly, this shows that the domestic exchange rate behaviour is important for economic prosperity of South Africa. Therefore, it is important for monetary authorities and other stakeholders to have an understanding about the impact of macroeconomic fundamentals on the behaviour of the domestic exchange rates.

1.1.1 Problem Statement

The monetary model of exchange rate behaviour assumes that the monetary fundamentals have effect on the exchange rates. The theory refers to a range of monetary fundamentals such as money supply, money demand, output, interest rate and expectations (MacDonald and Taylor, 1993). As noted, the monetary authorities have control over these monetary fundamentals. The South African Reserve Bank uses the interest rates therefore, expectations as its primary instruments. In this case, the assumption of the monetary model is that monetary variables have effect on the behaviour of the domestic exchange rate. Therefore, the effect of the interest rates and expectations should be reflected in the domestic exchange rate behaviour.

Furthermore, since the South African Reserve Bank stabilizes market expectations by
providing information, this should translate to stable domestic exchange rate behaviour. However, the domestic exchange rate exhibit a long depreciation swing. This can be associated with a continuous deviation from equilibrium. In the first quarter of 2001 and 2002, the Rand depreciated by, respectively, 25 percent and 45 percent (see Myburgh Commission, 2002). The level of depreciation seen on the Rand against other currencies raises a question such as ‘what level of depreciation can be considered a deviation form equilibrium’.

The depreciation of the domestic exchange rate is concerning such that in 2002 the government organized the Myburgh Commission 2002, to investigate the factors causing the depreciation. The commission failed to point out the factors responsible for the continuous domestic exchange rate depreciation. This creates a challenge for the work of the South African Reserve Bank when it is not clear what leads to the domestic exchange rate’s continuous depreciation.

The monetary authorities need to have a clear understanding of how the central bank’s instruments (monetary variables which are interest rates and expectations, mainly) impact the domestic exchange rate behaviour over time. Moreover, the pursuit of stable exchange rate behaviour is, and has been, the South African government’s strategic objective that is stated in its macroeconomic policies. These policies are the National Development Plan and Accelerated Sustainable Growth Initiative in South Africa.

The theory of monetary model provides factors which affect the exchange rate behaviour. These factors are managed by the South African Reserve Bank in this case. However, the relationship between the exchange rates and interest rates, expectations, and income, is not obvious in the literature. While the results are mixed about the effects of the monetary fundamentals, the domestic exchange rates show a concerning depreciation swing.

The swing might be interpreted as suggesting that the market expectations do not reflect what the central bank intends, hence, the long depreciation swing of domestic exchange rates. Moreover, the swing could mean the relationship between the interest differential and the exchange rate does not hold, as predicted by Frankel (1976). In general, the continuous depreciation of the Rand exchange rates might be interpreted as suggesting that the relationship between monetary variables and the exchange
rates is different in South Africa. However, this has not been determined, which is a challenge for policy makers.

Following the 2008 financial crisis, the literature began analysing the market characteristics. Hence, there are many studies, including Yartey (2008), that began looking at what makes SA financial markets different. The literature shows that SA is different to other economies because of gross domestic investment, banking sector development, private capital flow, stock market liquidity, and political risk (see Hoque, 2023; Le et al., 2023). Andrianaivo and Yartey (2010) argue that SA markets are different to those of other African countries because of the banking sector development, credit repression, and domestic savings. These factors distinguish SA, even among other emerging economies, which makes studying South African exchange rate behaviour interesting. These differences may cause the transmission links in South Africa to differ from those of other emerging economies. Furthermore, Petry (2023) argues that the exchange rate behaviour and formation of expectations of emerging economies, including South Africa, are different from those of developed countries.

If policy makers and other stakeholders do not understand the relationship between the exchange rates and monetary variables, the work of policy makers (monetary policy authorities in particular) becomes difficult. This is because they will not know how to make effective policies. Moreover, this is a problem for the literature because the relationship between the exchange rates and macroeconomic variables might be different for South Africa. Hence, the relationship between the domestic exchange rates and monetary variables needs to be understood in order to determine how varying monetary variables impact the domestic exchange rates. This would help in understanding the reason for the continued depreciation of the domestic exchange rates despite deliberate interventions that are designed to make it behave stable.

1.1.2 The history of exchange rates

Making a decision on the exchange rate regime to choose was a simple task a 100 years ago. There were two choices, which were the gold standard and floating exchange rates. At the time, the exchange rate regime that dominated was the gold
standard. As a result, this ensured stable price level and guaranteed that policies can be predicted (Officer, 2010). Before World War 1 (WWI), almost all countries were using the gold standard. The adoption of floating exchange rates was thought of as a radical idea that deviated from monetary and fiscal policy stability (Bordo, 2003). The idea of floating exchange rates was only thought as something that is relevant in a time of crisis, such as war time (see Martino, 2022). The floating exchange rates require money to be without any intrinsic value (fiat money) associated with it. There were two countries that followed the floating exchange rate regime during the era of the gold standard dominance, which were Spain and Austria-Hungary (Bordo, 2001). These countries were viewed with disfavour.

During the WWI period, the economies of the world abandoned the gold standard. After the interwar period, the gold standard did not survive for long because the Great Depression followed. During the Great Depression period and after, many economies started adopting the floating exchange rates (Bordo, 2003). However, the experience of the floating exchange rates during the interwar period associated them with destabilizing speculation. Hence, this gave birth to the creation of the Bretton Woods adjustable peg in 1944 (Igwe, 2018).

The Bretton Woods system was a currency management method in which many countries agreed on pursuing. The Bretton Woods system combined pegged exchange rates with parities fixed to the United States of American Dollar (USD). Thus, the USD was pegged to the gold, with a narrow band of $2 \frac{1}{2} \%$ around parity (Bordo, 2003). The economies were given the right to change parity in the situation of misalignment of fundamentals. The aim of the Bretton Woods system was to provide a mechanism that combines the advantage of the gold standard with the benefit of floating exchange rates (such as flexibility).

The economies discovered it was challenging to find parity that is consistent with the balance of payments equilibrium. As such, the economies that experienced currency crises realized realignment of parity was unachievable at times (see Jocelyne et al., 2020). This led to the beginning of the debate between fixed and flexible exchange rates. According to Friedman (1958), floating exchange rates provides the advantage
of monetary policy inference, less disruptive adjustment mechanism, and insulation from real shocks.

In 1963, the argument made by Friedman (1953) was extended by Mundell (1963) by adding the flow of international capital in the discussion. The argument pointed out that choosing between fixed and floating exchange rates depended on the sources of shocks, if they are real or nominal, and the extent of capital mobility. The argument was advanced by Mundell (1963), and also expressed by Fleming (1962).

The Mundell-Fleming model gave rise to an important theory of exchange rate regime choice. The possibility of choosing an exchange rate regime that offers the trinity, which is open capital market, monetary independence and pegging, was proven to be unattainable. However, economies can choose a system that provides two of any of the three. In this case, the gold standard offered open capital markets and fixed exchange rate because monetary independence was not of much significance. The gold standard collapsed during the interwar period because monetary policy was important since it drove economies to full employment.

The Bretton Woods system consisted of monetary independence and pegged exchange rates regime, but prevented capital movement. Therefore, it collapsed when capital movement became hard to prevent. In recent time, the automatic choice is capital mobility between the hard-pegs (currency union or dollarization) and floating. As a result, developed economies today are either pursuing floating exchange rates or are an economic and monetary union.

A suitable condition for a functioning monetary system must conform conditions of an optical currency area (OCA). A OCA is defined as “a region for which it is optimal to have a single currency and a single monetary policy” (Bordo, 2003). This idea has been used as a criterion for forming a monetary union with near perfectly rigid exchange rates between member states with a common monetary policy. In simple terms, the fixed exchange rates regime has more advantage in the case of increased integration.

1.1.3 The history of exchange rates in South Africa

Since the World War II period, SA started implementing exchange rates controls. They
were ushered in as an Emergency Finance Regulation of the United Kingdom and member states of the Sterling Area (see Henshaw, 1996). The aim was to prevent hard currency from moving out of these countries. Moreover, to maintain free movement of capital within the member states. Then after the war, the Sterling Area exchange rate controls were slowly dismantled. In March 1960, following the Sharpeville Massacre, there was an overwhelming capital outflow from SA, which led to exchange rate controls being intensified (Baumann and Gallagher, 2013; Khumalo and Kapingura, 2014). The exchange rate controls were instituted to prevent non-residents from selling their investments to local residents or foreigners.

In 1961, South African Pound was replaced by the Rand when SA left the Sterling Area. After the collapse of the Bretton Woods arrangement, the Rand was pegged to the USD. Following the peg, the Rand was devalued by 12.28% after the realignment (Abramitzky and Boustan, 2007). Then the Rand was linked to the British Pound in June 1972, thereafter, it was pegged again to the USD in October of 1972. In 1973, the USD was devalued by 10%, however, the South African authorities did not follow suit (see Odhiambo, 2015). The Rand remained pegged to the USD until June of 1974. The South African Reserve Bank then began implementing the policy of managed floating with a fixed Rand-Dollar rate shifting. So, between 1974 and 1975, there were eleven adjustments made on the foreign exchange rate market to defend the value of the Rand (see Aron et al., 1997). As a result of extensive speculative pressure on the Rand during this period, the South African Reserve Bank stopped the policy and went back to pegging the Rand to the USD until 1979(see Kahn, 1992). Despite pegging the Rand to the USD, the pressure continued on the balance of payments. This led to the devaluation of the Rand against the USD, of 17,9 percent (Niyitengaka, et al., 2013).

In 1979, the South African Reserve Bank implemented a dual exchange rate regime for the first time (Abramitzky and Boustan, 2007). The financial Rand replaced the securities Rand. The principal reform was that foreigners were now free to use the financial Rand to acquire quoted and non-quoted, equities of South Africa (Garner, 1994). The objectives of the functionality of Rand were to cut the direct connection between the foreign and domestic interest rates (Gustafsson et al., 2010), and to cushion the capital account against shocks of some categories of the capital flow.
When there was outflow of capital of a non-resident, it had to be matched by an inflow. The South African Reserve Bank was able to achieve this balance through the adjustment of the financial Rand rate. In this period of dual exchange rates regime, the financial rate was left to float freely with limited government intervention (Bordo, 2003).

The commercial Rand rate was announced officially by the SARB on daily basis in line with the market forces (MacDonald et al., 2004). The process of announcing the commercial Rand rate ended in 1983. The commercial Rand rate was applicable to foreign trade, and other current account (interest, dividends, repatriation of profits, trade credits and foreign loans) items were pegged to the USD, but the commercial Rand rate was subject to government intervention (see Aron et al., 1997). However, in the early 1990s, the South African Reserve Bank did not intervene in the commercial market (Khumalo and Kapingura, 2014).

In 1983, South Africa abandoned the financial Rand and removed the single exchange rate system (lizetzki et al., 2010). The change in the foreign exchange rates policy was partly a consequence of the findings of the De Kock Commission (1984), and it was partly as a result of the gains South Africa had made in domestic economic conditions. The financial Rand was defined as the interim stage in the De Kock Commission. The main long-term objective intended was the unitary exchange rate regime. Soon after the abandonment of the dual exchange rate system, the Rand depreciated because of the sharp fall of the price of gold. The other cause of the sharp fall in the Rand was the increase in the rate of disinvestment in South Africa (De Kock Commission, 1979).

In 1985, after the declaration of the UN sanctions on South Africa, the government implemented the debt standstill (see Balcilar et al., 2014). South Africa declared that it would only pay half of its international debt (see Cross, 2003). Following this event, the government re-established the financial Rand mechanism in order to try to resolve the economic crisis (Bordo, 2001; Aron et al., 1997; Van der Mewer, 2004; Van de Mewer, 1997). Although both the commercial and the financial rate were now floating (see Hirsch, 1989), the financial rate was still under limited control from the government.

In 1990, both the commercial rate and financial rate stabilized, however, the political
uncertainty continued (Cross, 2003). In 1992, the South African Reserve Bank allowed foreigners to access the Rand freely so that they can invest locally (Gustafsson et al., 2010). This meant that the supply of the Rand increased, leading to a depreciation of the financial rate. In an attempt to stop the depreciation crisis, the government reversed the liberalisation of the regime by the South African Reserve Bank (Aron et al., 1997). In 1994, the Rand began appreciating and the financial Rand discount narrowed (Balcilar et al., 2014), which was followed by the termination of the dual exchange rate regime in 1995 (MacDonald et al., 2004; Abramitzky and Boustan, 2007).

In the period between 1984 – 1994, South Africa did not have an explicit policy to stabilize the real exchange rates. Aron et al. (1997) states that the monetary policy was only directed to assure that the economy ran a current account surplus. The objective was to use the surplus to finance the capital outflows emerging from the debt rescheduling agreements.

The period between 1994 to 1995 was the period of normalizing and expanding the economy’s international financial relations. The economy acquired credit ratings from three international rating agencies. Thereafter, the government issued a government bond of 750 million USD (Gustafsson et al., 2010). And then, the government pursued financial liberalisation, which led to an abolishment of the financial Rand in 1995 (Aron et al., 1997; Gustafsson et al., 2010; Bordo, 2001; Bordo 2003).

1.1.4 The exchange rates in South Africa between 1995 to 1990

In 1995, South Africa began using the exchange rates system where market forces basically determined the spot exchange rate (Mhaka and Jeke, 2018). Although some exchange rates controls remained, respect to capital movement by domestic residents was maintained. The Rand spot exchange rates were determined by supply and demand in the competitive market (MacDonald and Ricci, 2004). Accordingly, the South African Reserve Bank stopped determining the fixed buying and selling rate for the Dollar, which was quoted by banks in their transactions with the public (see Ricci, 2005).

In the late 1990s, the forward market of quoting spot exchange rates had not
developed well enough to operate without the active participation of South African Reserve Bank (Henshaw, 1996). Hence, special arrangements such as determination of the interest rate differential and the spot exchange rate between relevant foreign currency remained (Arezki, et al., 2014).

During this period, the central bank intervened in the foreign exchange rates market (Ricci, 2005). The aim was to influence the demand and supply. The South African Reserve Bank appeared to prefer smoothing out the short-run fluctuations in both the forward market and the spot exchange rate market (Ferroaro et al., 2002). The forward market is simulated, hence it is likely to be perfectly inconsistent with the expected spot exchange rates (see Spronk et al., 2013). The central bank did not pursue the announced exchange rates or predetermined target (Arezki, 2014). The bank operated within the framework of existing exchange rate controls while being guided by market forces (Mpofu, 2016). If the central bank used artificial and discretion to fix the exchange rates, it would have disrupted the market forces (Sanchez, 2008). Therefore, it would have had implications on the interest rates and money supply (Engel, 2016; Alvarez et al., 2002).

The South African Reserve Bank’s monetary policy was heavily based on foreign exchange rate market operations (Aron et al., 1997). The South African Reserve Bank had an overriding objective of protecting the value of the Rand internally and externally (see Bordo, 2003). This makes the behaviour of the domestic exchange rates an integral part of the monetary policy. The South African Reserve Bank used short run interest rates as its key monetary policy tools to signal the lowest rate that the central bank can use to transfer money to struggling banks (De Jager, 2010). This guided the short-term lending rates such that it did not create inflationary pressure. In this case, the central bank took the domestic exchange rates as determined by demand and supply in the foreign exchange rates market (Spronk et al., 2013).

The South African Reserve Bank did not intervene in the foreign exchange rate markets to defend any industry, as it did in the before (Bordo, 2001). Hence, Bank’s broad macroeconomic objectives, domestic exchange rates, interest rates and other macroeconomic variables, were not manipulated (Mminele, 2013). The central bank’s foreign currency holding was of a small quantity, so the bank could not afford to defend the domestic exchange rates from depreciation (Van der Merwe, 2004; Schanz, 2019).
Van der Merwe (1997) states that the central bank understands that intervention into the foreign exchange rates market is justifiable on the grounds of smoothing out unneeded temporally, random and reversible deviations of the domestic exchange rates. So, as a short run solution, the South African Reserve Bank counteracted unduly downward or upward pressure on the domestic exchange rates (Van der Merwe, 2004). The intervention only occurs if the domestic exchange rates deviate temporally from the level determined by market forces. However, the intervention is limited by the availability of the reserves (see Aron et al., 1997).

The operations of the central bank in the foreign exchange rate market also affected the money market (Van der Merwe, 1997). The SARBR sometimes entered as the purchaser of foreign exchange because for every Dollar spent, there was a counterpart Rand. This increased the liquidity available in the domestic money market (see Mminele, 2013). The central bank was aware of the connection between the money market and the foreign exchange rate markets. Hence, the intervention could sometimes be designed to simultaneously affect both markets, or to cancel the developments in the money markets that are not desirable.

1.2 The exchange rates expectations and the exchange rates behaviour

As noted, Chueng et al. (2019) states that monetary policy is mostly used to shape perceptions and expectations that have an impact on the exchange rate behaviour. The literature shows a link between the exchange rates and central bank announced information (Stann and Grigoriadis, 2020).

The South African Reserve Bank pursues monetary stability through the use of the interest rates. Mtonga (2011) explains that it is believed that stable interest rates lead to the formation of stable expectations and other macroeconomic variables.

As the South African Reserve Bank stabilizes the inflations rate, which is a key nominal variable, it is supposed to assist in information processing that relates to behavioural variations in exchange rate expectations (see Vermeulen, 2020). The central bank’s inflation targeting policy should anchor economic agents’ exchange rate expectations to exchange rates on the bases of how macroeconomic fundamentals are perceived (Dikau and Volz, 2021).
However, the domestic exchange rates continue to be unstable. In this case, this raises the question about how expectations affect exchange rates. The behaviour exchange rates remain an unresolved problem in South Africa. In 2001, a big (40%) depreciation of the rand over a six-month period between June and December (referred to as the rand crisis) prompted the government to establish the Myburgh Commission of Inquiry in January 2002, to investigate the factors driving the rapid depreciation of the local currency. However, the commission was not able to identify the factors responsible for the rapid collapse of the Rand exchange rate (Myburgh Commission, 2002).

As previously stated, expectations play a significant role in driving the direction of a currency. Thus, understanding how exchange rate expectations are formed may assist efforts by policy makers to stabilize exchange rate movements. In chapter 2, therefore, an understanding of how expectations of exchange relate to exchange rate behaviour is sought.

We analyse the impact of the exchange rate expectations on the exchange rates movement for South Africa, using high frequency data and assuming asymmetric impact of exchange rate expectations. The analysis is estimated using the Markov Switching Model.

The study uses the microstructure theory, which allows economic agents to form expectations by incorporating private information and noise into the asset market. There are two types of economic agents in the market, which are the risk averse and price-takers in the market. We assume that the assets are risky and there’s only one trading period. The results and analysis are shown in chapter 2.

1.3 The movement of exchange rate and expected income

In South Africa (SA), the authorities have undertaken reforms to promote economic growth. Among these reforms are economic and political changes that have implications for the expected level of future income. The reforms allowed the economy to be free to engage in international trade with various markets. The economic reform offered an opportunity to international investors to do business with SA. These reforms meant the economy could potentially experience higher levels of productivity and,
hence, income. Reforming the economy also meant that the government could give investors mining rights and mineral resource exploration rights. The reform aimed to reduce uncertainty about investing in SA. The reforms involved trade agreements with other countries and trading blocs.

Hayat and Tang (2013) demonstrated that signing production agreements, economic cooperation deals, and being a member of economic blocs, fuels expectations of future income. In addition, it leads to a significant appreciation of the real exchange rate. Fluckiger and Ludwig (2018) argue that economies that are members of the trade bloc tend to seek economic prosperity from exporting, which can be expected to lead to the domestic exchange rate appreciation. Moreover, economies can expect to have higher levels of income in future because of signed export agreement.

The SA minister of Trade and industry stated that China’s requirements are aligned with SA economic interests (Patel, 2019). He further cited the comprehensive Strategic Partnership Agreement between SA and China, stating that it is a gesture of deep economic ties. These developments created expectations for future higher income, which Hayat and Tang (2013) argue that it should lead to exchange rate appreciation.

However, the domestic exchange rate (SA Rand, ZAR and the United States of America, USD) has a long continuous depreciation swing. This is concerning because it suggests that the relationship between the exchange rates and expected higher income is different for ZAR/USD, or is not understood.

The model is informed by the monetarist economic framework for supply and demand of countries’ (in the case South Africa and the United States of America) currencies. It emphasizes that the exchange rate determination is dependent on asset prices that respond to expectations. The expectations are particularly influenced by monetary policy, and they reflect available information about currencies. Thus, the exchange rate changes in response to new information and the prevailing situation.

The Bayesian Vector Autoregressive (BVAR) estimating technique is applied on this theoretical framework. The BVAR is chosen because its results are produced by sampling from the posterior distribution of variables. The analysis of the results is contained in chapter 3.
1.4 The Interest Rates differential and Exchange Rates behaviour: the case of South Africa.

Since the 1970s, there has been great interest in investigating the monetary model of exchange rate determination. However, the exchange rate movement remains one of the unresolved research issues, despite extensive research on the subject matter. The theory argues that in the long run, a number of macroeconomic fundamentals, such as inflation rates, money supply, interest rates, and output, determine the exchange rate behaviour. However, empirically it is demonstrated that the assumptions of the theory do not hold. For example, Chinn (1999) found that the monetary model is not valid for explaining the exchange rates (South African Rand/United State of American Dollar (ZAR/USD)) in both the short-run and the long-run. Furthermore, the study used monthly data starting from 1980 to 1998, while Brink and Koekemoer (2000) used data from 1979 to 2000 and found that the ZAR/USD behaviour is explained by the monetary model.

If the monetary model of exchange rate determination does not hold, it becomes a problem for the South African Reserve Bank (SARB). The SARB is the monetary policy authority of SA with a constitutional responsibility to maintain the value of the Rand. The SARB uses the interest rates as its main tool of maintaining the inflation rates between 3% and 6% (SARB, 2020). The theory of monetary model for exchange rate determination assumes that the variation in interest rate has effects on the exchange rate in the long-run (de Bruyn et al., 2013, Bahman-Oskooe et al., 2015, Iskhoki and Mukhin, 2021, Tawadros, 2017). However, in the literature there is no consensus about the effects of the monetary variables on the exchange rates.

This study follows Tari and Gözen’s (2018) model, which was developed from Frenkel’s (1973) monetary model. We also applied the assumptions in Cushman (2007), supposing that foreigners do not hold a currency of another country. Chapter 4’s estimation of results permits asymmetric adjustment from the long run following a TAR process.

1.5 Significance of the Study

This study uses non-linear estimation of the exchange rates monetary models. This
will give an insight on the nature of the exchange rates response. Furthermore, the study will determine whether the response is asymmetric to different (for positive and negative) shocks of the same variable.

This study is important because it will help in understanding the relationship between monetary fundamentals and the exchange rate behaviour. Moreover, the study will contribute to the literature by providing an analysis of effect of monetary fundamentals on the exchange rates of an emerging economy. Moreover, the study will be beneficial to other economies with the same characteristics as South Africa (SA). The models used in this study can be applied to a wide range of emerging economies. This is a significant contribution into the literature.

1.6 The objective of the Study

1.6.1 The main Objective
The main objective of the study is to investigate the relationship between the exchange rates and monetary fundamentals. The study assess this relationship in relation to the predictions of the monetary model of exchange rate determination. The study aims to determine if the relationship in SA is different or is consistent with what is argued by Frankel (1979). To achieve this objective, the study will investigate the following.

1.6.2 Secondary Objective
a. The exchange rates expectations and Exchange rate behaviour in South Africa.
b. The movement of exchange rates and expected income in South Africa.

1.6.3 Research Questions
a. What are the effects of expectations of exchange rates on exchange behaviour?
b. How do exchange rates respond to expectations of future income?
c. What impact do variations in monetary variables have on the exchange rates
1.6.4 Structure of the thesis

The remainder of the study is organised as follows: Firstly, chapter 2 contains the background of the study, a brief discussion on exchange rate fundamentals, theoretical framework, estimation, analysis, and then the conclusion of the chapter. Secondly, Chapter 3 consists of the background, discussion on exchange rate fundamentals, the analysis of results, and the conclusion. Thirdly, Chapter 4 incorporates the background, a brief discussion on exchange rates empirical facts, an analysis of results, and the conclusion. Fourthly, Chapter 5 is the conclusion, which is then followed by references.

1.7 Contribution of the Study

The Study found that the responses of the exchange rates is asymmetric to the shock of expectation. Furthermore, in some instances, the exchange rates do not respond to expectations as prescribed by the economic theory. This points to an unobserved pressure that acts on exchange rates, which leads to a behaviour that may not be consistent with the expectations. It depends on the prevailing situation. For example, in some instances, the exchange rate is expected to appreciate, but the unobserved pressure pushes the exchange rate's behaviour to depreciate. The same occurs in some situations when it is expected to depreciate. However, in the period when the exchange rate is stable, expectations of the exchange rates can drive the it. This is contrary to Frenkel and Rose (1995) who argued that monetary variables only explain the behaviour of exchange rates during the times of economic turmoil.

Furthermore, upon examining the effects on the interest rate differential, the study found that the interest rate differential effectiveness depends on the timing of the shock. The interest rate differential is only effective when the exchange rate is already appreciating or depreciating. When the exchange rate is appreciating, and then the interest rate differential increases, the Rand exchange rate appreciates. Conversely, when the rand is depreciating against the dollar, then the interest rate differential
decreases, the rand depreciates against the dollar. Furthermore, the study shows that economic policy uncertainty does not always have an effect on the exchange rates behaviour.

CHAPTER TWO: EXCHANGE RATE EXPECTATIONS AND EXCHANGE RATE BEHAVIOUR

2.1 Introduction
Many studies have observed that information on socioeconomic events in a country is central in the determination of exchange rates (Frenkel, 1982; Frankel and Rose, 1995; Ibhagui, 2018; Karoui and Karoui, 2021;). Soe and Kakinaka (2020) have argued that if the central bank provides accurate information to the public, economic agents will form correct expectations, which should indirectly result in stable exchange rate behaviour. Underscoring the role of expectations, Rehaman (2013) has maintained that exchange rate movements are largely dependent on expectations formed by economic agents.

In the literature, monetary policy announcements are broadly used to study perceptions and expectations in relation to the behaviour of exchange rates (see Chueng et al., 2019; Kearns et al., 2018). Korus and Celebi (2019), for instance, examined the effect of Brexit news on the British currency and found that changes in the exchange rate were linked to the announced information. There are numerous other studies that provide evidence demonstrating that exchange rates react to expectations of monetary policy announcements (see, for example, Zettelmeyer, 2004; Bjørnland, 2008; Gürkaynak et al, 2021; Stann and Grigoriadis, 2020).

In South Africa, the South African Reserve Bank (SARB) uses interest rates as its main policy instrument in pursuance of its primary objectives of monetary stability and balanced economic growth, as outlined in the South African Reserve Bank Act of 1989 (see SARB, 1989). In the late 1990s, the SARB believed that if it could reduce and
stabilize interest rates, it would consider allowing the market to form stable expectations about exchange rates, among other macroeconomic variables (Mtonga, 2011).

In the late 1990s, the SARB abandoned the pre-commitment to any exchange rate parity by using any form of exchange rate intervention, essentially allowing the exchange rate to fluctuate freely (Mtonga, 2011; Barguellil et al., 2018; Rohit and Sash, 2019). Since the SARB set to stabilize inflation rates, which is a key nominal macroeconomic variable, it should aid in processing information relating to exchange rates, consequently contributing to behavioural changes in exchange rate expectations (Vermeulen, 2020). The SARB’s inflation targeting policy should anchor economic agents’ exchange rate expectations to exchange rate pricing based on macroeconomic fundamentals (Dikau and Volz, 2021).

However, the South African Rand/ United States dollar exchange rate continues to be unstable. Figure 2.1 below shows a sustained exchange rate depreciation since the mid-1980s, which is reversed between 2000 to 2006. Thereafter, the Rand continues depreciating until 2009 when it briefly gains value before starting to lose value again in 2012. The value of the Rand vis-à-vis the United States dollar (USD) improved again for a short while from 2016 to 2020. The Rand/USD exchange rate movement has been stable in some periods, but short-run fluctuations have become increasingly volatile and evidently displaying unexpected movements.

Figure 2.1: Exchange Rate in South Africa (1980-2021)
The change to inflation targeting with an aim to stabilize macroeconomic fundamentals has seen a rise in volatility of the Rand/USD exchange rate. Furthermore, the continued depreciation of the South African rand against the United States dollar was unexpected. In this case, these situations cause concerns about the formation of expectations about exchange rates. The formation of exchange rate expectations remains an unresolved problem in South Africa. In 2001, a large (40%) depreciation of the rand over a six-month period between June and December (referred to as the rand crisis) prompted the government to establish the Myburgh Commission of Inquiry in January 2002, to investigate the factors driving the rapid depreciation of the local currency. However, the commission was not able to identify the factors responsible for a rapid collapse of the Rand exchange rate (Myburgh Commission, 2002).

Excessive depreciation of a currency is detrimental to the economy (see Conrad and Jagessar, 2018; Kreko and Oblath, 2020; Bhatti et al., 2018), so is an excessive appreciation of a currency. As indicated in the foregoing discussion, expectations play a key role in driving the direction of a currency. Thus, understanding how exchange rate expectations are formed may assist efforts by policy makers to stabilize exchange rate movements. This study, therefore, seeks to understand how expectations of exchange rates relate to exchange rate behaviour. The paper attempts to determine whether exchange rates expectations matter for pricing of the South African Rand. This is important because understanding about the Rand exchange rate behaviour requires consideration of the exchange rate expectations, which is one of the factors assumed to be a central driver of the exchange rate movement.

There are two studies that have analysed the impact of exchange rate expectations on exchange rate movements in South Africa. Mtonga (2011) examined exchange rate dynamics resulting from monetary policy changes. The study compared exchange rate behaviour pre- and during inflation targeting. Consequently, the study established that fundamentals explaining exchange rates change when the monetary policy regime changes. In the current monetary policy era, perceptions about the future direction of macroeconomic variables are important for their influence in the market. However, the
study does not analyse the effect of exchange rate expectations, which the study indicates is among factors conditioning exchange rate movements. In the second study, May et al., (2018) examine exchange rate responses to monetary policy shocks using high frequency data. The study shows that after a monetary policy shock, participants revise expectations. However, they did not analyse how exchange rate expectations impact on the exchange rate movement. The authors focused on the repo rate surprise and the response of the exchange rate.

Following an extensive review of literature, it can be argued that this is the first study to analyze the impact of exchange rate expectations on the exchange rate movement for South Africa, using high frequency data and assuming asymmetric impact of exchange rate expectations. This study will be the first work to estimate a Markov Switching Model in this context. This is an important contribution to the literature since this method can be applied to a range of economies with similar characteristics as South Africa.

2.2 Exchange rates fundamentals

The literature shows that expectations affect the foreign exchange rates market, leading to fluctuations of exchange rates (see Taylor, 1995; Mussa, 2019; Frenkel, 2019). However, Itskhoki and Mukhin (2021) argue that exchange rates have been found to be disconnected to the fundamentals including expectations. Indeed, the literature has largely failed to link macroeconomic fundamentals with exchange rate movements (see Lilley, 2022; Demir and Razmi, 2022; Engel and Zhu, 2019; Frenkel and Rose, 1995). Recently, Mueller et al. (2017) found that exchange rate dynamics respond to macroeconomic fundamentals, and their impact is large in the case of an announcement.

Since Meese and Rogoff’s (1983) work, concerns about fundamentals and exchange rates behaviour have intensified. This shows that economic agents do not have complete knowledge about the factors influencing the exchange rate behaviour. On the other hand, the literature does attempt to address unexplainable exchange rate movements. In the literature, the unexplainable exchange rate movements are associated with unobserved factors (Lyones, 2001). In some instances, the literature
points out that some of the unobserved factors can be captured in expectations (see Palamalia, 2019; Kabundi et al., 2019). Abid (2020) explains that the unobserved component of macroeconomic fundamentals captured by expectations play an important role in shaping macroeconomic variables. Tawadros (2017) argues that many variables, some of which may be unobserved, have a large impact on exchange rate behaviour, which makes the relationship between exchange rates and its determinants unclear in the short-run. Bacchetta and Van Winscoop (2013) argue the same point, adding that the exchange rate depends more on unobserved effects than observed factors. Kalemli-Ozcan and Barela (2019) established that in short-run, a mismatch in expectations is a large driver of exchange rates behaviour. However, Itskikhoki and Mukhin (2021) point out that the exchange rate remains disconnected to its fundamentals, including expectations.

As noted, there is a large body of literature focusing on exchange rate behaviour, but studies fail to link exchange rates to its fundamentals. Some studies found that exchange rates respond to announced changes of the fundamentals, such as interest rates and money supply (Stavrakeva and Tang, 2015; Hutchison and Wu, 2012; Rossi, 2005). Ho et al., (2017) add that the announcement of fundamentals has a greater impact on shaping the exchange rate behaviour.

Goergiadis and Grabs (2016) point out that exchange rates in emerging economies respond to announcements made by monetary authorities. This explains economic agents’ understanding of the impact of the central bank’s announcements on the behaviour of exchange rates. Exchange rates are very responsive to expected changes in the real economy that are channeled through announcements (Egert, 2014). Omrane et al., (2019) add that announcements create stable exchange rate expectations in the long-run. On the contrary, Maserumele and Algidede (2017) state that macroeconomic announcements in South Africa alter expectations so much so that they increase unexpected swings of the exchange rate.

Expectations formed from favourable announcements that are associated with the domestic country tend to have more impact on the exchange rate, while negative announcements exhibit less impact on the exchange rate movement (Tamagac,
This asymmetric impact of expectations on exchange rates is also reported in the literature in various studies (Boudt et al., 2019, Ekincia et al., 2019). Wu and Gau (2020) argue that after an announcement, information asymmetry among economic agents declines. Moreover, this reduces contradictions about the future course of the economy, leading to the exchange rate adjusting towards a new equilibrium.

The literature identifies changes in expectations of macroeconomic fundamentals that could lead to a swing on the exchange rate when an announcement is made (see Gbadebo et al., 2021). The changes in exchange rates results form announced changes in decisions, not changes in monetary policy of the central bank. Kearns and Manners (2018) explain that economic agents’ expectations incorporate the impact of macroeconomic fundamentals on the exchange rates. There are more studies confirming the impact of the expectations on the exchange rates following a central bank’s announcement (Lyocsa et al., 2019).

Despite Meese and Rogoff’s (1983) findings that random walk model outperforms monetary models in exchange rate determination, more work emerged when larger data became available, and the results could not produce evidence to support the theory of exchange rates determination (West, 2005; Cushman, 2000). Recent studies have used sophisticated procedures to model the exchange rate behaviour and the results are mixed (Tawadros, 2017; Westerlund, 2015; Beckmann et al., 2011; Dabrowski et al., 2014). Cheung et al. (2005) argue that no single model dominates exchange rate determination. This can be interpreted as meaning that estimated results of exchange rate models may be influenced by estimation techniques. As Xie and Chen (2019) noted, the monetary models of exchange rate behaviour determination are not useful.

Meese and Rose (1990) reveal that exchange rates are nonlinear and unstable for economies with low inflation rates, while some studies indicate that current exchange rates are defined by expected future values of exogenous variables that are not known (Meese and Singleton, 1983). The changes in exchange rates are driven by swings of fundamentals, which represent a dynamic evolution of market expectations (Sarno and Valente, 2009). Devereux and Engel (2002) affirm that there may be more factors
involved in shaping the behaviour of exchange rates which are captured by expectations. This is supported by Xie and Chen (2019), who explain that variations on expectations in the short-run drive movements of the exchange rates. Furthermore, considerable literature indicates that monetary policy announcements are an important factor that drives expectations of exchange rates (see Fatum and Scholnick, 2008).

There are several studies that use financial market indices to proxy near-term expectations of Central Banks' interest rates around the days of the announcement to measure monetary policy shocks (see Ricci 2015; Wang and Mayes 2012; Vithessonthi and Techarongrojwong 2013; Wongswan 2009; Lee et al., 2016; Chao et al., 2011; Stotz 2019; Angerer et al., 2021). Gurkaynak et al (2006) remarked that monetary policy shocks can be analyzed using stock market-based instruments to measure the impact of expectations. According to Barro and Gordon (1981), economic agents form rational expectations and central bank authorities optimize each period based on the expectations of economic agents (Rudebush (1995). Expectations are important because without them, economic behaviour would not make sense in the period before, during and after the implementation of monetary policy. Economic agents form expectations about central bank actions conditional to available information (Foerster, 2015).

Announcements reduce the amount of uncertainty (Beber, 2006). This has been confirmed by Beckmann and Czudaj (2016), who found that expectations are affected by announcements. Bacchet (2004) established that exchange rates are affected by different fundamentals at different occasions. Variations in exchange rates may result from expectations of monetary policy, which may induce variations on prevailing economic fundamentals (Chan and Chow, 2012). Exchange rates are important for two reasons in this study: they determine relative prices of goods in the international market, and they serve as an asset price that establishes relative prices of two currencies. Devereu and Engel (2008) expressed that asset prices move in response to news that modify expectations of the future. In addition, exchange rate movements occurring in the short-run result from changes in expectations of future monetary policy or real conditions.
2.3 Theoretical Foundation

2.3.1 Background of the microstructure theory

The literature on exchange rate behaviour in economics and finance has developed independently of each other. In both disciplines, there is larger literature showing various successes and challenges. In economics, studies carried out in the 1960s have assumed the demand for currencies primarily comes from purchases of goods (Dornbusch, 2019). This simply implies that countries with trade surpluses would experience exchange rate appreciation. However, even though this reasoning sounds intuitive, it fails miserably when tested against data to evaluate. It has been demonstrated extensively that trade balance is not correlated with the behaviour of the exchange rate (Itskhoki, 2020). This may be suggesting that pricing of goods and services might be accounting for a small fraction in the exchange rate behaviour.

The failure of the goods market approach gave rise to the asset market method in the 1970s. Its construction was based on the realization that demand for currency may not only be determined by the desire for trade. The asset approach included the sale and purchases of assets in the construction of factors that could explain the behaviour of the exchange rate. For example, if South African residents want to purchase a Zimbabwean government bond, South African investors will need to initially buy Zimbabwean Dollars. The return on the South African Rand will depend on the movement of the Zimbabwean Dollar, which makes the investors demand for the bond to depend partially on their appetite to speculate on the behaviour of both currencies.

The change in modelling exchange rates led to the consideration of efficiency, which incorporates all publicly available information. This also means publicly available information cannot be used to generate additional returns. The goods market approach of the 1960s used in the modelling of exchange rate behaviour did not have
this feature.

While the asset approach is more intuitive than the goods market approach, its empirical work fails to capture exchange rate behaviour. Meese and Rogoff (1983) were the first to show that exchange rates cannot be explained by fundamentals using the asset approach. Lyons (2001) explains that exchange rates' behaviour is too complex, and it consists of large trading volumes which are problematic for the asset approach. This is because explaining exchange rate behaviour would require mapping macroeconomics variable changes.

The changes in macroeconomic news are available in the public domain. In the event that an announcement is made, it is reasonable to assume exchange rates will shift to a new level that all economic agents accept. The resulting expectations leading to a change in the value of the exchange rates do not need any trading to occur. In the asset approach, there is no need to consider that an existence of differences in beliefs will lead to a trade, since an announcement creates homogenous expectations. This explanation shows that the asset approach appears to be lacking some central features, which can help explain the movement of the exchange rate.

This study will piece together the developments in finance and macroeconomics. The study integrates the asset approach with microstructure models. The microstructure models are used in finance. The reason we chose to employ a microstructure model is because it recognises that some information useful for exchange rate behaviour may not be available in the public domain. Furthermore, economic agents have complete understanding of differences exhibited by the market participants, and the effect they have on prices. In addition, microstructure models of international trading are assumed to differ in the manner that they might relate to prices.

The term ‘market microstructure’ is defined in finance as “a process and outcomes of exchanging assets under an explicit trading rule” (Menkhoff et al., 2016). This study assumes rational expectations, as conceptualized by Muth (1961), in which the behaviour of endogenous variables depends on the economic agents’ expectations on the values of those variables (Fieremans et al., 2017). The study assumes the foreign exchange rate market (FX) has a partially revealing equilibrium. The reason the study uses microstructure is because it allows adding other sources of noise that might have an impact on the exchange rate behaviour. For example, when the exchange rate
appreciates in the FX market, economic agents cannot tell if it is a result of a decline in supply of assets or positive private information. Both events can lead to an exchange rate appreciation.

In the microstructure, the price of the exchange rate has two roles: it provides information to economic agents, and it clears the market. While equilibrium price plays a role of market clearing, any changes in equilibrium price tends to eliminate excess demand/supply. This is because financial equilibrium is based on the role of prices being a central source of information. Here we add that at equilibrium, individual economic agents disregard the price information role. This means that individual economic agents do not consider price information. Accordingly, prices do not affect expectations, which makes individuals’ demand for foreign currency a function of their own information. Therefore, the equilibrium price is an aggregate bit of information of each economic agent. This makes the equilibrium price a reflection of all economic agents operating in the FX market. However, individuals neglect the equilibrium price and act as though it is uninformative. Because economic agents are rational, they view the equilibrium price as an information aggregator. This point eliminates arguments that may lead one to consider ignoring the market clearing price as irrational.

2.3.2 Theoretical Framework

The microstructure allows economic agents to form expectations by incorporating private information and noise in the asset market. This market has different types of economic agents: risk averse and nonstrategic (price-takers) agents. Assume we have a risky asset and a single trading period. Now let us consider the illustration below. It consists of three scenarios, where $V_2$ denotes the value of an asset at the end of the period. It is normally distributed with a mean zero and variance $\sigma^2_{v2}$. Trade of an asset occurs at price $P_1$. Suppose one of the two traders is “informed” about assets before trading takes place at $P_1$, which means the informed trader has private information relating to $V_2$. The private information is received in the form of a signal $S_0$. $S_0$ is normally distributed, and both traders know this. However, only the informed trader observes $S_0$. 
Therefore, $S_0$ is defined by:

$$S_0 = V_2 + \mu_0 \quad (1)$$

White noise innovation about signal $S_0$, is denoted by $\mu_0$, with a mean zero and a variance $\sigma_{S_0}^2$. The trader who does not observe $S_0$ is not informed, which makes him/her lack the motive for trading. However, the trader who does not observe $S_0$, trades with the motive to hedge. Note that in general, both traders have a motive to hedge. Assume that both traders are endowed with random unites of risky assets (shares or United States of American Dollars). Let $X_i$ and $X_u$, respectively represent the informed and uninformed traders. Furthermore, assume each endowment of risky assets is $N \sim (0, \sigma_{X_{iu}}^2)$. The combined supply of risky assets is defined by:

$$X = X_i + X_u \quad (2)$$

Suppose $X_i > X_u$. If trades are purely driven by motives to hedge, then the expectation is that the uninformed trader purchases risky assets from the informed trader. We assume $X_i$ and $X_u$, are independent of $S_0$, each other and $V_2$.

The demand for a risky asset does not depend on wealth. The study uses an exponential utility function following Ronaldo and Somogyi (2021) to define wealth($W$) at the end of the period as:

$$U(W) = -\exp(-W) \quad (3)$$

Equation (3) states that reallocation of wealth through the trading process has no effect
on the equilibrium. Individual gains or losses do not affect the equilibrium price, but the return of the risky assets is normally distributed. In addition, all traders know the mechanism of the pricing rule. The trading rule meets two conditions: firstly, the equilibrium price rule is consistent with the expectations of $V_2$, and secondly, the market always clears.

When the $X_u$ purchases from the $X_i$, they use the pricing rule together with the market price to verify $S_0$. The pricing rule satisfies two conditions: rational expectations, and equilibrium. The equilibrium condition is defined as

$$P_1 = \alpha S_0 - \beta X$$

(4)

where $X$ denotes the supply of risky assets. $S_0$ and $X$ are key and random components, in which demand for risky assets relies on, while $V_2$ is neglected because it is not observable during the time trading takes place. Since the informed trader learns only from her own signal, $X_i$ is aware that her counterpart is uninformed. The informed trader’s posterior belief in relation to $V_2$ is conditional to her $S_0$ given by:

$$E[V_2|S] = \left( \frac{\sigma_{S_0}^{-2}}{\sigma_{S_0}^{-2} + \sigma_{V_2}^{-2}} \right) S_0$$

(5)

with a variance:

$$Var[V_2|S_0] = \left( \frac{1}{\sigma_{S_0}^{-2} + \sigma_{V_2}^{-2}} \right) S_0$$

(6)

The weaker version of the signal given by equations (5) and (6) give insights into $S_0$ variance ($\sigma_{S_0}^2$). The signal ($S_0$), is weak when the variance gets larger, i.e., $E[V_2|S_0]$ tends towards the unconditional expectation of $V_2$ when $E[V_2] = 0$, and $Var[V_2|S_0]$ approaches the unconditional variance $V_2(\sigma_{V_2}^2)$. The stronger version of a signal is achieved when, as $\sigma_{S_0}^2$ approaches zero, $E[V_2|S_0]$ goes to $S_0$, whereas $Var[V_2|S_0]$ approaches zero.

The uninformed trader’s expectations are not based on private information, but extract information from the equilibrium price because they include information about the informed trader’s trades. Furthermore, the uninformed trader tries to obtain additional information observed by the informed trader, from the equilibrium price and relate it to
\( S_0 \) using the pricing rule. So, the uniformed trader observes \( P_1 \) from equation (4).

In equation (7) we find variable \( \frac{P_1}{\alpha} \), which is distributed around the mean of \( S_0 \). This is the information the uniformed trader wants to learn. At this point, it is important to note that neither the informed nor uninformed trader knows the quantity of \( X \).

\[
\frac{P_1}{\alpha} = S_0 - \left( \frac{\beta}{\alpha} \right) X \tag{7}
\]

Now let’s fit demand in the model, given that both traders’ posteriors are normally distributed. The exponential utility specification, and demand for the informed trader and the uninformed traders, respectively are denoted by \( D_i \) and \( D_u \),

\[
D_i = \frac{E[V_2|S_0] - P_1}{Var[V_2|S_0]} \tag{8}
\]

and

\[
D_u = \frac{E[V_2|P_1, \alpha, \beta] - P_1}{Var[V_2|P_1, \alpha, \beta]} \tag{9}
\]

Substituting the price functions as a source of information in the demand of the uninformed trader, including \( E[V_2|S_0] \) and \( Var[V_2|S_0] \) into \( D_i \) and \( D_u \) gives:

\[
D_i = (\sigma_{S_0}^2)S_0 - (\sigma_{S_0}^{-2} + \sigma_{V_2}^{-2})P_1 \tag{10}
\]

\[
D_i = (\sigma_{S_0}^{-2})A_0 - (\sigma_{A_0}^{-2} + \sigma_{V_2}^{-2})P_1 \tag{11}
\]

In equation (11), \( A_0 \) represents the uninformed trader’s estimation of the informed trader’s signal by using a price rule. The uninformed trader may not have the exact information that the informed trader has. To determine the equilibrium price, we equate demand and supply. Recall that

\[
D_i + D_u = X \tag{12}
\]
So, the condition for market clearing is:

\[ P_1 = \alpha S_0 - \beta X \]  \hspace{2cm} (13)

where \( \alpha \) and \( \beta \) ensure that excess demand is equal to zero.

### 2.4 Data

The literature has always considered the issue of asymmetric adjustment to the equilibrium of economic variables. Ball and Mankiw (1992) remark that shocks that tend to make prices adjust upwards trigger firms’ desire to increase prices to their preferred price, while a shock that lowers prices has a relatively lower impact on firms’ desire to lower prices. The adjustment to equilibrium has always been considered to be asymmetric for a long time. Chang and Rajput (2018) show that macroeconomic variables respond asymmetrically to shocks. Moreover, it does appear in the literature that exchange rate behaviour is not symmetric at different regimes. Soon and Baharumshah (2021) theorise that it is difficult to explain the behaviour of the exchange rate without incorporating fluctuations at various regimes. This chapter assumes asymmetric behaviour of the exchange rate, and investigates whether exchange rates are affected asymmetrically by their expectations or not. The depreciation or appreciation is in terms of the South African Rand (ZAR) against the United State of American Dollar (ZAR).

The study uses high frequency data, which is collected every minute from 3 days before the monetary policy committee announcement to the day of the announcement. The collection of data corresponds to the time when the Johannesburg stock market is open. High frequency data is used because it captures the movement of the stock market equity index, which is used in this chapter to proxy exchange rates expectations. The data used in this chapter is collected from Bloomberg from 2015 to 2016. It was not possible to use a larger amount of data because the software used could not hold a larger amount of data (I used a basic version of STATA for analysis).

### 2.4 Estimation

Following Nzimande and Msomi (2016), the variable is decomposed into two components, expected appreciation (positive) and expected depreciation(negative). The exchange rate is quoted using the direct method \( \text{ZAR/USD} \). Suppose a time series
of \( \{x_t\}_{t=0}^T \) is decomposed to values of the initial process.

\[ x_t = x_0 + x_t^+ + x_t^- \tag{14} \]

where \( x_t \) is a scalar I(1) variable, \( x_0 \) represents the values occurring in the beginning and \( x_t^+ \) and \( x_t^- \) are decomposed variables. The partial sum process of the appreciation and depreciation is given by:

\[ x_t^+ = \sum_{i=0}^{t-1} 1\{\Delta x_{t-1} \geq 0\} \Delta x_{t-1} \tag{15} \]

and

\[ x_t^- = \sum_{i=0}^{t-1} 1\{\Delta x_{t-1} \geq 0\} \Delta x_{t-1} \tag{16} \]

where \( \{x_t^+\}_{t=0}^T \) and \( \{x_t^-\}_{t=0}^T \) denote the expected appreciation and expected depreciation cumulative shocks, and both represent the initial time \( t \). When the event in the parenthesis occurs, it is represented by the indicator 1, otherwise 0. Let’s consider two integrated time series \( x_{1t} \) and \( x_{2t} \), both define \( x_{jt}^+ \) and \( x_{jt}^- \) for values of \( j = 1, 2 \), according to (15). Now assume these series \( x_{jt}^+ \) and \( x_{jt}^- \) are both not linearly cointegrated, but within them there is a linear relationship represented by \( q_t \) such that

\[ q_t = \sigma_0 x_{1t}^+ + \sigma_1 x_{1t}^- + \sigma_2 x_{2t}^+ + \sigma_3 x_{2t}^- \tag{17} \]

Schorderet (2004) argues that \( x_{1t} \) and \( x_{2t} \) are asymmetrically cointegrated if there exist a vector \( \sigma' = (\sigma_0, \sigma_1, \sigma_2, \sigma_3) \) with \( \sigma_0 \neq \sigma_1 \) or \( \sigma_2 \neq \sigma_3 \) (and \( \sigma_0 \) or \( \sigma_1 \neq 0 \) and \( \sigma_2 \) or \( \sigma_3 \neq 0 \)) such that \( q_t \) in (D) is a stationary process. To simplify without losing generality, let us assume only one component of each partial process is in the cointegrating relationship (17), given by:

\[ q_t = x_{1t}^+ - \sigma^+ x_{2t}^+ \tag{18} \]

and

\[ q_t = x_{1t}^- - \sigma^- x_{2t}^- \tag{19} \]

Equations (18) and (19) are nonlinear. Schorderet (2003) argues that if a cointegrating
relationship occurs in each series in (17), it means there is a single direction cointegrating relationship. So, equations (18) and (19) can be rearranged

\[ x_{1t}^+ = \sigma^+ x_{2t}^+ + q_t \]  \hspace{1cm} (20)
\[ x_{1t}^- = \sigma^- x_{2t}^- + q_t \]  \hspace{1cm} (21)

According to Alvarez-Plata and Schrooten (2003), the model accounts for smooth shift in expectations, especially when they are unobserved. The switching model is described by unobserved state variables following a first-order Markov process. Therefore, the probability that regime \( S_t \) is number \( i \) is not conditional on the prior \( S_{t-1} \), for extended details on this (see Hamilton, 1996).

\[ P\{S_t = i|S_{t+1} = j, S_{t-2} = k, \ldots \} = P\{S_t = i|S_{t-1} = j \} = p_{ji} \]  \hspace{1cm} (22)

Let \( S_t, nZ \geq 0 \) be a stochastic innovation, following values \( i_1, i_2 \ldots i_n \) such that if \( S_t = i_n \), it is maintained that the process is in state \( i_n \), where \( p_{ji} \) in general denotes the probability transition from the current state \( j \) to the next state \( i \). At any random period, the structure described above may appear and will be changed to a different structure when a regime switch occurs. The switch probability will satisfy.

\[ p_{j0} + p_{j1} = 1 \]  \hspace{1cm} (23)

Alvarez-Plata and Schrooten (2003) state that the transmission probability can take a vector dimension \( M \times M \), with matrix \( P \) forming a switch matrix

\[ P = \begin{pmatrix} p_{00} & p_{01} \\ p_{10} & p_{11} \end{pmatrix} \]  \hspace{1cm} (24)

Given that the exchange rate is depreciating, the probability of the exchange rate depreciating in the next period is \( (p_{00}) \). This is regime 1, while \( p_{01} \) represents regime 2. Given that the exchange rate is depreciating in the current period, the probability of it appreciating in the next period is \( p_{01} \). The example given above is simplified. The study assumes 3 regimes which are consistent with exchange rate behaviour and
these are appreciation, depreciation and stability (where the exchange rate tends to remain flat). Furthermore, the study uses the direct method to measure the exchange rate. In addition, exchange rates are measured as real exchange rates. The negative values imply the exchange rate is expected to depreciate, and positive values mean the exchange rate is expected to appreciate. The value of zero will mean the exchange rate is neither depreciating nor appreciating.

A three-regime Markov-Switching model is estimated because it can account for the disjointed data. To measure expectations, this study follows Wongswan's (2005) concept of using the market index. This method is supported in the literature by Gurkaynak et al., (2006), who detail their support for estimating expectations of exchange rates by linking them to the central bank’s announcement. There is extensive literature on the effects of monetary policy announcements and the response of exchange rates (Wright, 2021, Kuttner, 2001 Altavilla and Giannone, 2017, Inoua and Rossi, 2019).

The central bank and expectations of exchange rates are linked through the announcement of the monetary policy committee (MPC). For the same reason, the announcement has a special link to the financial and the money markets through the interest rates. If the interest rate is expected to increase, market participants will withdraw money from the stock market in order to invest in the money market (Papadamou et al., 2020). Conversely, if interest rates are expected to fall, rational households are expected to act in a manner that ensures higher returns by taking money off their money market to buy financial instruments, which would lead to a stock consistent with a stock market index (Lamla and Vinogradov, 2019).

The expectations data for exchange rate behaviour can be broadly classified into macroeconomic models, survey based and financial market-based models. The innovative feature of this study is in using the stock market data as opposed to employing the conventional measures. In this chapter, we assume the return on stock can be explained by the model of stock returns. The portfolio of assets or a single asset is believed to respond to news relating to exchange rates (see Becker et al., 2002). Therefore, changes in the stock market portfolio return can be associated with
the current changes in the exchange rates, since the stock market prices have a forward-looking nature. Thus, expectations about the future path of exchange rates are implied in the variations occurring in prices. This means that variations in stock prices/index react to both unforeseen and actual events, resulting in the expectations of exchange rates. Acikalin et al. (2008) note that changes in the stock market prices are sensitive to expectations of exchange rates behaviour.

The study uses the Johannesburg Stock Exchange (JSE) all share index as a variable representing expectations of exchange rates. As noted in Evans (2010), models of high frequency identification generated by dealings between traders in the stock markets possess more information concerning the current state of the macroeconomy and the movement of exchange rates. This assertion is also emphasized by Xie and Chen (2019), who suggest that high frequency data captures the slowly changing structure of the macroeconomy, where stock market traders convey this information through dealings.

The data used in the study starts from the first day of the MPC meeting, to one day after the MPC announcement was made. The MPC meeting usually takes place over three days. The data is collected daily in minute intervals, from 9am to 5pm. Gürkaynak et al., (2007) mention that high frequency data can be used to measure expectations of monetary policy. The data is available from Bloomberg. This idea is similar to the one presented by Backmann and Czudaj (2016), where the variable measuring expectations captures the current path of the realized fundamentals. The expected shock, which is the MPC announcement in this case, is a mirror version of unobserved systematic and unsystematic movements of the fundamentals explained (Rime et al., 2010, Engle and West, 2005). This is a well-established approach in the literature.

A recent study that employs this method was conducted by Kremens and Martin (2019). However, our approach differs because we decompose the variable measuring expectations in order to capture the asymmetric effects of the exchange rate. The MS model also allows for asymmetric behaviour of the exchange rate. This will allow us to analyse an alternative dimension linked to a shift of the entire system triggered by unexpected changes as a result of the announcement. The expectations are
decomposed into positive shocks and negative shocks. This is because market participants have access to reliable information, which informs the decisions they make. This allows us to apply the microstructure theory. Hatemi-J (2012) supports the method of decomposing a variable into negative (and positive) combinations in order to investigate its effect on the exchange rates.

This study allows viewing the effects of expectations on the exchange rates by allowing the asymmetric effect. The idea for assuming asymmetry is also supported by Inoue and Rossi (2019), where they note that expansionary monetary policy may be contractionary if it is not expected. Soon and Baharumshah (2021) believe that when an economy is either in a state of expansionary or contractionary policy, the impact on exchange rates is asymmetric. Introducing asymmetry in the analysis of exchange rate determination may reveal interesting insights into the behaviour of exchange rates. For example, Narayan (2007) found that when exchange rates adjustment is asymmetric, Purchasing Power Parity (PPP) does not hold in the long-run.

2.5.1 Results

The graphs in Figures 2-4 show the relationship between the exchange rate of South African Rand (ZAR) vis-a-vis the United States of American Dollar (USD) against expectations of exchange rates. The figures are used to investigate if there are patterns indicating unusual behaviour. The first diagram shows undecomposed expectations of exchange rates, while the subsequent diagrams consist of decomposed expectations of the exchange rate.

Figure 2.2: Exchange Rate of the South African rand per US Dollar (2015-2016)
Figure 2.2 indicates the relationship between expectations of exchange rate before and after decomposing expectations. The vertical axis measures ZAR/USD movements, and the horizontal axis measures expectations of exchange rates. In Figure 2.2, initially the ZAR/USD exchange rate exhibits the same behaviour in relation to expectations of exchange rates. The ZAR/USD spreads around the same region and its movement appears constant. After the inflection point, the slope becomes steeper. The inflection point suggests that the ZAR/USD exchange rate is sensitive to variations of expectations of exchange rates, which may imply asymmetric impact of expectations of exchange rates on the ZAR/USD movement. This is also discussed extensively in the literature (see Arghyrou and Pourpourides, 2016; Bhat and Bhat, 2021), which tells us that the exchange rate behaviour may be asymmetric itself.

Towards the right of Figure 2.2, there is a huge shift on the ZAR/USD exchange rate behaviour. The ZAR/USD exchange rate appreciated in between the first two MPC meetings. Devereux and Engel (2006) mention that a shift in expectations may lead to a shift in the exchange rate behaviour. Frömmel et al., (2008) perceive a shift of expectations as an affirmation that new information has emerged. So, it can be put forward that observed changes in Figure 2.2 may be a result of changes in expectations of exchange rates. The ZAR/USD exchange rate is clustered in the same region. This ZAR/USD exchange rate behaviour strengthens the argument of
asymmetric impact and asymmetric behaviour of the exchange rate. It seems that the relationship between the ZAR/USD exchange rate behaviour and expectations of exchange rates clutter in the same region.

Figure 3 shows the relationship between the ZAR/USD exchange rate behaviour and expectations of exchange rates. The expectations of exchange rates are decomposed to allow asymmetric effects on the exchange rate behaviour. The component of expectations of the exchange rate shown in the following figure are associated with an appreciation of the exchange rate.

Figure 2.3: Exchange Rate in of the South African rand against the US Dollar (2015-2016)

In figure 2.3, the vertical axis measures the ZAR/USD exchange rate. The movement from down-upwards on the vertical axis represents an improvement of the value of ZAR against the USD. However, negative values indicate a depreciation. The horizontal axis measures expectations of exchange rates. A value of zero on the horizontal axis means stable expectations. At zero, expectations are anchored. Stable expectations of exchange rates imply that the information provided by monetary authorities is believed. There are few points laying away from the zero mark. The interaction between expectations and the ZAR/USD exchange rate is always
characterized by a depreciation. The closest value to a zero ZAR/USD exchange rate reaches it at -2.65 percentage points. Even though the ZAR/USD may improve at times, the depreciation occurring overtime outweighs any gains.

The Figure below measures the ZAR/USD exchange rate behaviour and expectations of exchange rates. The expectations are decomposed to allow asymmetric effects on the exchange rate behaviour. The component of expectations measured in the following figure is associated with an expected depreciation of the exchange rate. The expectation of exchange rate behaviour corresponds to the period preceding the monetary policy announcement of the exchange rate.

Figure 2.4: Exchange Rate of the South African rand against the US Dollar (2015-2016)

*Author compilation*

Figure 2.4 presents the relationship between the ZAR/USD and the exchange rate expectations. In Figure 2.4, the vertical axis measures ZAR/USD exchange rates, and the horizontal axis measures expectations of exchange rates. The decomposed expectations measure the expected depreciations of the ZAR/USD exchange rates. Expectations are not changing. They are anchored. This is represented by dots being clustered at zero.

The following table shows stationarity test results of the variables. A unit root test is conducted to determine whether the series contains unit root or not. The unit root test is run prior and after decomposition of the variables. The study uses Phillip Perron (PP) and Augmented Dicky Fuller (ADF). The PP test is chosen for various reasons.
The PP assumes data is generated by an autoregressive model with a known order. In addition, the PP test is robust even when there are structural breaks (Amsler and Lee, 1995, Khan, 2021, Maijama’a, 2020). The data used in this study is also disjointed, collected in different quarters, then added together to make a continuous series. The ADF uses the Ordinary Least Squares (OLS) estimator to determine if the data generating mechanism has unit roots.

The literature argues that the presence of unit roots in the data generating process leads to biased results (Patterson, 2011). The first step of correcting for the presence of unit roots is to make a monotonic transformation of the data by converting it into a natural log. In the event the data continues to contain unit roots even after logging, then it is next differenced. The following table shows the unit roots results.

Table 2.1: Unit root test

<table>
<thead>
<tr>
<th>Variables</th>
<th>Phillip Perron (PP)</th>
<th>Augmented Dicky Fuller (ADF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>Intercept+ Trend</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>-</td>
<td>-1.975541</td>
</tr>
<tr>
<td></td>
<td>1.839059</td>
<td></td>
</tr>
<tr>
<td>Expectations of exchange rate</td>
<td>-</td>
<td>-1.897701</td>
</tr>
<tr>
<td></td>
<td>1.594549</td>
<td></td>
</tr>
<tr>
<td>Logged</td>
<td>Log of exchange rate</td>
<td>-1.8605</td>
</tr>
<tr>
<td></td>
<td>Log of expectations of exchange rate</td>
<td>-1.90129</td>
</tr>
<tr>
<td></td>
<td>1.598985</td>
<td></td>
</tr>
<tr>
<td>Differenced</td>
<td>Log of exchange rate</td>
<td>-48.05***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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In Table 2.1, we use the PP test to examine the unit roots. The test reveals a test statistic of -1.839, which is insignificant at all conventional levels. Furthermore, a re-run of the test, which includes an intercept and trend, leads to the same results. The variable contains a unit root, and the test statistic is -1.9755. It is noticeable that the value of the test statistic changes slightly, but it remains insignificant. Then the variable ‘exchange rate’ is tested using the ADF unit root test. We allowed for an intercept only and found that it is insignificant with the test statistic -1.8377. When the intercept with a trend is tested, the exchange rate has a unit root, and the test statistic value is -1.9755. The values of the test statistics produced by both methods on the variable are slightly different from each other but insignificant.

We conduct a stationarity test on expectations of exchange rates using the PP unit root test with an intercept only. The results are insignificant at all conventional levels. The test statistic value is -1.5946. When a trend with an intercept is included, the test statistic changes to 1.8977. However, the variable contains a unit root. When using the ADF test including an intercept only, we find the test statistic of 1.5876. The results indicate the series contains a unit root, and it is insignificant at all conventional levels. We repeat the ADF test, but now including an intercept with trend, the results are insignificant with a test statistic of 1.890.

Both the PP and ADF tests indicate that variables are insignificant at level. This requires logging variables, then conducting unit root tests to determine if it is not resolved. Using the PP test on the log of exchange rates, including the intercept only, the results are insignificant at all conventional levels. The test statistic value is -1.8605. Then the log of exchange rate is tested including an intercept with trend, with the series also containing unit roots. The test statistic changes to -1.9888. The ADF Test including the intercept shows the same results as the PP test. The log of exchange rate is insignificant, with a test statistic value 1.8592. When considering the intercept
with trend, the results do not change, the series contains unit root. The test statistic value estimated is -1.9889. The series is insignificant at all conventional levels.

Next, the PP test is used on log of expectations of exchange rates. We begin by including the intercept only. The results show that the series is insignificant with a statistic of -1.5990. Furthermore, including the intercept with a trend, the test finds the series does not change from being non-stationary. The test statistic value of 1.9013 is insignificant at all conventional levels. It is worth noticing that the test statistic value changes when the intercept with trend is included, although the statistic remains insignificant. Then we run an ADF unit root test on the log of expectations of exchange rate. Initially, only the intercept is included, then we included the intercept and trend. The results obtained show that the test statistic is insignificant. The test statistic values respectively are of -1.5909 and -1.8926.

Then we difference both logged variables because we still find unit roots. Using the PP test on the differenced log of exchange rates, when we include an intercept only, we find a test statistic of -48.05. The log of exchange rates is significant at all conventional levels of significance. In addition, when the differenced log of exchange rates is tested with the inclusion of an intercept and a trend, we find that it is significant at all conventional levels. The estimated test statistic of the difference of the log of exchange rates is -48.04. When we run the ADF test on the differenced log of exchange rates, by firstly including the intercept only and then including the intercept with a trend, the results do not change from the ones found when the PP test was used. Moreover, the differenced log of expectations of exchange rate is also tested using PP and ADF tests. The results found are the same. The results are significant at all conventional levels, with a test statistic of -47.91. These results do not change whether a PP or ADF test is used. The same two tests were done on the differenced log of expectations of exchange rate. The results are significant at all levels of significance with a test statistic value of -47.92. These results do not change whether an intercept only is used or an intercept with trend is included in the test.
It is important to choose an optimal number of lags to use in the analysis to prevent running out of degrees of freedom. The selection of the optimal number of lags ensures that the estimated results are not biased. The lag selection results are shown below.

Table 2.2: Optimal leg selection

<table>
<thead>
<tr>
<th>variable</th>
<th>number of lags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expectations of Exchange Rate Appreciation</td>
<td>8</td>
</tr>
<tr>
<td>Expectations of Exchange Rate Depreciation</td>
<td>1</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>1</td>
</tr>
</tbody>
</table>

*Source: Author compilation*

In Table 2.2, we use Akaike Information Criteria (AIC) to select the optimal leg length. The AIC shows that the optimal lags for the variable measuring expectations of the exchange rate appreciation is 8, while the optimal lag for expectations of the exchange rate depreciation is 1. Lastly, the optimal lag length of the variable measuring exchange rates is 1.

The following two tables show an estimate of the Markov Switch (MS) model. The dependent variable is the log of exchange rates, while dependent variables are the change in the component of expected depreciation (appreciation) and the expectation of exchange rate appreciation (depreciation). The variable measuring a change in the component of expected depreciation (appreciation) ensures that the model measures a complete variable. Moreover, the variable allows the model to capture asymmetric effects. Furthermore, the component measuring change in the component of exchange rate depreciation or appreciation is assumed to be constant within regimes. This component is associated with the private information of the informed trader (economic agent). The informed economic agent only alters his/her behaviour when (s)he observes change in the signal. The presence of new information available in the public domain affects his/her decisions. The other dependent variable is the
expectation of exchange rates, expectations of exchange rate depreciation, and expectations of exchange rate appreciation. In the following tables, the MS model consists of 3 regimes, where the exchange rate depreciates, remains stable and appreciates.

The following table shows the results of an MS model when the exchange rate is expected to appreciate.

Table 2.3: Markov Switch Model

<table>
<thead>
<tr>
<th>dependent variable</th>
<th>Independent Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of exchange rate</td>
<td>Regime 1</td>
<td></td>
</tr>
<tr>
<td>Expectations of Exchange Rate</td>
<td>Appreciation</td>
<td>-0.295231</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-2.755729</td>
</tr>
<tr>
<td>Regime 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expectations of Exchange Rate</td>
<td>Appreciation</td>
<td>0.075423</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-2.654992</td>
</tr>
<tr>
<td>Regime 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expectations of Exchange Rate</td>
<td>Appreciation</td>
<td>0.035857</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>-2.793621</td>
</tr>
<tr>
<td>non-switching variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in the expected (Depreciation) component</td>
<td></td>
<td>0.948462</td>
</tr>
<tr>
<td>LOG(SIGMA)</td>
<td></td>
<td>-4.759260</td>
</tr>
</tbody>
</table>

letters A and D in the parenthesis, respectively means appreciation and depreciation. This
estimation assumed that the exchange rate is expected to appreciate. 

(Source: Author compilation)

Table 2.3 estimates the exchange rate behaviour when expected to appreciate. The coefficients of expectations of exchange rate appreciation are different in all 3 regimes. This shows the asymmetric impact of expectations on the exchange rate given that in regime 1 the exchange rate is depreciating. The expected exchange rate appreciation reduces the probability of staying in regime 1. However, the exchange rate continues to depreciate. In regime 2, the exchange rate is more likely to switch to regime 3, when the exchange rate is expected to appreciate. The expectations of exchange rate appreciation have some impact, but not enough to change the position of the market to act in accordance with the information. These expectations are not changing the signal used by informed traders. Hence, there seems to be a sluggish movement towards acting on the information. The private information effects dominate the impact of expectations of exchange rate appreciation. In regime 2, the exchange rate is neither appreciating nor depreciating. The expectations of exchange rate appreciation are effective in inducing the exchange rate to appreciate. The private information and expectations are aligned when the exchange rate is stable. When the exchange rate is relatively more stable, it is more likely to appreciate if the expectation is pointing to an appreciation. While in regime 3, the exchange rate is already appreciating. An expectation of an appreciation is more likely to trap the exchange rate on the higher value.

The following table shows the results of the MS model when the expectations of exchange rates indicate that the exchange rate is likely to depreciate.

Table 2.4: Markov Switch Model

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of exchange rate</td>
<td>Regime 1</td>
<td></td>
</tr>
</tbody>
</table>
letters A and D in the parenthesis, respectively means appreciation and depreciation. This estimation assumed that the exchange rate is expected to appreciate.

Table 2.4 shows results of the MS model for exchange rate behaviour when the exchange rate is expected to depreciate. The coefficients of the expectations of an exchange rate depreciation are different in all regimes. This is an indication for asymmetric exchange rate behaviour. The movement of the exchange rate depends on the type of the regime. In table 5, the exchange rate depreciates in all regimes. The exchange rate behaviour reveals that expectations of exchange rate depreciation have more effect on the exchange rate behaviour. This suggests that private information of economic agents is more likely to be aligned with expectations of exchange rate depreciation. Given regime 1, when the exchange rate is expected to depreciate, the probability of remaining in regime 1 decreases. Given the exchange rate is in regime 2, if it is expected that the exchange rate will depreciate in the next period, the probability of the exchange rate remaining in regime 2 in the future period decreases.
While, when it is given that the exchange rate is in regime 3 in the current period, the probability of the exchange rate being in regime 2 while the exchange rate is expected to depreciate increases.

The MS model is also estimated using a smooth regime transition combined with abrupt changes. The reason behind combining the two and showing them is because exchange rates also serve as asset prices. The exchange rate can either change suddenly, or return of asset may change as a result of a major economic crisis. While some economic news may be processed sluggishly by economic agents, this makes their impact reveal slower in the market. This effect would need to be examined because these changes would be gradual than abrupt. The horizontal axis of the following Figure measures time. The frequency of the data is in minutes. The horizontal axis is measured from left to right, and it is cumulative. The vertical axis measures probabilities, where $P(S(t)=1)$, $P(S(t)=2)$ and $P(S(t)=1)$ respectively represents regime 1, regime 2 and regime 3.
Figure 2.5: Markov Switching Smoothed Regime Probabilities (exchange rate is expected to appreciate)
In Figure 2.5, given regime 1, the exchange rate depreciates throughout the period. The new information relating to the exchange rate is processed instantaneously by the market. However, when the exchange rate remains in regime 1 for some time, new information tends to be digested slowly by the market. The longer the exchange rate depreciates given regime 1, expectations of appreciation of the exchange rate tend to be absorbed slowly, then a sudden abrupt shift follows. The exchange rate seems to push against the force of exchange rate appreciation. This seems to suggest that
information emerging in the public domain does not have much of an impact on the exchange rate. The exchange rate is driven by private information.

In regime 2 the exchange rate remains stable throughout the period. This seems to suggest that economic agents are not likely to change or to be influenced by new information emerging. The expectation that the exchange rate will appreciate does not seem to impact the exchange rate. The probability that the exchange rate switches to another regime is 0, even though it is expected to appreciate. The exchange rate does not seem to be affected by expectations of an appreciation of the exchange rate.

In regime 3, the exchange rate adjusts gradually after a deviation caused by expectations of an appreciation of the exchange rate. Given the exchange rate is appreciating, the exchange rate gradually responds to information, which leads to an exchange rate appreciation.

The exchange rate behaves differently across the 3 regimes. This is a signal of a nonlinear relationship between the exchange rate and its expectations. Furthermore, the exchange rate impact is asymmetric, and its behaviour appears to be responding more to private information, compared to expectations. The smooth transition estimation results indicate that the market differs in how it processes information, given regime 3. The exchange rate in some instances shows abrupt changes. The longer the exchange rate remains in regime 3, the more it tends to process information relating to expectations gradually.

Figure 2.6: Markov Switching Smoothed Regime Probabilities (exchange rate is expected to depreciate)
In Figure 2.6, given regime 1, the information of an expected exchange rate depreciation is absorbed instantaneously. The expectations of exchange rate
depreciation are consistent with regime 1. Hence, it does not appear that there is a force pushing against the expected exchange rate depreciation. This is an indication of private information being consistent with expectations of exchange rate depreciation. These results are not unexpected. In regime 1, the exchange rate depreciates. Accordingly, expectations of the exchange rate depreciation reinforce the current state. When the exchange rate is depreciating, while expected to depreciate in the next period, the transition of information is instant. In addition, private information of economic agents aligns with exchange rate expectations of a depreciation, when the exchange rate is already in the state of depreciation.

Given regime 2, the exchange rate adjustment to expectations of a depreciation is asymmetric. The same information relating to exchange rate depreciation is processed differently at different periods. Given regime 2, the market digests information of exchange rate expectations gradually. The rate of processing information on exchange rate depreciation differs throughout the period. The more the exchange rate remains stable when expectations of exchange rate depreciation emerge, the more the exchange rate tends to adjust rapidly. The expectations of a depreciation are incorporated instantaneously in the market, as the exchange rate remains stable for a longer period. Given regime 3 the exchange rate adjusts smoothly.

The exchange rate transition from regime to regime provides more insight on the probability of the exchange rate changing its state. The following table shows exchange rate transition probabilities for all three regimes. Transition probabilities permit viewing of regimes jointly instead of viewing probabilities of a state exclusively. This is important because there is some information about the current regime that could possibly have an impact on the future behaviour of the exchange rate.

Table 2.5: Markov Switch Model Transition Probabilities
In table 2.5, the probability of being in regime 1 in the next period, when it is already regime 1, is high and close to 1. This reveals that the exchange rate’s tendency to depreciate is not likely to be changed by what is believed about the future. This is consistent with the theory. The information dominating the exchange rate behaviour is not the one available on the public domain. The actions of economic agents are driven by what their signals predict. The expected appreciation of the exchange rate does not have any effect on the exchange rate behaviour when it is already depreciating. Given regime 1, the probability of the exchange rate being in regime 2 next period is zero. The exchange rate is likely to respond to expected exchange rate appreciation and become more stable. The difference in probabilities shows an asymmetric exchange rate behaviour.

Given regime 2, the probability of being in regime 1 in the following period is 1.21E-11. The exchange rate is more likely to be depreciating next period, if it is stable in the current period. There is less force required to make the ZAR/USD depreciate, if it is relatively stable in the current period. These results are not aligned with the expected appreciation of the exchange rate. This means private information suggests something opposite to what is in the public domain. Given regime 2, the probability of the exchange rate being in regime 2 in the following period is 0.99. This means the exchange rate requires a stronger pressure to change its trajectory. The expected appreciation does not have effects on the exchange rate when it is stable. Given the

\[
\begin{array}{|c|c|c|}
\hline
\text{regime 1} & \text{regime 2} & \text{regime 3} \\
\hline
\text{regime 1} & 0.999036 & 0.000000 & 0.000964 \\
\text{regime 2} & 1.21E-11 & 0.999626 & 0.000374 \\
\text{regime 3} & 0.004646 & 0.001646 & 0.993708 \\
\hline
\end{array}
\]

The table shows transition probabilities from one regime to the next when the exchange rate is expected to appreciate. Regime 1, regime 2 and regime 3 represent a depreciation, stability and appreciation.

Source: Author compilation
exchange rate is in regime 2, the probability of the exchange rate being in regime 3 is 0.000374. The exchange rate is more likely to remain stable than to be appreciating. The expected appreciation does not have much impact on the exchange rate behaviour. If the exchange rate has been stable, to shift it so that it appreciates requires a greater force. The probabilities are different across regime 1. This indicates asymmetric exchange rate behaviour.

Given the exchange rate is in regime 3, the probability of the exchange rate transitioning to regime 1 in the next period is 0.004646. The expected appreciation seems to have more effect on the exchange rate behaviour. Private information of economic agents aligns with expectations of the exchange rate if it is appreciating. While the exchange rate starting point is regime 3, the probability of being in regime 2 in the following period is 0.0001646. The expected appreciation leads to the exchange rate gaining value continuously. Given regime 3, the probability that the exchange rate will remain in regime 3 in the following period is 0.99. A stronger force would be required to prevent the exchange rate form appreciating. Table 6 shows transition probabilities for exchange rate regimes. In Table 6, the exchange rate is expected to depreciate.

Table 2.6: Markov Switch Model Transition Probabilities

<table>
<thead>
<tr>
<th></th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime 1</td>
<td>0.999728</td>
<td>0.000249</td>
<td>2.29E-05</td>
</tr>
<tr>
<td>Regime 2</td>
<td>0.000368</td>
<td>0.998550</td>
<td>0.001081</td>
</tr>
<tr>
<td>Regime 3</td>
<td>5.48E-08</td>
<td>0.000736</td>
<td>0.999264</td>
</tr>
</tbody>
</table>

The table shows transition probabilities from one regime to the next when the exchange rate is expected to depreciate. Regime 1, regime 2 and regime 3 represent a depreciation, stable and appreciation.

Source: Author compilation
Given that the exchange rate is in regime 1, the probability of remaining in regime 1 for the next period is 0.999728. The exchange rate is not likely to change from depreciating. The expected depreciation reinforces the exchange rate trajectory, if its starting point is regime 1. Once the exchange rate starts losing value, expectations of an exchange rate depreciation lead to continuous depreciation. Given regime 1, the probability of transitioning to regime 2 in the next period is 0.000249. The exchange rate behaviour is consistent with expected depreciation. The exchange rate behaviour is reinforced by the expected depreciation. Given the exchange rate is in regime 1, the probability of being in regime 3 in the next period is 2.29E-05. The exchange rate continues to depreciate. This is consistent with expectations about the exchange rate. Once the Rand exchange rate starts losing value, with expectations of a further depreciation, it is not likely to change.

Given regime 2, the probability of the exchange rate transitioning to regime 1 is 0.000368. When the exchange rate starts from a position of stability, an expected depreciation is not likely to affect it. The exchange rate is influenced more by private information rather than expectations of an exchange rate depreciation. Given the exchange rate is in regime 2, the probability of being in regime 2 in the next period is 0.998550. The exchange rate is likely to remain stable regardless of the expected depreciation. Given regime 2, the probability of being in regime 3 in future is 0.001081. The exchange rate is more likely to remain stable, even though it is expected to depreciate. The starting regime is important for the behaviour of the exchange rate. The exchange rate tends to remain in the same trajectory regardless of the expected depreciation.

Given regime 3, the probability of being in regime 1 is 5.48E-08. When the exchange rate is depreciating, an expected depreciation does not have any effect on the exchange rate behaviour. The force keeping the exchange rate in the state of appreciation is stronger than the pressure exerted by expectations. Given regime 3, the probability of transitioning to regime 2 in the following period is 0.000736. The exchange rate’s tendency to keep appreciating when the starting point is regime 3 outweighs the pressure of expected depreciation. Given regime 3, the probability of being in regime 3 is close to 1. The exchange rate is not likely to depreciate if the
starting point is regime 3. This means the exchange rate responds more to private information, rather than expectations of a depreciation.

2.6 Discussion

Lags are not necessary when estimating the MS model because it considers the current period and the likelihood of transitioning to another state next period. The estimated transition probabilities are different across regimes. This means that the exchange rate behaves differently across the regimes. This is evidence of asymmetric behaviour of the exchange rate. The impact of exchange rate expectations on exchange rate behaviour varies across regimes. The difference of impact of expectations within and across the regimes is evidence of asymmetric effect on the exchange rate behaviour.

The exchange rate behaviour shows that there are forces acting on it, even if it does not move in the expected direction. The asymmetric behaviour shows that there is a deliberate force acting on the exchange rate with an opposing pressure. The force opposing the exchange rate form moving in accordance with its expectations varies. This is revealed by the difference of probabilities for transitioning to another state.

The study finds that factors making the exchange rate transition from regime-to-regime are, in most instances, not expectations of either depreciation or appreciation. The theory suggests that private information has more effects on the exchange rate behaviour, compared to expectations of either a depreciation or an appreciation. Lyones (2001) remarks that expectations only influence the exchange rate when there is economic turmoil, including high inflation, recession or financial crisis. This might be the case in this study; expectations are only able to explain exchange rate behaviour during periods of large economic activities.

Since Meese and Rogoff (1983), it has been widely accepted that exchange rates follow a random walk. However, the results of this study reveal that the exchange rate does not behave randomly.
The exchange rate movement is aligned with its expectations in some instances. When the exchange rate is not responding to expectations, it is because the information determining its behaviour is not in the public domain. Hence, the modeled behaviour does not align with what is observed. The factors driving the exchange rate’s behaviour depend on the state of the economy. When economic conditions are dire, it is easy to read an informed economic agent’s signal. Therefore, the exchange rate behaviour aligns with expectations of an appreciation/depreciation. However, during stable economic conditions, attempting to read the informed economic agent’s signal is not easy. Hence, wrong deductions about the informed economic agent signal are often obtained, which lead to modeling incorrect exchange rate behaviour.

The exchange rate is consistent with expectations of the exchange rate when the starting regime is either a depreciation or an appreciation. The probability of the exchange rate staying in the same state is high at these regimes, but different. This means expectations of exchange rates matter when current conditions are expected in the following period. Then when expectations of exchange rates do not match the current regime, the exchange rate deviates from the expected movement. However, there is a slight difference when the exchange rate is stable. It slightly adjusts to the expected direction. This gives an indication that the exchange rate is dependent on expectations, but other factors have an impact that may outweigh them at times. The information that results from the trade or transfer of exchange rates in the foreign exchange rate market may be leading to what we observe in the results.

2.7 Conclusion
In this study, data is collected during the time when the major focus of economic news is on economic indicators, in anticipation of what monetary authorities may decide on the interest rate. This is in line with what Lyones (2001) favours when working with exchange rates. The timing of exchange rate data collection is important and is likely to give better analysis of the characteristics of the behaviour that cannot be easily observed. The fact is that we are not able to measure all factors that affect the exchange rate under normal economic environment. Early studies in fluctuation exchange rates indicate this phenomenon (Meese and Roggof, 1983, Frankel and
In this study, the exchange rate is captured during a major economic event.

The exchange rate expectations appear to be scattered in one region, which shows a period of stability. Figure 2 shows a steady gradual extension of expectations of exchange rates at first. When it jumps to another region, it clutters within the same region. The behaviour of exchange rate expectations gives confidence on the market being stable. This means that we can relate the behaviour of the exchange rate to the expectations. To achieve this, we had to decompose exchange rate expectations. Both expectations of an exchange rate depreciation and appreciation are cluttered in a single region, which shows stability.

The exchange rate behaviour depends largely on private information. The mismatch between expectations of exchange rate movement and private information results in an unexpected behaviour of the exchange rate. Although it is not easy to know what is contained in an informed economic agent’s private information that relates to the exchange rate behaviour, the information relating to an informed economic agent’s signal is obtainable. This allows for the possibility of learning about the informed economic agent’s signal and its implications on the exchange rate behaviour. The emphasis of Bacchetta and Ban Winscoop (2013) is also on the exchange rate being more responsive to unobserved factors than observed effects.

The expected appreciation/depreciation does not dominate exchange rate behaviour determination. Egerl (2014) is of a different view, as he argues in favour of expectations being at the center of exchange rate behaviour. This study findings show that exchange rate expectations are more dominant when they are in line with a present trajectory (appreciation/depreciation) of the exchange rate. This study also differs with Maserumele and Alagidede (2017), who found that new information changes the direction of the exchange rate. The study shows that publicly available information does not affect exchange rate behaviour. The factors that lead to formation of exchange rate expectations are largely wrong in instances where they are not consistent with the current exchange rate behaviour. There is a slight response of the exchange rate behaviour to an expected appreciation only when the exchange rate is stable, while the exchange rate deviates from an expected depreciation.
The recommendation is that if the government seeks to improve the value of the Rand, it would be easy to achieve this when the exchange rate shows some improvement in value. The exchange rate tends to appreciate more if, while it is in the trajectory, expectations of an appreciation emerge. The government will have to create conditions indicating that the exchange rate is expected to appreciate in the future.
CHAPTER THREE: THE MOVEMENT OF EXCHANGE RATE AND EXPECTED INCOME

3.1 Introduction

One of the main drivers of exchange rates is expectations, which are determined differently in the developing and emerging economies (Kaltenbrunner, 2015). Barbosa et al (2018) observed that in developing countries, exchange rates are not driven by expectations that are linked to macroeconomic fundamentals only; and that the exchange rates also depend on institutional characteristics linked to international liquidity, which in turn are driven by expectations. In the short-run, expectations about capital flows assume an autonomous function of determining exchange rates (Harvey, 1991). Accordingly, exchange rates largely depend on lenders and foreign investors’ portfolio decisions, which are driven by expectations (Andrade and Prates, 2013).

Akiba (2004) maintains that exchange rate behaviour depends on the combination of expectations formed in the short-run and the medium term. However, expectations cannot be observed, which means that knowledge about expectations is incomplete (Juselius, 2017). It has been extensively demonstrated in the literature that economic agents form expectations rationally (De Grauwe and Grimaldi 2018). This is consistent with the rational expectations hypothesis, which assumes that economic agents use available information efficiently to construct expectations. This is in accordance with Muth (1961), who argues that expectations depend on the current state of the economy.

In South Africa (SA) the authorities have undertaken reforms to promote economic growth. Among these reforms are economic and political changes that constitute implications for the expected level of future income. The reforms allowed the economy to be free to engage in international trade with various markets. The economic reform offered an opportunity to international investors to do business in SA. These reforms meant the economy could potentially experience higher levels of productivity and, hence, income. Reforming the economy also meant that the government could give investors mining rights and mineral resource exploration rights. The reform aimed to
reduce uncertainty about investing in SA. The reforms involved trade agreements with other countries and trading blocs.

Hayat and Tang (2013) demonstrated that signing production agreements, economic cooperation deals, and being a member of economic blocs, fuels expectations of future income. In addition, it leads to a significant appreciation of the real exchange rate. Fluckiger and Ludwig (2018) argue that economies who are members of the trade bloc tend to seek economic prosperity from exporting, which can be expected to lead to the domestic exchange rate appreciation. Moreover, economies can expect to have higher levels of income in future because of signed export agreement.

Since 1994, the South African government has taken part in numerous trade agreements to promote SA’s economic interest, which include: the European Union-South Africa Trade and Development Cooperation Agreement (EUSATDCA), Europe Free Trade Association (EFTD), Southern African Customs Union (SACU) and Southern African Development Community (SADC). In some trade agreements, SA enters automatically because of its regional bloc membership. By virtue of being a member of SADC, it affords SA an opportunity to participate in regional trade.

The SADC has agreements with the European Union (EU), India, China, and United States of America (USA), which are economies with large demand for raw materials (EC, 2018, USGS, 2018). The trade agreements include exchange of raw materials, some of which these economies define as rare earth elements (REE) (Andersson, 2020). The REE are of high national interest to these economies because they are essential for the development of their industries or nations security (Mancheri, 2015, EC, 2018, USGS, 2018). Hence, they are part of trade agreements with SADC and other mineral exporting countries in other parts of the world.

In addition, SA has bilateral trade agreements with these countries and others. Some of the raw material found in SA are considered rare by EU, China, and USA, as indicated, hence, are required for survival of some of their manufacturing industries (Andersson, 2020, Jin et al., 2020, Moore et al., 2020). These economies have big manufacturing sectors that require the supply of raw materials from the rest of the
world. In their respective economies, domestic supply of raw material is not able to meet manufacturing demand, which drives them to secure supply elsewhere (Andersson, 2020). This places SA in an advantageous position in terms of supplying raw materials to their manufacturing industries. SA has, for a protracted period, remained the largest economy in Africa with an advanced infrastructure. This advantageous position afforded attracting business from rapidly growing countries that require raw materials.

India and China have been among the fastest growing economies in the world, who are SA’s trade partners, with growth rates above 6% a year (Dixit and Ghosh, 2013, Wang, 2019, Hubacek et al., 2007). A substantial amount of their growth is derived from manufacturing, which means more raw materials are required to sustain their economic growth (Ericsson, 2011, Andersson, 2020). However, domestic supply cannot meet the demand requirements to maintain the high level of economic growth. Therefore, to maintain production, they require additional supply.

The literature also acknowledges that China’s development and growth of its manufacturing sector requires foreign supply of raw materials (Jones et al., 2020). Furthermore, the demand for raw materials is expected to double by 2030, not only in China but in EU, India, Brazil, and USA. All these economies are SA trading partners, with whom it has trade agreements at various levels of economic cooperation, either bilaterally, SADC, or through the African Continental Free Trade Area (AfCTA).

The United States of America and European Union have been criticizing China for its mining investments in Africa (Machecek, 2017). However, China’s demand for raw materials is significant for SA’s economic interest. This is true because SA is the biggest trading partners of China in Africa (Monyamane and Adney, 2020). China’s increasing demand for raw materials, which are available in SA, could result in a mutual beneficial arrangement between the two countries. This could result into higher future income which is argued to have an impact on the exchange rates behaviour.

There is large demand for cobalt, chromium, and Petroleum Group Metals (PGM), which are used in the production of batteries for laptops, cellphones, and electric
vehicles (EV). These raw materials are concentrated in SA, Zambia, and Democratic Republic of Congo (Ericsson, 2011). The demand for these products is increasing throughout the globe. Which is argued to have an impact on the level of future income, therefore, the behaviour of the domestic exchange rates.

The world is moving toward reducing carbon emissions, which is expected to result in an increased production of EV in the future. Hence, the demand for raw materials which are available in SA is expected to increase. According to Hayat and Tang (2013) the demand for these products should lead to higher future income and hence, the domestic exchange rates should appreciate. Since China, EU, and USA are among the largest countries manufacturing these products, and they need additional supply of the raw materials, to sustain or increase production. All these countries are SA trading partners. Accordingly, higher demand for some of these raw materials will involve SA if its trading partners are involved. The income in the future can be expected to be higher.

The Chinese Ministry of land and natural resources acknowledges domestic supply of some raw materials is not enough to meet manufacturing demand (Ericsson, 2011, Plumer, 2014, Mancheri et al., 2019). Hence, China is investing in mining and other business opportunities exploration in other countries (Park et al., 2010, Mancheri et al., 2019, Raman, 2013). This is similar to what USA and EU businesses are doing in foreign countries, to ensure that they have enough stock of raw materials to support their manufacturing demand (Mclellan et al., 2013).

After the BRICS summit, the SA minister of Trade and industry stated that China’s requirements are aligned with SA economic interests (Patel, 2019). He further cited the comprehensive Strategic Partnership Agreement between SA and China, stating that it is a gesture of deep economic ties. These developments created expectations for future higher income, which Hayat et al. (2013) argue that it should lead to exchange rate appreciation. However, the exchange rate (SA Rand. ZAR and the United States of America, USD) has a long continuous depreciation swing. This is concerning because it suggests that the relationship between the exchange rates and expected higher income is different for ZAR/USD or is not understood. The challenge
facing the literature and policy making is that it has not yet been established if the relationship is different in South Africa. If the characteristics of the relationship are not understood, it could lead to implementation of wrong policies, and hence unintended consequences.

Achieving stable exchange rate fluctuations has been part of the SA macroeconomic objectives since the 1960s (Mtonga, 2011). The SA macroeconomic policies, the ASGISA, and NDP cite the exchange rate stability as the necessary precondition for achieving macroeconomic goals. The exchange rate behaviour is an integral part of the macroeconomic policy in SA. The literature on exchange rates has mostly focused on commodity prices and exchange rate volatility effects (Bahmani-Oskooee and Gelan, 2018, Balcilar et al., 2019, Kabundi and Mbelu, 2018, Jooste and Jhaveri, 2014, Miyajima 2020, Liu et al., 2020, Salisu and Gupta, 2022, Shiferaw, 2019, Belasen and Demirer, 2019, Salisu et al., 2021, Tiwari et al., 2018, Usman and Musa, 2018, Balcilar 2019).

However, Frankel (2007) looked at the determinants of exchange rates, which included expectations of inflations. The issue with what we’ve learned from Frankel (2007) is that it does not address the concerns between exchange rates and expectations of higher income. In addition, the results are based on limited data and a linear estimation of the exchange rates relationship, while Cheung et al. (2005) states that it is impossible to explain exchange rates behaviour without including a non-linear model.

This study is different because it examines the effects of expectations of future income on the exchange rate behaviour. It assumes the exchange rate is impacted asymmetrically by its fundamentals. Furthermore, the study uses a non-linear model to estimate the exchange rate behaviour. The data used in this study is detailed enough to provide unbiased results. The findings of this study are useful because they can be applied to other emerging economics with similar market characteristics as SA.

In addition, this study will fill the gap in the literature regarding an emerging economy’s exchange rates response to expectations of future higher income. The South African
Reserve Bank (SARB), which is the authority of monetary policy in SA and other stakeholders, are interested in knowing what the key factors that drive the SA exchange rate are. Furthermore, how exchange rates drivers can be managed effectively to achieve sustainable economic growth for SA. This study provides direction to these concerns.

3.2 Empirical Facts about the exchange rates movement

Whelan (2015) explains that prior to the collapse of the Bretton Woods System, many economists thought that exchange rates would be stable if countries adopted flexible exchange rates (Dunn, 1970; Lanyi, 1969; Stoll, 1968, Britton 1970). However, empirical evidence demonstrated volatile and unpredictable behaviour of floating exchange rates. Meese and Rogoff (1983) showed that there is no link between the exchange rates and its fundamentals. Further to that, Pfahler (2021) proved that random walk models performed better than any other model in predicting the behaviour of exchange rates. While Chang and Matsuki (2022) using recent data challenges this proposition, they state that the Taylor rule model of monetary policy outperformed random walk models.

Xie and Chen (2019) do not believe that monetary models of exchange rate determination are able to provide useful insight. Earlier Tawadros (2017) had found that the exchange rate behaviour is explained better by using monetary models. The accuracy of determining the behaviour of exchange rates has varied overtime when using the random walk (Ribeiro, 2017). The link between the exchange rate and its fundamentals remains challenging, hence, the debate is yet to be settled. Moosa and Burns (2014) confirm that the random walk performs better compared to any other model, but the success has only been determining the direction of exchange rates. The point noted by Cheung et al. (2005), and Rossi (2013), is that there is no consensus among economists about the exchange rate behaviour in response to its fundamentals.

Voss and Willard (2009) attributed reasons for the dismal results to overlooking asymmetric effects on monetary models. There are many other reasons provided in the literature for poor performance of various models (Meese, 1990; Bacchetta and
Wincoop, 2006; Evens and Lyons, 2004, Eichenbaum et al., 2018, and Kohlscheen, 2016). However, the literature indicates that there is a link between monetary variables and exchange rates (Baharumshah et al., 2017). Engel and West (2005) were not able to find evidence that the exchange rate and its fundamentals are correlated. Rossi (2013) mentions that the literature indicates that out-of-sample estimations perform better compared to traditional fundamentals. However, Beckmann et al. (2011) confirm that some macro fundamentals show exchange rates predictability in the short run. The dismal performance for macro fundamentals in predicting exchange rates has been discussed by many researchers (such as Engel and West, 2005; Molodtsova and Papell, 2009; Taylor and Peel, 2000; Ghosh at al. 2016; Ahmed et al 2017; and Amat, at al. 2018).

Beckmann et al. (2011) declare that fundamentals are central in determining exchange rates, although their effects are significantly different in each period. However, the literature indicates that studies are not able to link floating exchange rates to their theoretical determinants (Itskhoki and Mukhin, 2021). This forms the basis of fundamental uncertainty, according to the Post Keynesian framework. While modelling the behaviour of exchange rates differs, Harvey (2003) argues that expectations of exchange rates are central in determining the exchange rates both in the short-run and the long-run. The expectations of the exchange rates are formed differently in various countries. This point is supported by Lavioe and Daiggle (2011), who argue that while there might be capital mobility, there are domestic conditions which impact on the free flow of capital. Furthermore, domestic limitations of free flow of capital are associated with each home country’s regulations of the capital market.

It is common in the literature to use uncovered interest parity hypothesis to formulate expectations of exchange rates (Ismailov and Rossi, 2018; Engel, 2016), but it is contended that uncovered interest parity depends on arbitrary assumptions (Taylor, 2003). The failure to model the behaviour of exchange rates implies that models used in the area of macroeconomic research are invalid or are largely incomplete. Furthermore, this erodes the policy suitability of these models and creates uncertainty about the impact of the fundamentals.
The literature recognizes the importance of examining the components related to higher future income, however, giving a considerable attention to the relationship between exchange rate behaviour and stock of prices of oil. Mensi et al. (2017) evaluated asset prices and established that available fundamental information is a driver for a prevailing price of assets. Ngoma (2022) states that real exchange rates respond asymmetrically to an oil shock. Moreover, the shock triggering an increase in the oil price tends to be followed by a rapid exchange rate appreciation. The literature points out that the export of manufactured goods and natural resources affect the exchange rate behaviour (McLeod and Mileva, 2011). These observations are confirmed by Bekun et al. (2019), who found that the Rand exchange rate depends on natural resources.

Deveruex and Yu (2019) reveal that the exchange rate has a time changing relationship with its fundamentals. While Engel et al. (2007) argue that current economic information about exchange rate fundamentals has little weight in determining exchange rates, the expectation about the fundamentals weighs more. This is supported by Beckmann and Czudaj (2017), who emphasize that the exchange rate responds to its expectations. Furthermore, the exchange rate behaviour reflects available information. This is different from what the random walk predicts, which is that the exchange rate should not be affected by expectations of future income (Chakrabarti and Scholnick, 2002). Expectations of lower future output increase expectations of a lower interest rate in the future. So, if the exchange rate appreciates today, the likelihood of it depreciating in the future increases (Taylor, 2001).

3.3 Methodology

3.3.1 Economic Theory

The model is informed by the monetarist economic framework for supply and demand of countries’ currencies. It emphasizes that the exchange rate determination is dependent on asset prices that respond to expectations. The expectations are particularly influenced by monetary policy, and they reflect available information about currencies. Thus, the exchange rate changes in response to new information and the prevailing situation. The monetarist framework consists of six components. The quantity theory of money (QTM) is given by the formula: Where M is the nominal
money, \( V \) is the number of times by which money changes hands (velocity of money), \( P \) denotes the price level and \( Y \) in the level of income

\[
MV = PY
\]  

(1)

Equation (1) can be rewritten as. Let \( \frac{1}{V} \) be the proportion of annual income held as money. Now the QTM states that the general price level places pressure on nominal money supply to bring about equilibrium on real money balances and nominal money balances.

\[
\frac{M}{P} = \frac{1}{V} Y
\]  

(2)

Secondly, the Purchasing Power Parity (PPP) is constructed using the law of one price. The law states that when the price of good \( i \) is converted into the same currency in either country, the price of good \( i \) is the same in both countries.

\[
P_i = E P_i^*
\]  

(3)

where \( P_i \) is the domestic price of good \( i \), \( P_i^* \) denotes foreign price of good \( i \), and \( E \) is the exchange rate.

The theory of interest rate parity (IRP) assumes that the profits on the assets are independent of the value of currency of any country and are equal. Third, the fisher relationship maintains that the nominal interest rate is a function of an expected fall of the purchasing power of currency and nominal interest rates. Considering both the PPP and Irvin Fisher’s relationship, it can be inferred that nominal interest rate differentials carry information that can be used to predict future inflation rate.

The public’s belief about the likely future direction of monetary policy is a driving component in the formulation of inflation expectations in a monetarist framework. The fourth component is concerned with efficient market hypothesis, which maintains that the asset market information is fully and correctly reflected on the asset prices. In addition, the foreign exchange rate contains all available information. Moreover, the exchange rate moves immediately to accommodate new information. Following Humphrey (1977), inflation rate in the home country and in the foreign country, is the function of the ratio of money supply and money demand.
\[ \pi_1 = \frac{M_s}{M_d}; \quad \text{and} \quad \pi_2^* = \frac{M_s^*}{M_d^*} \]  

(4)

here \( \pi_1 \) denotes price level in the home country, while \( \pi_2^* \) is price level in the foreign country. \( M_s \) denotes domestic nominal money supply, whereas \( M_s^* \) is foreign nominal money supply. The letter \( M_d \) is the domestic money demand and \( M_d^* \) represents the foreign demand for money. Rearranging the equation (4), shows that the price level brings nominal money balances and real money balances to equilibrium. This implies that the price level adjusts instantaneously to bring nominal money stock into equilibrium with the real demand for money;

\[ M_d = \frac{M_s}{\pi_1} \]  

(5)

Assuming that money demand is given by income and interest rate. Therefore, we show description for money demand as;

\[ M_d = Y i^{-z} \quad \text{and} \quad M_d^* = Y^* i^{*^{-z}} \]  

(6)

here domestic output is denoted by \( Y \), whereas \( Y^* \) represents foreign income, \( i \) is nominal interest rate in the domestic economy and \( i^* \) denotes foreign nominal interest rate. Then \( z \) is the interest elasticity of demand for money. Furthermore, it appears as the exponent for interest rates. The parameter \( z \), captures the sensitivity of the money demand to interest rate dynamics. Moreover, it shows that nominal interest rates are inversely related to real balances. Hence, the negative sign and the size of the coefficient is assumed to be similar in either country. Equation (6) is the money demand function which is the products of output and nominal interest rate.

The domestic and foreign prices are connected to each other through the exchange rate, then assuming PPP holds, it ensures that currencies of both countries are expressed in the same currency unit.

\[ \pi_1 = e \pi_2^* \]  

(7)
where $e$ is the exchange rate, and equation (7) is the PPP. The domestic exchange rate is the ratio of the prices of domestic goods to the prices of foreign goods.

$$e = \frac{\pi_1}{\pi_2}$$  \hspace{1cm} (8)

The nominal interest rate is a function of expected price level and real interest rate. The nominal interest rate is defined as;

$$i = r + \phi \quad \text{and} \quad i^* = r^* + \phi^*$$  \hspace{1cm} (9)

where expectations of inflation are denoted by $\phi$, and the domestic real interest rate is same as the foreign real interest rate. This assumption allows for yield on assets to be the same everywhere in the world. The following equation show the interest rate parity.

$$r = r^* = r_w$$  \hspace{1cm} (10)

Equation (10) is the condition for interest rate parity (IRP) which ensures that the yield is independent of the specific currencies. Assume there is international capital mobility. Equation (9) shows how the interest rates are determined which enables international capital mobility. The following step is to show how the inflation expectations are formed using the money demand function. While the nominal interest rate is the money demand function it is also central in determining the exchange rate. Inflation expectations are based on perception about the future growth of money supply. So, expectations of inflation are given by;

$$\phi = \phi(M^e_s) \quad \text{and} \quad \phi^* = \phi^*(M^{e*}_s)$$  \hspace{1cm} (11)

where expected money growth is represented by $M^e_s$. The public is assumed to formulate expectations about money growth rationally. All relevant and new information available in the public domain is incorporated in expectations. The information considered includes, among others, political information, data on previous
events, policy announcements, and previous actions of policymakers when the economy changes. Then, the expected money supply can be expressed as:

\[ M_s^e = M_s^e(M_s, \vartheta) \quad \text{and} \quad M_s^{e*} = M_s^{e*}(M_s^{e*}, \vartheta^*) \]  

(12)

where domestic information is denoted by \( \vartheta \) and foreign information \( \vartheta^* \). Equation (12) shows that expected money growth is a function of money supply and other information. Equation (12) depicts that almost all components that affect money growth are covered.

Following Hayat et al. (2013) we assume a small economy consisting of a large number of identical households. Further, let's assume the size of households in this economy does not change overtime. In addition, households are normalized to 1. The economy has a large number of mineral reserves. However, the precise amount of mineral reserves is not easily determinable. Furthermore, the government does not have the technology to extract or quantify the number of minerals underground. Therefore, the extraction and quantification of the quantity of minerals remaining underground can only be supplied by foreign firms. Assume that households are informed about the terms of the mining deal. The information is available to the public through web publications of the Ministry of the Trade, Industry and Competition and Mineral Resources and Energy Ministry. Furthermore, SA has the mining chatter, which details the types of resources mined and the manner in which the mining communities and labour benefit.

The deal between the government and the foreign firms provides for the quantity to be mined and the share government collects from profits. The South African mining chatter contains these details, although, it is not easy for households or government to predict the exact amount of income to be derived in future from the deposits. This is due to uncertainties about domestic production, world price of minerals, and the uncertainty about the quantity of minerals remaining underground. Instead, households use the available information (Trade agreements) about their future minerals income to form expectations. The households use the information such as
the amount of minerals to be mined and the share collected by the government of profits (The government’s Budget Speech).

The more minerals are extracted, the more income the households expect to receive in the future. This means that if a new technology which enhances production, or new deposit, is discovered, the expected future income increases. The information about new discoveries is managed by the department of mineral resources and energy. The department of mineral resources and energy has the sole authority to issue mining licences.

Following Van der Ploeg (2011), assume households consume tradable goods that are non-minerals, $C_t^T$, imported from the rest of the world, and tradable good $C_t^N$. Households’ supply of labour is inelastic to domestic firms producing non-tradable goods. Assume the tradable good is dominated in the domestic currency. The price of the tradable good is exogenous, and it is determined by international demand $C_{wt}$, which is

$$P_T = g(C_{wt})$$ (13)

while domestic demand for the non-tradable good determines the price $P_N$, which is defined by

$$P_N = f(C_t)$$ (14)

Households maximize their utility by consuming both tradable and non-tradable goods. Following Cashin et al. (2004), each household’s optimal level of consumption is given by

$$C_t = C_t^N + C_t^T$$ (15)

$C_t$, is equal to the sum of income from minerals, $W_t$ and labour income $H_t$. 
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\[ C_t = k_t(W_t + H_t) \]  \hspace{1cm} (16)

here \( k_t \) captures preferences, other factors, and income, where as \( W_t \) and \( H_t \) includes current and expected present values of future income.

\[ W_t + H_t = E_t \left[ \sum_{i=t}^{T} \frac{Y_i^{W} + Y_i^{H}}{(1 + R)^{i-t}} \right] \]  \hspace{1cm} (17)

here \( T \) is the life expectancy and \( R \) denotes the interest rate, while \( Y_i^{H} \) and \( Y_i^{W} \) both denote current income. We can define \( Y_i^{H} \) and \( Y_i^{W} \) as,

\[ Y_{i+1}^{H} = \beta_H (Z_{i+1}^{H}, Y_i^{H}, \mu_i^{H}) \]  \hspace{1cm} (18)

and

\[ Y_{i+1}^{W} = \beta_W (Z_{i+1}^{W}, Y_i^{W}, \mu_i^{W}) \]  \hspace{1cm} (19)

where \( Z_{i+1}^{W} \) denotes foreign firms’ productivity, \( Z_{i+1}^{H} \) is Foreign Direct Investment (FDI) and \( \mu_i^{W} (\mu_i^{H}) \) represents the shocks to income such as a mineral resource boom or a strengthening of economic ties between two trading countries.

The real exchange rate \( (e_t) \) is the ratio of prices of non-tradable good \( P_N \), to tradable good \( P_T \). Therefore, real exchange rate can be expressed as a function of the expected future income and international demand,

\[ e_t = \frac{P_N}{P_T} \]  \hspace{1cm} (20)
\[ e_t = R \left( E_t \left[ \sum_{i=t}^{\bar{t}} \frac{Y_i^W + Y_i^H}{(1 + R)^{i-t}} \right], C_{wt} \right) \] (21)

Equation (21) shows that the exchange rate depends on current and expected future mineral and labour income, \( E_t(\cdot) \), and demand of imported tradable goods. It is important to note that \( E_t(\cdot) \) depends on FDI, government expenditure, productivity, or trade agreements.

3.4 Estimation

A Bayesian Vector Autoregressive (BVAR) estimating technique is applied on this theoretical framework. The BVAR is chosen because its results are produced by sampling from the posterior distribution of variables. The Bayesian estimation framework allows for the reduction of the variance of unrestricted least squares estimators. Furthermore, it allows inclusions of various information about VAR model parameters which are impossible at times to facilitate when using the frequentist analysis.

The frequentist analysis techniques rely on the existence of a parameter vector describing the data collected, which is obtained from the sample. Then inferences are made on the basis of the value of the parameter. These common methods of analyzing data assume parameters are non-stochastic, irrespective of them being stochastic in nature. This is where the Bayesian analysis differs from the common frequentist estimation technics.

In the Bayesian framework, the vector parameter is assumed to take a stochastic nature. The Bayesian analysis allows modeling perceptions about the parameter. The perceptions are weighed in probabilities distributions. There is no repeated sampling required, and the nature of data is not important for drawing inferences on the parameter. The observed data determines the inference in the Bayesian framework. The data is taken as given, while the parameter of interest is treated as unknown. This
holds because the prior information on the variable of interest given is in a density form. Let’s consider a VAR model

\[ y_t = \sum_{s=1}^{k} y_{t-s} \beta_s + z_t \vartheta + \varepsilon_t \]  

(22)

here \( \beta_s \) and \( \vartheta \) are vector parameters of \( n \times n \) and \( j \times n \) dimensions respectively. The posterior probability distribution function (pdf) is the quadratic loss function \( y_{t+b} \), conditional on the observed data \( y_t, y_{t-1} \) and the independent variables \( z_{t+b} \). Equation (22) is a partial system such that \( z_t \) may contain a deterministic time trend. The first difference of (22) \( y_t^* = y_{t-1}^* \beta + z_t Q + \varepsilon_t^* \), where \( y_t^* = \{y_{t}, ..., y_{t-k+1}\} \), \( Q = \{\vartheta, 0, \ldots\}, \varepsilon_t^* = \varepsilon_t, 0, \ldots\) and

\[
\beta = \begin{pmatrix}
\beta_1 & I & 0 & \ldots & 0 \\
\beta_2 & 0 & I & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\beta_k & 0 & 0 & \ldots & 0
\end{pmatrix}
\]  

(23)

To examine how the results are generated, consider the following

\[ y_t(h) = \int F(\beta, Q, y_t^*, Z, h) v(\emptyset|y) d\emptyset \]  

(24)

where \( v(\emptyset|y) d\emptyset \) is the marginal posterior which is established from estimated parameters \( \beta \) and \( Q \), and where \( F(.) \) denotes the function of the forecast. We take the VAR system and express the posterior distribution with a Bayesian framework as show in the following equation.

\[ F(\beta, Q, y_t^*, Z, h) = y_t^* \beta^h + \sum_{s=1}^{h-1} z_{t+h-s} Q \beta^s \]  

(25)

The stochastic variables in the future are assumed to be independent of \( \varepsilon_t \), \( E(\varepsilon_{t+s}|z_{t+s}) = 0, s, w > 0 \). This allows the posterior to be conditional to the observed situation. Equation (25) is a VAR linear function of parameters. However, the model becomes none-linear when the density distributions are estimated for a longer period.
We use the Minnesota Prior, which is characterized by a variance covariance matrix that is diagonal and fixed. Let us consider the prior for an $i$th period

$$
\delta_i = N(\delta_i, \Sigma_i) \quad (26)
$$

Applying Bayesian framework, the posterior pdf is described by

$$
\delta_i/y = N(\delta_i, \Sigma_i) \quad (27)
$$

where

$$
\Sigma_i = \left(\sum_{i}^{-1} + \tau_{ii} U'U\right)^{-1} \quad (28)
$$

Through rearranging:

$$
\delta_i = \Sigma_i \left(\sum_{i}^{-1} \delta_i + \tau_{ii}^{-1} U'y_i\right) \quad (29)
$$

The fixed diagonal components $\tau_{ii}$ are found in the Data Generation Process (DGP), since the covariance matrix of the residual is assumed to be diagonal. This is similar to stating the belief that the single element follows random walk behaviour. The Minnesota prior assumes that the information contained in the most recent lags consists of more relevant and reliable information. When the number of lags keeps increasing the coefficient matrix of $\beta_s$ in equation (25), the posterior distribution converges and approach zero. The covariance matrix works to reduce the number of parameters to be estimated. A belief about each coefficient decay over its own lags is given by $\beta_s/k$. The parameter $k$ denotes the number of lags, and it uses another variable $\phi$ to determine lags containing coefficients with relevant information (relative importance of its own lags).

$$
Var[\beta_s] = \frac{\beta^2}{k} \left(\begin{array}{cccc}
1 & \phi\sigma_2^2/\sigma_1^2 & \ldots & \phi\sigma_n^2/\sigma_1^2 \\
\phi\sigma_2^2/\sigma_1^2 & 1 & \ldots & \phi\sigma_n^2/\sigma_2^2 \\
\vdots & \vdots & \ddots & \vdots \\
\phi\sigma_n^2/\sigma_1^2 & \phi\sigma_n^2/\sigma_2^2 & \ldots & 1
\end{array}\right) \quad (30)
$$
In this study, we also test the long-run relationship between expectations of income and the exchange rate behaviour. This is conducted using the Johansen Cointegration test. So, we first determine if all the variables are integrated of order 1 or not.

### 3.4.1 Unit Root Test

#### 3.4.1.1 Augmented Dicky Fuller (ADF) Test

The ADF test is derived from the Dickey and Fuller test because it assumes there is a chance for the error term not to be random. The ADF is extended through adding more lags to remove serial correlation. The following model is considered

\[
A_t = \rho_1 + \rho_2 A_{t-1} + \gamma_t 
\]  
(31)

\[
A_t = \rho_1 + \rho_2 A_{t-1} + \rho_3 A_{t-1} + \gamma_t 
\]  
(32)

\[
A_t = \rho_1 + \rho_2 A_{t-1} + \rho_3 A_{t-1} + \rho_4 A_{t-2} + \gamma_t 
\]  
(33)

where \( A \) represents the variable obtained from the data, \( s \) denotes time and \( \gamma \) is the white noise innovation, where \( \gamma_s \sim N(0, \sigma^2) \). The following step is to difference equation (33)

\[
\Delta A_t = \omega A_{t-1} + \rho_1 \Delta A_{t-1} + \gamma_t 
\]  
(34)

\[
\Delta A_t = \omega A_{t-1} + \rho_1 \Delta A_{t-1} + \rho_2 \Delta A_{t-2} + \cdots + \rho_s \Delta A_{t-s} + \gamma_t 
\]  
(35)

this process occurs until serial correlation is eliminated.

\[
\Delta A_t = \omega A_{t-1} + \sum_{j=1}^{s} \rho_1 \Delta A_{t-1} + \gamma_t 
\]  
(36)

\[
\Delta A_t = \vartheta + \omega A_{t-1} + \sum_{j=1}^{s} \rho_1 \Delta A_{t-1} + \gamma_t 
\]  
(37)

\[
\Delta A_t = \vartheta + \theta_t + \omega A_{t-1} + \sum_{j=1}^{s} \rho_1 \Delta A_{t-1} + \gamma_t 
\]  
(38)

Then testing for unit roots at first differences

\[
\Delta 2 A_t = \omega A_{t-1} + \sum_{j=1}^{s} \rho_1 \Delta A_{t-1} + \gamma_t 
\]  
(39)
\[ \Delta 2A_t = \vartheta + \omega A_{t-1} + \sum_{j=i}^{s} \rho_1 \Delta A_{t-1} + \gamma_t \]  
(40)

\[ \Delta 2A_t = \vartheta + \theta_t + \omega A_{t-1} + \sum_{j=i}^{s} \rho_1 \Delta A_{t-1} + \gamma_t \]  
(41)

### 3.5 Variables and Data

The data is sourced from the SARB and the Federal Reserve Bank of St Louis. The sample stretches from 1994q1-2017q4. This chapter borrows from Hayat et al. (2013), who investigated expectations of higher future income resulting from the sale of oil. In this chapter we examine the expectations of income as a direct consequence of mineral resources. The behaviour of the exchange rate is a function of the terms of trade \( tot_t \), which relate positively to the real exchange rates, the foreign direct investment \( FDI_t \), which is capital coming from the rest of the world. Furthermore, the higher the FDI, the more the exchange rate is expected to appreciate. The study also includes investment \( I_t \), excluding FDI, as the exchange rates depend positively on the Investment. Then the interest rate \( i_t \) is included, which relates to the exchange rates through the flow of capital. When the interest rate increases relative to the rest of the world, the exchange rate is expected to appreciate. The degree of openness \( open_t \), is positively related to the exchange rates. The expected income \( Y^e_{t+1} \), is measured using mineral resources reserves. The model is the relationship being analysed in this study:

\[ e_t = \beta_1 + \beta_2 Y^e_{t+1} + \beta_3 tot_t + \beta_4 I_t + \beta_5 FDI_t + \beta_6 i_t + \beta_7 Open_t + \beta_8 MP_t + \varepsilon_t \]

#### 3.5.1 Real Exchange Rate

Firstly, an explanation of the causes of the exchange rates shift is provided. Edward (1989) defines real exchange rates as the ratio of non-tradable prices to tradable prices of goods, which ensures simultaneous internal and external equilibrium. When the non-tradable goods market clears in the current period, the internal equilibrium occurs and the same is expected to repeat in future. While external equilibrium occurs when the current account balance is zero intertemporally, the real exchange rates are expected to be at equilibrium. Therefore, real exchange rate behaviour should reflect dynamics exhibited by fundamentals in the economy.
In figure 3.1, the exchange rate of the South African Rand against the United States Dollar(USD) has a sustained long depreciation swing (see Figure 1). From 1994 to the end of 1996 the domestic exchange rate was stable. Thereafter, the Rand began depreciating rapidly against the USD. Then the rate of depreciation slowed down at the beginning of 1998 until 1999. The depreciation rate picked up in 1999, before slowing down from just before the year 2000 to the end of 2001. In the year 2002, the Rand reached the highest-level of depreciation against the USD since 1994. The depreciation seen in 2002 caused the government to institute the Mayberg Commission 2002, which investigated the cause of the Rand exchange rate depreciation. However, soon after, the Rand gained strength against the USD until 2007. Then the exchange rate depreciation lasted until the last quarter of 2009. Thereafter, the Rand gained strength against the USD until 2012. In the years after 2012, the Rand experienced a sharp depreciation against the USD until 2016. In 2016, there was a pick, which characterised the highest depreciation seen in the history of the Rand. Then in the following years the Rand became stable against the USD. In the subsequent years, the exchange rate experienced a slight appreciation. However, the Rand exchange rate has not appreciated enough to go back to 1994 and 1995.
levels. The exchange rate does gain strength in some instances, but not enough to reverse the losses.

3.5.2 Expectations of Income

Following Masedua et al. (2018), we use mining reserves to measure expectations of future income. The date of mineral deposits is obtained from the Federal Reserve Bank of St Louis. The quantity of the reserves depends on new discoveries or revision of previous estimates. The invention of new technology also enhances the available quantity in terms of how it is used. The exploration can also provide new knowledge about the deposits that are still underground, which might have been overestimated or underestimated. The following diagram presents the expectations of income.

Figure 3.2: Expectation of Future income/Mining Reserves (MR) in South Africa (1994 - 2021)

![Diagram showing expectations of future income and mining reserves in South Africa from 1994 to 2021](image)

Source: Author compilation

The mining reserves (MR) changed between 1994 to 2021 (see Figure 3.2). The quantity of MR increased from 1994 to 1996, thereafter, declined until the end of 1998. The late 1990s can be seen with higher reserves, and it is a period characterized by a sharp increase in the quantity of deposits. This could be due to foreign firms coming to SA to do business, hence, more exploration leading to new discoveries of mineral resources. The period between 2003 to 2011 saw the quantity of mineral resources increase sharply. Then from 2011 to 2014, the quantity of mineral deposits was relatively stable. In the beginning of 2015 first quarter, there was a decline in the
The end of the second quarter of 2015 marked the beginning of a period where the MR were stable until 2017. In the end of the second quarter of 2017 the MR increased, and from there, it increased slightly until 2019 first quarter. Since then, the quantity of reserves fluctuates with a slight upward swing.

The mining reserves are used as the measure of expectations of future income. In this chapter, the level of income is allowed to vary in the entire period of the sample, starting from 1994 to 2021. Following Beek (2021), we assume the impact of natural resources on the exchange rate is asymmetric. Therefore, following Kassi (2019), we assume fundamentals have asymmetric impact on the exchange rates. We use the Schorderet (2003) method to decompose the expectation of income to allow for asymmetric impact on the exchange rates. The variable is decomposed into two components, which are: expected higher future income (positive) and expected lower future income (negative). The equation below shows a decomposed series into positive and negative components.

\[
\phi_t = \phi_0 + \phi_t^+ + \phi_t^-
\]  

(48)

where \( \phi_t \) is a scalar I (1) variable, \( \phi_0 \) represents the values occurring in the beginning and \( \phi_t^+ \) and \( \phi_t^- \) are decomposed variables. The partial sum process of the of higher income and lower income is

\[
\phi_t^+ = \sum_{i=0}^{t-1} 1\{\Delta \phi_{t-1} \geq 0\} \Delta \phi_{t-1}
\]  

(49)

and

\[
\phi_t^- = \sum_{i=0}^{t-1} 1\{\Delta \phi_{t-1} \geq 0\} \Delta \phi_{t-1}
\]  

(50)

where \( \{\phi_t^+\}_{t=0}^T \) and \( \{\phi_t^-\}_{t=0}^T \) denotes the expected appreciation and expected
depreciation cumulative shock, and both represent the initial time \( t \); and 1 is the indicator function. When the event in the parathesis occurs, it is represented by 1, otherwise 0. For a moment, consider two integrated time series \( \varphi_{1t} \) and \( \varphi_{2t} \), both of which define \( \varphi_{jt}^+ \) and \( \varphi_{jt}^- \) for values of \( j = 1, 2 \), as show in (49). Now assume these series \( \varphi_{jt}^+ \) and \( \varphi_{jt}^- \) are both not linearly cointergrated, but within them there is a linear relationship represented by \( s_t \) such that

\[
s_t = \alpha_0 \varphi_{1t}^+ + \alpha_1 \varphi_{1t}^- + \alpha_2 \varphi_{2t}^+ + \alpha_3 \varphi_{2t}^-
\]

(51)

Schorderet (2004) argues that \( x_{1t} \) and \( x_{2t} \) are asymmetrically counteragent if there exist a vector \( \alpha' = (\alpha_0, \alpha_1, \alpha_2, \alpha_3) \) with \( \alpha_0 \neq \alpha_1 \) or \( \alpha_2 \neq \alpha_3 \) (and \( \alpha_0 \) or \( \alpha_1 \neq 0 \) and \( \alpha_2 \) or \( \alpha_3 \neq 0 \)) such that \( s_t \) in (51) is a stationary process. To simplify without losing generality, let’s assume only one component of each partial process is in the cointegrating relationship (51), as show in the following equations below;

\[
s_t = \varphi_{1t}^+ - \sigma^+ \varphi_{2t}^+
\]

(52)

and

\[
s_t = \varphi_{1t}^- - \sigma^- \varphi_{2t}^-
\]

(53)

Equations (52) and (53) are nonlinear. Schorderet (2003) argues that if cointegrating relationships occur in each series in Equation (51), this means that there is a single direction cointegrating relationship. So, equations (52) and (53) can be rearranged as:

\[
\varphi_{1t}^+ = \sigma^+ \varphi_{2t}^+ + s_t
\]

(54)

\[
\varphi_{1t}^- = \sigma^- \varphi_{2t}^- + s_t
\]

(55)
3.5.3 Other Variables

Arendse and Smith (2018) notes that the production of some minerals grew by 8% between 1994 and 2011. This is something expected because the government was opening up the economy for business to the rest of the world. Prior to 1994, doing business in SA involved a high and complex tariff system and extensive import and export controls.

Figure 3.3: Terms of Trade in South Africa (1994 - 2021)

![Graph showing Terms of Trade in South Africa (1994 - 2021)]

*Source: Author compilation*

The country’s ratio of exports to imports has been improving since 1994 (see Figure 3.3). However, the period between 1994 – 1995 was very volatile compared to any period in the sample. There is a sharp increase after the first quarter of 1995, then it becomes stable. In this period, SA was making gradual changes in the economy (IMF, 2021). In the year 2001, the Terms of trade improved significantly until the second quarter of 2010. Thereafter, the increase becomes gradual until the last quarter of 2021.
Figure 3.4: Mining Production in South Africa (1994-2021)

Source: Author compilation

The mining production was stable but declining slightly until 2004 (See Figure 3.4). Mining does not have a trend showing either a rise or a fall of production, but it fluctuates within the same band. However, just before 2005, there was a substantial increase in mining production compared to the previous period. The increase in production seen before 2005 halts in 2009. Thereafter, mining becomes stable with only one spike in 2020, which might be related to COVID-19 effects.

Figure 5.5: Foreign Direct Investment into South Africa (1994-2021)

Source: Author compilation
FDI is very volatile (see Figure 3.5). Since 1994, FDI has had moderate fluctuations, which remained until the second quarter of year 2000. Thereafter, there was a spike, which was followed by moderate fluctuations that lasted until 2005. FDI exhibited large fluctuations between 2005 and 2011. SA has not experienced growth in FDI since 1994, but its fluctuations became larger after 2005, then stabilized.

Figure 3.6: Degree of Openness in South Africa (1994-2021)

Source: Author compilation

The degree of openness remained the same from 1994 until it worsened in 2004 (see Figure 3.6). In 2006, it started fluctuating more than the period prior. Thereafter, from 2008, the economy became more open until the year 2011. In the period between 2011 and 2014, the degree of openness declined. Thereafter, openness became stable until the beginning of the second quarter of 2015. In the period between 2015 second quarter and the end of 2019, the degree of openness was moderate compared to the previous period. Then in 2020, the of openness increased to larger levels.
Interest rates were on an increasing trajectory between 1994 and 1997 (see Figure 3.7). Subsequently, the interest rates became constant until the end of 1998, where they fell. In 1999 the interest rates increased to reach the highest level they have ever been between 1994 and 2021 (see Figure 3.7). Thereafter, the interest rates began their downward trend in the second quarter of 1999 to 2000 (see Figure 3.7). In the first quarter of 2002, the interest rates fell, then increased and became constant in 2003. In 2004 the interest rates began decreasing until 2006. Thereafter, they started rising again until 2008. In the period between 2008 and 2013, the interest rates first decreased rapidly, then gradually reduced between 2011 and 2013. The period between 2013 and 2016 was characterized by an increase in the interest rates. Thereafter, from 2016 to 2020, the interest rate was stable but falling (see Figure 3.7).
Investment by government and domestic residents in the economy has grown throughout the period (see Figure 3.8). The period between 1994 and 2008 saw a growth in investment at a rapid rate. Then at the end of 2008 to the third quarter of 2009, investment flattened. At the beginning of the last quarter of 2009, the domestic growth of investment increased at a rapid rate. However, towards the end of the last quarter of 2019, investment slowed down. The diagram shows the investment curve flatting (see Figure 3.8).
3.6 Results

We first conduct a stationarity test to determine if the series contains unit roots. In the following table we conduct the unit root test. The results of the test are shown below.

Table 3.1: Stationarity test results

<table>
<thead>
<tr>
<th>ADF</th>
<th>Variables</th>
<th>intercept</th>
<th>intercept and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expectations of future income</td>
<td>-2.0303</td>
<td>-3.508443</td>
</tr>
<tr>
<td></td>
<td>Mining Production</td>
<td>0.213309</td>
<td>-2.629480</td>
</tr>
<tr>
<td></td>
<td>Investment</td>
<td>-1.388682</td>
<td>-1.507804</td>
</tr>
<tr>
<td></td>
<td>Terms of Trade</td>
<td>0.232157</td>
<td>-2.309469</td>
</tr>
<tr>
<td></td>
<td>Degree of Openness</td>
<td>-2.394937</td>
<td>-2.195880</td>
</tr>
<tr>
<td></td>
<td>Foreign Direct Investment</td>
<td>1.130845</td>
<td>0.185505</td>
</tr>
<tr>
<td></td>
<td>Exchange rates</td>
<td>-0.966462</td>
<td>-2.440444</td>
</tr>
</tbody>
</table>

Source: Author compilation

In the subsequent table all variables are transformed into logarithms in order to determine if they still have unit roots. However, the interest rate is not converted into a natural log because it is a rate. The interest rates test results are not shown in this table, but we show it in the following table.
### Table 3.2: Stationarity test results

<table>
<thead>
<tr>
<th></th>
<th>ADF</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>intercept</td>
<td>intercept and trend</td>
</tr>
<tr>
<td>log of mining reserves</td>
<td>-0.593361</td>
<td>-1.988276</td>
</tr>
<tr>
<td>Log of investment</td>
<td>-1.446624</td>
<td>-1.132509</td>
</tr>
<tr>
<td>Log of Terms of trade</td>
<td>0.139210</td>
<td>-2.429866</td>
</tr>
<tr>
<td>Log of degree of openness</td>
<td>-2.407552</td>
<td>-2.232210</td>
</tr>
<tr>
<td>Log of Foreign Direct Investment</td>
<td>0.184491</td>
<td>-1.915519</td>
</tr>
<tr>
<td>Log of expectation of future income</td>
<td>-1.654835</td>
<td>-1.991398</td>
</tr>
<tr>
<td>Interest rates</td>
<td>0.25548***</td>
<td>0.55557***</td>
</tr>
<tr>
<td>Log of exchange rates</td>
<td>-1.357423</td>
<td>-2.097863</td>
</tr>
</tbody>
</table>

***, ** & * respectively refer to 1%, 5% and 10%

*Source: Author compilation*

The null and alternative hypotheses are given by:

$H_0$: the series does not contain serial correlation; and

$H_1$: the series does contain serial correlation.

The results show the presence of unit roots in the data even after we have converted the data into natural logs (see Table 2). The data in its current form cannot produce reliable results because the series is not Gaussian. In the next step we difference the data then test for unit roots. The stationarity test results for this data are presented in the following table.
Table 3.3: Stationarity test results

<table>
<thead>
<tr>
<th></th>
<th>ADF intercept</th>
<th>ADF intercept and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest Rates</td>
<td>-7.164991**</td>
<td>-7.154138***</td>
</tr>
<tr>
<td>Log of mining production</td>
<td>-7.164991**</td>
<td>-7.154138***</td>
</tr>
<tr>
<td>Log of investment</td>
<td>-11.18154***</td>
<td>-11.30798***</td>
</tr>
<tr>
<td>Log of terms of trade</td>
<td>-5.524103**</td>
<td>-5.68187***</td>
</tr>
<tr>
<td>Log of degree of openness</td>
<td>-11.71939***</td>
<td>-11.73366***</td>
</tr>
<tr>
<td>Log of foreign Direct Investment</td>
<td>-3.74248****</td>
<td>-3.767699***</td>
</tr>
<tr>
<td>Expectations of future income</td>
<td>-6.185393***</td>
<td>-6.158649***</td>
</tr>
<tr>
<td>Log of exchange rates</td>
<td>-8.505723***</td>
<td>-8.490956***</td>
</tr>
</tbody>
</table>

***, ** & * respectively refer to 1%, 5% and 10%

Source: Author compilation

Table 3.3 shows that the data contains unit roots. The variables are first differenced, and the results show that the data no longer has unit roots. This makes the series valid for estimations with a significantly reduced probability for spurious results. However, this data changes after logging and first differencing, as shown in Table 3.3. The values of the coefficients in table 3.3 are different to those in other tables. This may mean the differenced data has different information to the raw data. The process of transforming the series to be Gaussian changes the original characteristics.

Then we run a BVAR to test the impact of expectations of income on the exchange rate. The results of the BVAR are shown in the subsequent table which considers the
positive component of expectations associated with higher income. The negative value on the coefficient means the domestic exchange rates are appreciating. While the positive sign of the coefficient means a depreciation of the domestic exchange rates. The results of the BVAR are shown below:

Table 3.4: Bayesian VAR estimation results with higher expectations of income

<table>
<thead>
<tr>
<th></th>
<th>EX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rates(-1)</td>
<td>0.652493</td>
</tr>
<tr>
<td>Exchange Rates(-2)</td>
<td>0.084701</td>
</tr>
<tr>
<td>Expectations of Income(-1)</td>
<td>-0.029899</td>
</tr>
<tr>
<td>Expectations of Income(-2)</td>
<td>0.008680</td>
</tr>
<tr>
<td>Interest Rates(-1)</td>
<td>0.000921</td>
</tr>
<tr>
<td>Interest Rates(-2)</td>
<td>-0.002944</td>
</tr>
<tr>
<td>Foreign Direct Investment(-1)</td>
<td>0.093743</td>
</tr>
<tr>
<td>Foreign Direct Investment(-2)</td>
<td>0.033457</td>
</tr>
<tr>
<td>Investment(-1)</td>
<td>0.163656</td>
</tr>
<tr>
<td>Investment(-2)</td>
<td>-0.026206</td>
</tr>
<tr>
<td>Degree of openness(-1)</td>
<td>0.022363</td>
</tr>
<tr>
<td>Degree of Openness(-2)</td>
<td>-0.016792</td>
</tr>
<tr>
<td>Mining Production(-1)</td>
<td>-0.224776</td>
</tr>
<tr>
<td>Mining Production(-2)</td>
<td>0.067339</td>
</tr>
<tr>
<td>Terms of Trade(-1)</td>
<td>-0.358636</td>
</tr>
<tr>
<td>Terms of Trade(-2)</td>
<td>-0.139438</td>
</tr>
<tr>
<td>C</td>
<td>0.379430</td>
</tr>
</tbody>
</table>

*Source: Author compilation*
In period $t-1$, given that the economic agents expect future income to be higher than in the previous period, the exchange rate is likely to appreciate (see Table 3.4). This is consistent with what is demonstrated in the theory. In period $t-2$, given that income is expected to increase in the future, the exchange rate is more likely to depreciate. This is not expected, but it might mean previous expectations about mineral recourses have unexpected effects on the exchange rate behaviour. This is similar to what Singhal et al. (2019) observed for the Mexican peso.

Investment produces unexpected results in time $t-1$. Given the investment increased, the exchange rate is likely to depreciate. These results are contra to predictions of theory. However, time $t-2$ produces results that are consistent with theory, given that investment increases, the exchange rate is more likely to appreciate. These results are expected and comparing the probability to period $t-1$, it is larger.

Given that the economy is open to international trade in time $t-1$, the exchange rate is likely to depreciate. These results are not expected. The theory assumes the more open the economy becomes the higher is the number of skilled labor. The economy will be efficient in production, hence, export more, resulting to an increase in demand for domestic money. High demand for domestic money leads to an appreciation of the home currency.

Given that mining production increased in period $t-1$, the exchange rate is likely to appreciate in the current period, which is consistent with the theory. However, given that mining production increased in period $t-2$, the exchange rate is likely to depreciate in the current period. These results are consistent with what is expected. This is expected because having increased output in the previous periods means a fall of the level of output can be expected in the future. This means that some economic agents may expect the exchange rate to fall as a result of a low production, hence, low exports.

The following table display the result of the BVAR. The test is run to determine what is the impact of the expectations of income on the behaviour of the exchange rates.
The difference of the result shown in the table below is that we use the component of expectations that capture the expected fall of income.

The negative value on the coefficient means the domestic exchange rates is appreciating. While the positive sign of the coefficient means a depreciation of the domestic exchange rates. The results of the BVAR are shown below;
Table 3.5: The table: Bayesian VAR estimation of lower expectations of income

<table>
<thead>
<tr>
<th>EX</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate(-1)</td>
<td>0.637800</td>
</tr>
<tr>
<td>Exchange Rate(-2)</td>
<td>0.088941</td>
</tr>
<tr>
<td>Expectations of Income(-1)</td>
<td>-0.028334</td>
</tr>
<tr>
<td>Expectations of Income(-2)</td>
<td>-0.001733</td>
</tr>
<tr>
<td>Interest Rate(-1)</td>
<td>0.000670</td>
</tr>
<tr>
<td>Interest Rate(-2)</td>
<td>-0.002700</td>
</tr>
<tr>
<td>Investment(-1)</td>
<td>0.147780</td>
</tr>
<tr>
<td>Investment(-2)</td>
<td>-0.015046</td>
</tr>
<tr>
<td>Foreign Direct Investment(-1)</td>
<td>0.094562</td>
</tr>
<tr>
<td>Foreign Direct Investment(-2)</td>
<td>0.035148</td>
</tr>
<tr>
<td>Degree of Openness(-1)</td>
<td>0.021653</td>
</tr>
<tr>
<td>Degree of Openness(-2)</td>
<td>-0.013712</td>
</tr>
<tr>
<td>Mining Production(-1)</td>
<td>-0.205413</td>
</tr>
<tr>
<td>Mining Production(-2)</td>
<td>0.051909</td>
</tr>
<tr>
<td>Terms of Trade(-1)</td>
<td>-0.360941</td>
</tr>
<tr>
<td>Terms of Trade(-2)</td>
<td>-0.138045</td>
</tr>
<tr>
<td>C</td>
<td>0.391813</td>
</tr>
</tbody>
</table>

Source: Author compilation
Given that in period t - 1 future income is expected to fall in time t, the exchange rate is likely to appreciate (see Table 3.5). The results are inconsistent with economic theory. When there are less deposits available, the supply falls, which leads to higher prices of minerals. The increase in prices of commodities leads to higher demand for domestic currency, which is used in exchange for minerals. Given that in t – 2 the future income is expected to fall in time t, the exchange rate depreciates (see Table 3.5).

Suppose investment in t - 1 increases, the exchange rate is likely to depreciate. This effect of investment on the exchange rate is not expected. While it is given that investment increased in t – 2, the exchange rate appreciates in the current period (see Table 3.5). This is consistent with the theoretical prediction. Given the interest rate increased in t – 1, the probability that the exchange rate will depreciate in period t, increases. The increase of the interest rate in t – 1 leads economic agents to expect a decline in period t or t + 1, hence, the exchange rate to depreciate, which might be putting pressure on exchange rate behaviour (see Table 3.5). Given that interest rates rose in t – 2, the probability that the exchange rate will appreciate increases. These results are consistent with the predictions of the theory.

Given that in t-1 FDI increased, the exchange rate is likely to depreciate. The exchange rate does not respond to FDI as expected. There might be unobserved factors working against FDI’s impact on the exchange rates. The same results are obtained in t – 2. Given that openness increased in t – 1, the exchange rate is likely to depreciate. It is possible that there is an unobserved factor putting pressure on the exchange rate to depreciate. The degree of openness is not responding as expected. Whereas, given that the degree of openness increased in t – 2, the probability that the exchange rate appreciates increases. Given that mining production increased in t – 1, the probability that the exchange rate will appreciate increases. While at time t – 2 given mining production increased, the exchange rate is likely to depreciate (see Table 3.5). This is not consistent with the expected response of the exchange rates to variations of mining production. There might be some unobserved factors putting pressure on the exchange rate to depreciate. However, it might be that the effects of the increase in mining production took place long ago. So, in period t mining production might no
longer have impact on the behaviour of the exchange rates. The terms of trade in both time periods \( t - 1 \) and \( t - 2 \), given they increased, the probability that the exchange rate will appreciate increases.

The following table shows the results of the BVAR with expectations of future income not decomposed into positive and negative components.
Table 3.6: Results for undecomposed expectations of future income and the response of the exchange rate.

<table>
<thead>
<tr>
<th></th>
<th>EX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate(-1)</td>
<td>0.638470</td>
</tr>
<tr>
<td>Exchange Rate(-2)</td>
<td>0.089406</td>
</tr>
<tr>
<td>Expectations of Income(-1)</td>
<td>-0.009700</td>
</tr>
<tr>
<td>Expectations of Income(-2)</td>
<td>0.013061</td>
</tr>
<tr>
<td>Interest Rate(-1)</td>
<td>0.000803</td>
</tr>
<tr>
<td>Interest Rate(-2)</td>
<td>-0.002847</td>
</tr>
<tr>
<td>Foreign Direct Investment(-1)</td>
<td>0.094592</td>
</tr>
<tr>
<td>Foreign Direct Investment(-2)</td>
<td>0.035725</td>
</tr>
<tr>
<td>Investment(-1)</td>
<td>0.148154</td>
</tr>
<tr>
<td>Investment(-2)</td>
<td>-0.016628</td>
</tr>
<tr>
<td>Degree of openness(-1)</td>
<td>0.020420</td>
</tr>
<tr>
<td>Degree of Openness(-2)</td>
<td>-0.013319</td>
</tr>
<tr>
<td>Mining Production(-1)</td>
<td>-0.205390</td>
</tr>
<tr>
<td>Mining Production(-2)</td>
<td>0.032913</td>
</tr>
<tr>
<td>Terms of Trade(-1)</td>
<td>-0.359173</td>
</tr>
<tr>
<td>Terms of Trade(-2)</td>
<td>-0.136363</td>
</tr>
<tr>
<td>C</td>
<td>0.436901</td>
</tr>
</tbody>
</table>

*Source: Author compilation*

Table 3.6 shows that given that in period t -1, the expected future income increased, the exchange rate is likely to appreciate. While in period t – 2 given that future income
is expected to increase, the exchange rate is likely to depreciate (see Table 3.6). The expectation of the future income does not affect the exchange rate behaviour. The exchange rate movement is probably responding to some unobserved factors which are believed to be putting pressure on it to depreciate. The probabilities are different, and the results are mixed, which shows asymmetric effects on the exchange rates.

Given that the interest rate increased in \( t - 1 \), the exchange rate is likely to depreciate. This is not consistent with the expected response of the exchange rate behaviour (see Table 3.6). The increase of the interest rate in the previous period may be perceived as an expectation that it will increase in future time. So, the economic agents expect the exchange rate to depreciate in the current or future periods. Hence, the economic agents’ beliefs drive the exchange rate in the opposite direction. In both periods, \( t - 1 \) and \( t - 2 \), given the FDI increased, the exchange rate is likely to depreciate (see Table 3.6). There are unobserved factors pushing against the force exerted by the FDI, which ends up leading the exchange rate to depreciate. The probabilities are different, which is the indication of asymmetric behaviour of the exchange rate.

Given investment increased in \( t - 1 \), the exchange rate is likely to depreciate. This increases suspicion of other factors acting on the exchange rate. The exchange rate responds in an unexpected manner, which contradicts the theory. Given that in \( t - 2 \) investments increased, the probability that the exchange rate appreciates increases (see Table 3.6). The exchange rate exhibits different behaviour in response to the same variable in separate periods. This shows an asymmetric behaviour of the exchange rate.

Given that the degree of openness increased in \( t - 1 \), the exchange rate is likely to depreciate. This is not an expected response of the exchange rate behaviour (see Table 3.6). The effect of unobserved factors on the exchange rate dominates, which override the impact of an increase in openness. However, given that the degree of openness increases in \( t - 2 \), the probability of the exchange rate appreciating increases (see Table 3.6). The more time passes, the more the effect of the degree of openness is likely to influence the exchange rate behaviour. The exchange rate
behaves asymmetrically, and its movement varies depending on the period that has passed.

Given mining production increases in time \( t - 1 \), the probability that the exchange rate will appreciate increases in period \( t \). Considering period \( t - 2 \), given the mining production increased, the exchange rate behaviour is more likely to result in a depreciation (see Table 3.6). The effect of the increased mining production on the exchange rate behaviour varies depending on the period that has passed. The probabilities are different for both impacts, which signals asymmetric response of the exchange rate behaviour. Given the terms of trade improved in \( t - 1 \) and \( t - 2 \), the probability of the exchange rate appreciating increases in period \( t \) (see Table 3.6). However, the probabilities are different in the separate periods, which shows asymmetric behaviour of the exchange rate.

The variables used in estimating the BVAR model are not able to estimate the common tests at the same time. The models would be unstable because the degrees of freedom runout. Therefore, we use the following table to choose the variables we can use to test for cointegration. Since Bayesian estimation uses prior known/unknown information to estimate the posterior, this study uses the Minnesota prior for reasons provided earlier. The variables chosen for estimation of a long-run relationship are based on their relevance to the theory and what this study aims to understand. The criteria used is, firstly, whether the probability of each of the variables is large, which means it is more likely to affect the exchange rate behaviour. Secondly, the variables estimated shows results consistent with theoretical predictions. Lastly, the results must be consistent with theoretical expectations in the first lag because the BVAR estimated using the Minnesota prior. The variables we use to estimate the long-run relationship are the exchange rate, expectations of income, mining production and terms of trade.

In this chapter, we do not test for weak exogeneity following the cointegration test for the following reason. The requirement for testing for weak exogeneity requires the assumption of loss of information. To achieve this condition, the parameter of interest must be transformed into a joint distribution of conditional and marginal distributions. Urbain et al. (1993) argue that the test of exogeneity is based on limited information or instrumental variables. Furthermore, Vinod at al. (2018) points out that the
instrumental variables used in exogeneity testing produce estimates with systematic errors, moreover, many do not have finite moments. Further, the estimates may be inefficient which leads to changing the original specification.

We need to determine the optimal number of lags in order to be able to proceed to test for the existence of a long-run relationship. The optimal number of lags is necessary because it ensures that the required number of lags are used. A model with more than the optimal number of lags produces biased results, while if lags are fewer than the optimal number of lags, the model will lack the necessary information required to make a correct inference.

Liew (2004) recommends the use of Akaike Information Criteria (AIC) and Final Prediction Error (FPE) because they are both superior in minimizing the chances of underestimation, while maximising the chance of recovering the optimal length. This chapter uses the Akaike Information Criteria (AIC). The AIC is extensively used in the literature. So, using it here allows us to compare the results with what is available in the literature. However, other tests are included in the lag selection criteria including the Schwarz Information Criteria (SIC), Hannan-Quinn Criterion, and Final Prediction Error (FPE).

Table 3.7: Lag selection criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>-2.626544e+01</td>
<td>2.663247e+01</td>
<td>-2.664368e+01</td>
<td>-2.650835e+01</td>
</tr>
<tr>
<td>HQ</td>
<td>-2.610063e+01</td>
<td>-2.630283e+01</td>
<td>-2.614922e+01</td>
<td>-2.584908e+01</td>
</tr>
<tr>
<td>SC</td>
<td>-2.585862e+01</td>
<td>-2.581881e+01</td>
<td>-2.542319e+01</td>
<td>-2.488104e+01</td>
</tr>
<tr>
<td>FPE</td>
<td>3.918575e-12</td>
<td>2.717668e-12</td>
<td>2.695200e-12</td>
<td>3.103460e-12</td>
</tr>
</tbody>
</table>

Source: Author's compilation

The study uses the AIC to choose the optimum number of lags. The rule states that the lowest value indicates the optimal number of lags. The lowest number indicated
by the AIC is at 3 lags (see Table 3.7). Therefore, the number of lags to be used in this section is 3. The FPE also shows the lowest value at 3 lags, which is consistent with the AIC (see Table 3.7). However, both the HO and SC show the optimal number of lags to be 1. The HO and SC cannot be used for this study because the estimation of the cointegration requires a minimum of 2 lags. If the lag length is 1, the test cannot be conducted because the rule requires subtracting 1, which then leaves nothing.

The cointegrating relationship is shown below. The tested relationship is specified as follows: exchange rates ($e_t$), expectations of income ($Y_{t+1}^e$), mining production ($tt_t$) and $\gamma_t$ is the error term. The estimated equation is;

$$ e_t = -0.0197Y_{t+1}^e - 0.1740mr_t - 0.1709tt_t + \gamma_t $$

The cointegrating relationship shows that the variables have a negative relationship with the exchange rate. The negative sign in this study means an appreciation. So, the long-run variations in $Y_{t+1}^e$ and $tt_t$ lead the exchange rates to appreciate. These results are expected, and these results are similar to Li et al. (2021).

Then we determine whether the long-run relationship exists for specified variables. The Johansen Cointegration test is conducted to determine the number of cointegration models. The cointegration test is estimated using 2 lags. In this chapter, cointegration is tested at 5% level of significance. The 5% level of significance is chosen for consistence with other studies in the literature. The chosen statistic for the Johansen Cointegration test is the Trace statistic. If the test statistic is above the critical value, then the null hypothesis is rejected. However, if the test statistic is less than the critical value, then we cannot reject the null hypothesis. The null hypothesis $H_0$, states that there is a cointegrating relationship, while the alternative hypothesis $H_1$, states that there is no cointegrating relationship. The following table shows the result to the Johansen Cointegration Test Results.

Table 8: Johansen Cointegration Test Results
The trace test statistic is 73.46, while the critical value is 62.99 (see Table 3.8). Therefore, the null hypothesis is rejected, and we can conclude that there are more than zero cointegrating relationships when \( r = 0 \). In the subsequent tests at \( r \leq 1 \), the test statistic is 39.34, while the critical value is 4.44, thus the null hypothesis cannot be rejected. At \( r \leq 2 \), the test statistic is 19.52, and the critical value is 25.32. We then fail to reject the null hypothesis. And at \( r \leq 3 \), the Trace test statistic is estimated to be 3.99, whereas the corresponding critical value is 12.25. The null hypothesis cannot be rejected. Therefore, we can conclude that there are 3 or less cointegration relationships. The long-run relationship exists between Exchange rates, expectations of income, mining production, and terms of trade.

We estimate a Vector Error Correction Model (VECM) from the cointegrating relationship. This is procedure is programming using R. We programme this transition to allow a reverse approach to obtain a VECM. This approach makes it possible to do a reverse estimation. Further, the reverse estimation minimizes mistakes.

Then (VECM) is estimated to determine the speed of adjustment to equilibrium in a case of a deviation. In addition, the VECM can be used to determine if the variables specified are related to each other in the short-run or long-run. The VECM is estimated with the error correction term corresponding to each variable, which allows determination of whether a long-run relationship with each variable exists. The variables used in the estimations of the VECM are Exchange Rates (ex), Expectations of Income (mr), Mining production (mp) and terms of trade (tt). The table below presents the results of the VECM.

<table>
<thead>
<tr>
<th></th>
<th>Statistic</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r \leq 3 )</td>
<td>3.99</td>
<td>10.49</td>
<td>12.25</td>
<td>16.26</td>
</tr>
<tr>
<td>( r \leq 2 )</td>
<td>19.52</td>
<td>22.76</td>
<td>25.32</td>
<td>30.45</td>
</tr>
<tr>
<td>( r \leq 1 )</td>
<td>39.34</td>
<td>39.06</td>
<td>42.44</td>
<td>48.45</td>
</tr>
<tr>
<td>( r = 0 )</td>
<td>73.46</td>
<td>59.14</td>
<td>62.99</td>
<td>70.05</td>
</tr>
</tbody>
</table>

Source: Author’s compilation
Table 3.9: Vector Error Correction Model

<table>
<thead>
<tr>
<th></th>
<th>Error Correction Term</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rates</td>
<td>-0.0477*</td>
<td>0.0020*</td>
</tr>
<tr>
<td>Expectations of higher income</td>
<td>-0.0188</td>
<td>0.0285*</td>
</tr>
<tr>
<td>Mining Production</td>
<td>0.1490</td>
<td>-0.0019</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>0.0460</td>
<td>0.0088*</td>
</tr>
<tr>
<td></td>
<td>ex-1</td>
<td>mr-1</td>
</tr>
<tr>
<td>Exchange Rates</td>
<td>0.2199*</td>
<td>-0.0042</td>
</tr>
<tr>
<td>Expectations of higher income</td>
<td>0.4088</td>
<td>0.5936***</td>
</tr>
<tr>
<td>Mining Production</td>
<td>-0.8007</td>
<td>-0.4909</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>-0.7650</td>
<td>-0.0231</td>
</tr>
<tr>
<td></td>
<td>mp-1</td>
<td>t.t-1</td>
</tr>
<tr>
<td>Exchange Rates</td>
<td>0.0119</td>
<td>-0.0184</td>
</tr>
<tr>
<td>Expectations of higher income</td>
<td>-0.0270</td>
<td>-0.4909</td>
</tr>
<tr>
<td>Mining Production</td>
<td>-0.6483***</td>
<td>-0.0240</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>-0.0470</td>
<td>-0.3826***</td>
</tr>
<tr>
<td></td>
<td>ex-2</td>
<td>mr-2</td>
</tr>
<tr>
<td>Exchange Rates</td>
<td>0.0131</td>
<td>0.0021</td>
</tr>
<tr>
<td>Expectations of higher income</td>
<td>-1.1211</td>
<td>-0.3268***</td>
</tr>
<tr>
<td>Mining Production</td>
<td>-0.3431</td>
<td>-0.0125</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>0.0124</td>
<td>0.0186</td>
</tr>
<tr>
<td></td>
<td>mp-2</td>
<td>tt-2</td>
</tr>
<tr>
<td>Exchange Rates</td>
<td>0.0216</td>
<td>-0.0479</td>
</tr>
<tr>
<td>Expectations of higher income</td>
<td>0.2509</td>
<td>0.1765</td>
</tr>
</tbody>
</table>
Mining Production  
-0.4642***  
0.0407

Terms of Trade  
0.0024  
-0.0665

***, ** & * respectively mean 10%, 5% & 1%.

Source: Author's compilation

The error correction term of the exchange rate is negative and significant, which indicates that it reverts to equilibrium (see Table 3.9). With lag 1, the exchange rate has a long-run relationship with itself. Furthermore, the short-run relationship is significant at 10% (see Table 3.9). Now let’s consider the relationship between the exchange rates and the expectations of higher income. The expectation of higher income has a negative error correction term, although it is insignificant. These findings are not unusual. The literature does demonstrate that there is a weak link between the exchange rates and expectation of commodity income (Chen and Rogoff, 2003, Cashin et al., 2004).

The negative sign is an indication that the exchange rate does revert to equilibrium in the case of a shock. However, this is insignificant. The rest of the variables included in the model have positive error correction terms and are insignificant. These results are not expected because they suggest that the exchange rate does not revert to equilibrium when shocked by mining production and terms of trade. The error correction terms of variables are different, but insignificant different from zero. Furthermore, the study finds that the selected variables do not have a relationship with the exchange rates or with each other in the short run.

We now need to test if the VECM in table 3.9 is stable or not. This is done by estimation of the VAR model from the VECM. We work backwards using VECM, this process is programmable in R.

It is possible to have a long run relationship which variable stationary at different levels. Using the R coding we able to estimate the cointegration with the Error correction term without first estimating the VECM. Thereafter, it is possible to estimate the VECM from the long run relationship. This is an uncommon approach because usually researcher do not programme their estimation. In most case, the method available to estimate the
long run relationship requires to start from a VAR estimation.

There is no stability test on the VECM available, this is the reason that is making use estimate a VAR. We use VEC2VAR r command to convert the VECM to a VAR model. The estimated VAR model can be used to test for appropriateness of the model used above (see Table 3.9).

The results of the VAR modes are shown in the following table.

Table 3.10: Vector Autoregressive Model

<table>
<thead>
<tr>
<th></th>
<th>ex-1</th>
<th>mr-1</th>
<th>mp-1</th>
<th>tt-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate</td>
<td>1,1869689</td>
<td>0,00177229</td>
<td>-0,0026304</td>
<td>-0,0049742</td>
</tr>
<tr>
<td>Expectations of Income</td>
<td>0,5322727</td>
<td>1,22966948</td>
<td>0,4417909</td>
<td>0,50914544</td>
</tr>
<tr>
<td>Mining Production</td>
<td>-0,8356282</td>
<td>0,01714099</td>
<td>0,42445003</td>
<td>-0,0999452</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>-0,8549186</td>
<td>-0,0057335</td>
<td>-0,1185448</td>
<td>0,29056517</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ex-2</th>
<th>mr-2</th>
<th>pp-2</th>
<th>tt-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange Rate</td>
<td>-0,2102622</td>
<td>0,0004435</td>
<td>-0,0149494</td>
<td>-0,0116085</td>
</tr>
<tr>
<td>Expectations of Income</td>
<td>1,0976196</td>
<td>-0,3226482</td>
<td>0,78830925</td>
<td>0,65118648</td>
</tr>
<tr>
<td>Mining Production</td>
<td>0,5015222</td>
<td>0,00191839</td>
<td>0,32339596</td>
<td>-0,0999452</td>
</tr>
<tr>
<td>Terms of Trade</td>
<td>0,670415</td>
<td>0,01625867</td>
<td>-0,0207023</td>
<td>0,29056517</td>
</tr>
</tbody>
</table>

Source: Author’s compilation

The only purpose of Table 3.10 is to run the serial correlation test and the Arch effects
test. The table is also useful because it will allow us to determine the policy implications.

Table 3.11: Serial Correlation Test

<table>
<thead>
<tr>
<th>df</th>
<th>52</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-squared</td>
<td>60,022</td>
</tr>
<tr>
<td>p-value</td>
<td>0.2078</td>
</tr>
</tbody>
</table>

Portmanteau Test (asymptotic) for residuals of VAR object model.

Source: Author's compilation

$H_0$: there is no autocorrelation in the model; and

$H_1$: the model has autocorrelation.

The p-value is 0.2078, which means the null hypothesis cannot be rejected. The model does not have autocorrelation. The following step is to test if the model has arch effects.

The test results for Arch effects are shown in the following table.

Table 3.12: Arch test

<table>
<thead>
<tr>
<th>df</th>
<th>1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-squared</td>
<td>910</td>
</tr>
<tr>
<td>p-value</td>
<td>1</td>
</tr>
</tbody>
</table>

Testing residuals of VAR object model for ARCH (multivariate)

Source: Author's compilation

The Arch effects test returns the p-value of 1, which means the model does not have the volatility. This absence of Arch effects and serial correlation means estimated show that the model is stable (see Table 3.11; Table 3.12). This means that the VAR model can be used to determine policy implications (see Table 10).
The chapter uses the Impulse Response functions to analyse the behaviour of the exchange rate. Then we examine how the exchange rate responds to shocks. This gives a visual perspective to how the variables are related to each other. The focus of the impulse response is on the effects of expectations of income, mining production, and terms of trade on the exchange rate. The impulse responses are computed at 95% level of significance. The impulse responses are produced through bootstrapping by resampling 100 times.

The figures showing impulse responses are shown below. The impulse response for the exchange rates to expectations of income (mining reserve) is shown below;

Figure 3.9: Exchange Rate Impulse Response to Mining Reserves Shock

Source: Author’s compilation

The shock of expectations of higher income on the exchange rate is not significant throughout the period under the analysis (see Figure 3.9). When income is expected to increase, the exchange rate responds by depreciating. The exchange rate responds gradually to a shock of expected higher income. When the shock hits, the exchange rate response takes off slowly, and the slope of the graph is smooth. Then after 5 quarters, the exchange rate flattens and remains constant. The exchange rate depreciation in response to an expected increase of income is not expected, but it is significant. The exchange rates response to the shock produces equality between the domestic and the foreign expectations of future income endogenously. Thereby, the expectations of income shock cause the exchange rate to shift to a different equilibrium. This occurs because the information about the future income is credible, hence, the shift.
This is not an unusual finding about the exchange rate behaviour (see Benigno et al., 2007). The exchange rate seems to have multiple equilibria. Soon after the shock, the exchange rates move towards a new equilibrium path. Following this, the exchange rates settle on the explosion path. Accordingly, the exchange rate does not go back to the previous steady state. Thus, credible information concerning expected income might be leading to an exchange rate equilibrium shift.

Figure 3.10: Exchange Rate Impulse Response to Mining Production Shock

![Exchange Rate Behaviour](image)

Source: Author’s compilation

The shock of the mining productions and the exchange rate response is insignificant in the entire period (see Figure 10). The exchange rate responds to a shock of the mining production with a lag. When mining increases, the exchange rate only responds in the third quarter. The increase in production leads to the appreciation of the exchange rate. The response of the exchange rate between the 2nd to the 3rd quarter is very rapid. The exchange rate movement between the 3rd quarter to the 5th quarter, the rate of appreciation becomes slower. What’s more, the exchange rate response shows an explosive behaviour. As I have noted, this is not uncommon exchange rate behaviour. Taylor (2006) shows that the exchange rate behaviour can be explosive even in neighbourhood of its equilibrium. This is in line with the exchange rate behaviour exhibiting multiple equilibria. As a result, the exchange rates are not going back to equilibrium after the shock.
The exchange rate impulse response to the terms of trade shock is insignificant (see Figure 11). The exchange rate responds with a lag. The exchange rate appreciates asymptotically until after the 3rd quarter. From the 3rd quarter, the exchange rate appreciates rapidly then flattens as it approaches the 4th quarter. However, the exchange rate remains appreciating slightly throughout. In brief, the exchange rates show that does not revert back to the previous steady state after the shock. Thus, it settles at a new steady state.

Then we conduct a forecast error variance decomposition (FEVD) to determine the drivers of all these variables. The same specification used to estimate the VAR model above is used to estimate the FEDV. The t.t denotes terms of trade, m.p is mining production, e.x is the exchange rates and m.r is the mining reserve.
Figure 3.12: Forecast Error Variance Decomposition

Source: Author’s compilation

Figure 3.11 shows the exchange rate explains itself more than any variable provided in this specification, while the expectations of higher future income have some effect on the exchange rate (see Figure 3.11). The other variables t.t, and m.p do not have an impact on the exchange rate.

3.7 Discussion

The estimated probabilities of the same variable vary in different periods, which shows that the impact of expectations of future income is asymmetric, depending on the period. This makes the response of the exchange rate to vary depending on the time when the impact occurred. Therefore, we argue that the exchange rate behaviour is asymmetric to expectations of future income.
The exchange rate behaviour tends to appreciate if the expectations of higher income were made in a shorter period. If expectations of higher income are formed over a relatively longer period, the exchange rate tends to depreciate. Thus, expectations of higher income formed in a far longer previous period do not have effect on the exchange rate behaviour. For instance, the expected higher income in \( t - 2 \) is too far long ago. To demonstrate, the economic agents might be thinking that in time \( t \), the income was expected to be higher than in \( t - 2 \), but now the conditions have changed. This perception dominates, hence, it results in the exchange rate depreciation. There may be unobserved factors pushing the exchange rate against the expected movement. The literature discusses the unobserved factors that act on the exchange rate, thereby leading the exchange rate to exhibit unexpected behaviour. Frazscher et al. (2015) found evidence supporting that individual perceptions drive unobserved factors influencing the exchange rate behaviour.

The expectations of low income in the future result in exchange rate appreciation. This was not expected. This gives the impression that there is pressure pushing against the exchange rate depreciation. The other observation is that probabilities of expectations of lower income are different in \( t - 1 \) and \( t - 2 \). The difference in probability values is an indication of asymmetric impact of the exchange rate. The probability of the exchange rate appreciating is small in both periods. This indicates that the expectations of lower income are applying some force on the exchange rate to depreciate. However, the pressure of expectation of lower income is outweighed by the force of unobserved factors.

The expectation of lower income is associated with a fall in the supply of mineral resources. When the news of an expected lower income in the future emerges, the price of minerals rises in response to a fall in supply. While mining production remains the same, the demand for domestic currency increases in the foreign exchange market. This could be the force leading the exchange rate to appreciate. The changes are not observed; hence, they may be the forces outweighing the pressure being exerted by the expectations of the fall income.
The cointegration test shows that there are at least 3 cointegrating relationships. The relations shown in the cointegrating model reveal that the specified variable has a negative relationship with the exchange rate. However, their error correction terms are insignificant. The error correction term of the exchange rate is significant, while that of the expectation of higher income is insignificant. The insignificance of the error correction term is a sign of unobserved factors pushing against the force of expectations of higher income.

The shocks of all variables on the exchange rate are significant. However, the exchange rate responded by depreciating in response to a shock on expectations of higher income. This is not what is expected, but it may be explained by the fact that there are unobserved factors affecting the exchange rate. These factors may be the information we are not measuring in this study. There might be a chance that economic agents act on private information instead of the public domain has. However, this is beyond the scope of this study.

3.8 Conclusion

This chapter has shown theoretically and empirically that expectations of income affect the behaviour of the exchange rate. Firstly, the exchange rate movement is asymmetric to the shock of expectations of income. Secondly, the expectations of higher income have an impact on the exchange rate behaviour if they are made in the recent past. Finally, the expectations of higher income formed in a distant past result in the exchange rate depreciation.

This chapter also discovered that the expectations of a fall in income lead to an appreciation of the exchange rate. However, there are signs that the exchange rates might be influenced by unobservable factors. But the investigation of the unobserved factors is beyond the scope of this study.

We recommend that the SARB or government should use expectations of higher income to manage or to influence the behaviour of the exchange rates. The timing of forming expectations must be considered because recent expectations of higher income lead to an exchange rate appreciation. The expectations of higher income
formed in a distant past longer than t-1 cause the exchange rate to respond by depreciating. Accordingly, for expectations to have an impact on the exchange rate, the lag between forming expectations and period t must not be too long.

The expectations of lower income cannot be relied on since there are signs of that they are being influenced by unobserved factors. As has been noted, the impulse responses give results that have no significance. However, the results show that the exchange rates do not go back to equilibrium.
CHAPTER FOUR: INTEREST RATE DIFFERENTIAL AND EXCHANGE RATE: THE CASE OF SOUTH AFRICA

4.1 Introduction
Since the 1970s, there has been great interest in investigating the monetary model of exchange rate determination. However, the exchange rate movement remains one of the unresolved research issues, despite extensive research on the subject matter. The theory argues that in the long run, a number of macroeconomic fundamentals, such as inflation rates, money supply, interest rates, and output, determine the exchange rate behaviour. However, empirically it is demonstrated that the assumptions of the theory do not hold. For example, Chinn (1999) found that the monetary model is not valid for explaining the exchange rates (South African Rand/United State of American Dollar (ZAR/USD)) both the short-run and the long-run. Furthermore, the study used the monthly data starting from 1980 to 1998, while Brink and Koekemoer (2000) used the data from 1979 to 2000 and found that the ZAR/USD behaviour is explained by the monetary model. Cushman (2000), on the other hand, found that the monetary model for exchange rates determination cannot explain the exchange rate behaviour of the Canadian Dollar vs the USD.

Nell (2003) examined the money demand function using South African (SA) data and found that it is stable. Then he further argued that the money demand can be used to estimate the behaviour of the exchange rates in the long-run. Sichei et al. (2004) estimated the monetary model and shocked the exchange rates (ZAR/USD) with interest rates. Their study found that the exchange rates respond with a depreciation when the interest rates increase using data from 1994 to 2004. These findings are contra to what is expected. This may be suggesting that the relationship between the monetary variables and the exchange rates is different in SA. The theory assumes that when the interest rates increase, the exchange rates will appreciate. Even Engel and West (2005) were not able to find evidence to show that the monetary model can explain the exchange rate behaviour in the long run. Ziramba (2007) used the South African data from 1970 to 1993 and assumed the 1976 monetary model with flexible
prices. The study found that the exchange rates respond to changes of income inconsistently with the theory assumptions. However, Dube (2008) was able to provide empirical support for the monetary model being able to show the long-run relationship of macroeconomic fundamentals and the exchange rates for ZAR/USD. Hassan and Simione (2013) assessed panel data of 3 countries, South Africa (SA), Mozambique and United States of America (USA) and determined that in the long run, the monetary model determines the exchange rate behaviour. de Bruyn et al. (2013) made the same conclusion about the ZAR/USD. However, they used data that spans over 100 years (1910 - 2010), which is an issue because the long data suffer structural problems.

de Bruyn et al. (2013) do not account for structural issues which have risen in the past 100 years when estimating. The period between 1910 to 1914 saw the rise of the classical gold standard, followed by World War 1 (WWI) from 1914 to 1918. The WWI disrupted the gold standard, which led to more currencies claiming the role that was previously held without contestation by the British Pound Sterling. For more discussion on the evolution of the exchange rates throughout history, see (Officer, 2007). There are many events that could have caused structural breaks domestically which are not accounted for as well. For more discussion of the SA history, see (Ludi and Ground, 2006). de Bruyn's et al. (2013) data has too many structural issues that are not accounted for, which makes their findings unreliable. The researchers who reported that there is a relationship between the monetary variables and the exchange rates, managed to find the link by including a trend in their estimation. de Bruyn's et al. (2013) argues that including a trend produces a weak form of the link.

If the monetary model of exchange rate determination does not hold, it becomes a problem for the institutions like the South African Reserve Bank (SARB). The SARB is the monetary policy authority of SA with a constitution responsibility to maintaining the value of the Rand. The SARB uses the interest rates as its main tool of maintaining the inflation rates between 3% and 6% (SARB, 2020). The theory of monetary model for exchange rate determination assumes that the variation in interest rate has effects on the exchange rate in the long-run (de Bruyn et al., 2013, Bahman-Oskooe et al., 2015, Iskhoki and Mukhin, 2021, Tawadros, 2017). However, in the literature there is no consensus about the effects of the monetary variables on the exchange rates.
The literature associates the rise of the inflation rate with the depreciating exchange rates (Ha et al., 2020). Thus, exchange rates depreciation is a macroeconomic effect which has implications for the SARB objective. The constant depreciation of the exchange rates makes the job of the SARB unachievable. The ZAR/USD viewed just in the period between 2000 to 2021 shows a long depreciation swing. This shows the extent the exchange rates have lost strength overtime. Initially, the exchange rates appreciate rapidly with moderated fluctuations. Thereafter, in the third quarter of 2003, the exchange rates depreciation becomes rapid. Although, the exchange rate begins to appreciate after a period of sharp depreciation, the fluctuations increase. Thereafter, the exchange rate resumes another period of sharp depreciation until 2004. Then the exchange rates become stable between 2004-2012, compared to the entire period between 2000 to 2021. However, the exchange rates become very volatile during this period, especially before the first quarter of 2004. In the beginning of the third quarter of 2009, the exchange rates depreciate again. From 2012, the exchange rates begin depreciating rapidly until 2016. This continuous depreciation of the exchange rates makes the job of the SARB difficult. The debate in the literature does not point clearly the effects of monetary variables on the exchange rates.

The depreciation of the Rand makes SA produced goods relatively cheaper to the rest of the world, which incentivize foreigners to increase demand for goods produced in SA. The higher demand for domestic goods puts pressure on the domestic price level to increase. The pressure on the domestic price level increases the risk for the SARB to not achieve its objective. Then the SARB responds by increasing the interest rates, which its effect in the short/long-run on the exchange rates is still subject to debate in the literature. The empirical literature shows that the relationship between the exchange rates with monetary variables is not clear, which makes policy making have unclear consequences to the economy. The SARB needs to know the relationship between the exchange rates and the monetary variables to make its job effective.

The study provides insight to the debate in the literature concerning the effects of monetary variables on the exchange rates both in the short run and the long run. The findings of the study can be applied to many emerging economies with similar characteristics as SA, to guide monetary policy making. This study is different because
we use a nonlinear regime switching model which assumes the exchange rate behaviour varies. The monetary model estimated in study does not assume constant parameters as previous studies on the ZAR/USD have done. The data used starts from year 2000 to 2020. In this period, SA monetary policy is transparent and clear. The data would provide meaningful insight about the monetary model and the exchange rates determination.

4.2 Fundamentals of exchange rates

Chahrour et al. (2021) explain that the exchange rates are central to the international transmission mechanism of open economies. However, modeling the exchange rates movement remains a challenging exercise in the macroeconomics literature (Bacchetta and van Wincoop, 2011). Tawadros (2019) adds that whether monetary models assume sticky prices, flexible prices or are based on the present value method, when estimated, they are unsuccessfully modeled. This claim is confirmed by Xie and Chen (2019). Klassen (2005) believes that the exchange rates model should be able to accommodate its long swings for it to succeed. Soon and Baharumshah (2021) support Klassen (2005) by emphasizing that exchange rates’ large fluctuations often exhibit extreme movements that introduce challenges to the literature, hence the necessity to study exchange rates movement.

The has been great attempt in the literature to link floating exchange rates to macroeconomic fundamentals which are monetary variables such as interest rates, outputs and money supply (Scott Hacker, 2012). The monetary policy framework of models follows Dornbusch (1976), Frankel (1976) and Bilson (1978) models which analysed the floating exchange rates behaviour over the long-run. Frankel (1979) combined the monetary models of floating exchange rates which assume flexible prices of Bilson (1978) and Frankel (1976), with Dornbusch (1976), components of sticky prices. The work done by Frankel (1976), model can be used to consider the validity of theoretical model of exchange rate determination.

The way to deal with exchange rate determination is, Firstly, by relaying on some theories such as Purchasing Power Parity (PPP) (Majumder and Ray, 2020). Secondly, by making additional theoretical assumption which show a positive
relationship between prices and nominal interest rate for exchange rate determination to be true (Benigno et al., 2007). Consequently, monetary models tend to show that the interest rate differential as positively related to the domestic exchange rates (Frankel, 1976).

Kim and Lim (2018) found that tight monetary policy results into significant exchange rate appreciation for the domestic currency. Furthermore, the delay in overshooting becomes short relatively. However, if the monetary policy tightening is not expected, the domestic exchange rates respond to it by depreciating (Gurkaynak et al., 2021). Other researchers in the past found the same results which affirm that monetary policy tightening led to the depreciation of the domestic exchange rates (Clarida and Gali, 1994, Eichenbaum and Evans, 1996, Faust and Rogers, 2003). There is empirical evidence showing that the exchange rate fluctuations are monetary policy shocks such as tightening via the interest rates differential (Leduc, 2005).

Bjornland (2008) argues that following a monetary policy shock (a rise in domestic interest rate), the domestic exchange rates initially depreciate and thereafter, it appreciates. However, Engel (2016) shows that the impact of the interest rates on the exchange rates is not clear, therefore, the interest differential. The interest rates change in the short-run leads to the domestic exchange rates appreciation (Farhi and Gabaix, 2016). While Engel (2014) adds that a country with high interest rates tends to have stronger exchange rates.

When the domestic exchange rates appreciate because of high interest rates, the domestic currency appreciate because it is less risky and has higher returns (Heider et. al., 2015). In this sense, the later element about the link between the interest rates and the domestic exchange rates means they are risky. Therefore, if the interest rates are high, the exchange rates can be expected to appreciate. However, the higher interest rates today mean in the future they can be expected to fall (Ozmen, 2017). Accordingly, the exchange rates can be expected to depreciate in the future. Consequently, higher interest rates increase the risk of the exchange rate depreciation in the future (Dimitriou et al., 2013). As a result, the implication of high interest rates is that they are less risky, which means they are not risky. In this situation, this introduces the impact of the interest rates on the exchange rates, therefore, interest
Lian (2014) considered a relationship between the interest rates differential, and the exchange rates have interdependence. However, Hoffmann and MacDonalda (2003) showed that the relationship between the exchange rates and the interest rates differential is weak. While Ozmen and Yilmaz (2017), found that the relationship between the exchange rates and the interest rates differential differs across countries. However, Valchev (2015), states that the relationship between the exchange rates and the interest rates differential changes depending on the horizon.

Engel (2013) argues that currencies do not depreciate sufficiently to offset the interest rates differentials, which leads to the failure of Uncovered Interest Rate Parity (UIP). When the interest rate differential is not offset, the studies tend to find that the exchange rate behaviour follows random walk (backman, 2013). Varlchev (2015) adds that high domestic interest rates do not cause the exchange rates to depreciate sufficiently. Whereas, Hoffimann and MacDonald (2009), shows that the interest rate differential does lead to sufficient exchange rate depreciation. That is, when there is expected exchange rates depreciation.

Tervala (2010) shows that money supply shock does not cause the exchange rates to follow random walk. Instead, the exchange rates undershoot their long-run value. The results are contrary to what Bjornland (2009), who argues that the exchange rates overshoot.

There effects of monetary policy shocks have heterogeneity overtime on the domestic exchange rate behaviour. Furthermore, the impact of the policy shock depends on the economic agents expectations (Inoue and Rossi, 2019).

The statement by Chahrour et al. (2021) that “exchange rates live a life of their own” can be interpreted as, little is known about exchange rate behaviour and their relation to macro-fundamentals. This demonstrates the exchange rates’ basic disconnect to macroeconomic fundamentals. However, recently a growing number of studies claimed some degree of success in modelling the exchange rate behaviour (see, for example, Beckmann et al 2012; Dabrowski et al. 2014, among others). Xie and Chen (2019) challenge these findings on the basis that the differences in the findings are due to sophistication of the estimating methods. In addition, Chahrour et al. (2021)
allege that the literature has largely focused on the co-movement of the exchange rate and fundamentals rather than the disconnect or the behaviour. There are pertinent questions that remain unresolved in the literature, such as: what are the determinants of exchange rates? And how is the exchange rate equilibrium determined? The disconnect between the exchange rate and the macro-fundamentals in estimating and forecasting adds an experimental and theoretical problem (Ghosh and Bhadury, 2018).

Modeling exchange rate movements remain a challenging exercise in the macroeconomics literature. Changes in exchange rates have substantial effects on employment, prices, interest rates and productivity. Roggof and Meesa’s (1983) ignited huge interest to study the behaviour of the exchange rate when they indirectly found that there is no link between the exchange rate and fundamentals. The need to study the movement of the exchange rates in detail exists. The function of the exchange rate in the world economy is a vital factor in the determination of prices (Keiln and Shambaugh, 2012). Oleka et al. (2014) state that the exchange rate is used daily to conduct international transactions and settlements of international bills. Furthermore, it indicates the strength of the domestic economy’s external sector participation in international trade (Mohammaed and Abdulmuahymin 2016).

When the central bank puts in place strict foreign exchange control polices, the domestic currency appreciates in the long run (Isola et al., 2016). Pham (2019) confirms these findings. When the central bank decides to tighten the interest rate, the exchange rates appreciate and subsequently depreciates. Bjørnland (2008) and Zettelmeyer, (2004) added that soon after a contractionary monetary policy shock, the real exchange rate tends to appreciate, followed by a gradual depreciation. Bjørnland (2009) found that contractionary monetary policy leads to depreciation of the domestic currency. Furthermore, when the exchange rates appreciate, it is prolonged for a lengthy period, which violates the interest rate parity theory. However, in the long run, Cover and Mallick (2012) found that monetary policy shocks tend to exhibit monetary neutrality.
An increase of domestic interest rates requires money supply to decrease, which increases the value of the domestic currency (Raza and Afshan, 2017). This is confirmed by Ismailov and Rossi (2018), and Du et al. (2018), among others, who also discussed the impact of money demand on the behaviour of exchange rates through interest rates variation. When the interest rate is higher, it attracts investors to move capital into the domestic country, which increases demand for the home currency, thereby leading to an appreciation of the domestic currency (Magud et al., 2014).

Hina and Qayyum, (2015) maintain that being able to predict and model the exchange rate is vital for macroeconomic policy-making. Bahmani-Oskooee and Bahmani, (2015) established that there is an asymmetric relationship between exchange rates and money demand. Bouraoui and Phisuttiwatcharavong (2015) argued that monetary base and the exchange rate do not have a significant relationship. Instead, they suggest that international reserves determine behaviour of exchange rate. Mahmood and Alkhateeb, (2018) found that the exchange rate and money demand are negatively related. However, other studies revealed that when the currency is in a floating exchange rate regime, an increase in the quantity of money leads to a depreciation in the short run. Furthermore, in the long run an increasing money supply results into the exchange rate appreciating. However, the results are mixed for the case of a non-floating exchange rate regime in the long-run (Ibhagui, 2019).

4.3 Theoretical Discussion

This study follows Tari and Gözen’s (2018) model, which is developed from Frenkel’s (1973) monetary model. We also applied the assumptions in Cushman (2007), supposing foreigners do not hold a currency of another country. In addition, demand for assets depend on the interest rate. Now we define the demand for assets and wealth constraints as

\[ H = \sigma(i)Y \tag{1} \]

\[ F = \sigma^*(i^*)Y^* \tag{2} \]

here \( H \), denotes assets of SA residents dominated in Rand(ZAR), \( F \) is the assets of USA citizens dominated in the USD. Then \( i, i^*, Y \) and \( Y^* \) respectively, represent the
domestic interest rate, foreign interest rate, domestic nominal income, and foreign country's nominal income. Equation (1) means that SA citizens hold assets dominated in Rands, and therefore, equations (2) shows that USA domestic residents hold asset dominated in USD. The SA and USA citizens can choose to hold asset in both countries. The is shown below for both domestic and foreign countries;

\begin{align*}
Z_H &= \delta_H(i - i^* - E\Delta e)(W_H - H_H) \\
Z_F &= \delta_F(i - i^* - E\Delta e)(W_F - F_F)
\end{align*}

where \( Z_H \) and \( Z_F \), respectively denotes SA assets held by domestic residents, and SA assets in the hands of USA citizens respectively. Moreover, \( W_H \) and \( W_F \) respectively represent home country wealth and foreign citizens' wealth. Where \( S \) represents the domestic currency price for a foreign currency( \( e \) denotes the logarithm of the exchange rates) \( S = \frac{ZAR}{USD} \). Moreover, \( E \) represents expectation. In equation (3) and (4), the interest differential is an increasing function of the exchange rates Moreover, the \( \delta_H \) and \( \delta_F \) have the value between 0 and 1 in equation (3) and (4). \( \delta_H > \delta_F \) assumption is imposed for deterministic asset preference. The SA citizens demand for USA asset is shown by

\begin{align*}
SZ_H &= [1 - \delta_H(i - i^* - E\Delta e)](W_H - H_H) \\
SZ_F &= [1 - \delta_F(i - i^* - E\Delta e)](W_F - F_F)
\end{align*}

where \( J_H \) and \( J_F \) respectively represent USA assets held by SA citizens and USA assets held by its residents. Then assume that citizen demand asset equivalent to their level of wealth such that

\begin{align*}
W_H &= SZ_H + Z_H + H_H \\
W_F &= SZ_F + Z_F + F_F
\end{align*}

We can determine the endogenous variable by rearranging equations. The equations (5) and (7), similarly for (6) and (8), can be solved simultaneously to make \( S \) the subject of the formula.
\[
S = \left(\frac{Z_H}{S J_H}\right) \frac{[1 - \delta_H(i - i^* - E \Delta e)]}{[\delta_H(i - i^* - E \Delta e)]}
\]

and

\[
S = \left(\frac{Z_F}{S J_F}\right) \frac{[1 - \delta_F(i - i^* - E \Delta e)]}{[\delta_F(i - i^* - E \Delta e)]}
\]

The (9) and (10) are linearized following Frenkel (1983), as shown below

\[
e = \rho_H - \theta_H (i - i^* - E \Delta e) + z_H - \varepsilon_H
\]

and

\[
e = \rho_F - \theta_F (i - i^* - E \Delta e) + z_F - \varepsilon_F
\]

All variables are expressed as logs with the exception of the interest rates. The \(E \Delta e\) is ignored in the estimation of the long-run relationship because it is \(I(0)\). The equation (11) represents domestic investors, while (12) represents foreign investors. The demand for a country’s asset is also dependent on the country’s international liability. There is a section of non-monetary wealth held as net foreign liability. Thus, asset demand in (3), (4), (5) and (6) is not unit elastic regarding wealth, if it is assumed that elasticities are positive. See below.

\[
S = S \left(\left[i - i^* - E \Delta s\right], Z_H^{(+)}, J_H^{(-)}, Z_F^{(\pm)}\right)
\]

\[
S = S \left(\left[i - i^* - E \Delta s\right], J_H^{(\pm)}, Z_F^{(+)}, J_F^{(-)}\right)
\]

If demand for assets in both countries is larger than 1, then variable \(Z_H\) in equation (13) is positive and \(J_H\) is negative. When the elasticity is less than one, both these signs are positive. When considering the case of elasticities for equation (14), an increase in \(Z_F\) decreases domestic net wealth, reducing the relative domestic demand
for assets, leading to the depreciation of the domestic currency and thus S increases. In equation (14) a rise in variable $J_H$ results in a fall in foreign net wealth, which leads to a depreciation in the foreign currency.

For this study, we followed Frenkel (1973) and Cushman (2007) to define the assets of each country in the hands of its citizens ($Z_H$ and $J_F$). Following Tari and Gözen, (2018), the study uses bilateral data asset to make the differential variables. A simple Threshold Autoregression (TAR) model initially introduced by Tong (1983), which is an autoregressive analysis of the variable of interest. The TAR models are non-linear. Boero and Marroucu (2002) also showed evidence of nonlinear models performing better in modelling the exchange rate. Wang (2019) confirms that non-linear models perform better in modeling the exchange rates.

4.5 Estimating Technic

Consider a linear and symmetry estimation

$$\Delta \mu_t = \theta \mu_{t-1} + \gamma_t$$

where $\{\mu_t\}$ is a vector of random variables and integrated of order 1, $\theta$ is such that if the null hypothesis is $\theta = 0$ would be rejected and then $\{\mu_t\}$ series follows a stationary process. Therefore in the long run, PPP holds, and exchange rates revert to equilibrium. Furthermore, $\gamma_t$ is independently identified (‘iid’). Following Enders and Siklos (2001), $\mu_t$ is estimated and it can be modified by including lags. If symmetry is assumed, then the changes in $\mu_t$ and $\mu_{t-1}$ are same. However, when prices are sticky downwards, then assuming symmetry and linearity leads to misspecification. The chapter adopts Chen, et al. (2005) specification, which permits asymmetric adjustment from the long run following a TAR process such that

$$\mu_t = I_t \theta_1 \mu_{t-1} + (1 - I_t) \theta_2 \mu_{t-1} + \gamma_t$$

where $I_t$ is the indicator function such that
\[ I_t = \begin{cases} 
1 & \text{if } \mu_{t-1} \geq \delta \\
0 & \text{if } \mu_{t-1} < \delta 
\end{cases} \] (17)

and \( \delta \) is the value of the threshold and a condition for \( \{\mu_t\} \) to be stationary is given by 
\(-2 < (\mu_1, \mu_2) < 0\) for all values of \( \delta \). When these conditions are met \( \{\mu_t\} = 0 \) can be taken as the long run equilibrium value such that \( \mu_{1t} = \beta_0 + \beta_2 \mu_{2t} + \beta_3 \mu_{3t} + \cdots + \beta_k \mu_t \).

If the value of \( \mu_t \) gets bigger, the system moves into convergence. The threshold variable is \( \mu_{t-1} = \varphi_{t-d} \), for some integer \( d \in [1, d] \). Basically, the threshold is a change point that allows estimators to differ between regimes. The integer \( d \) is referred to as a delayed lag in which its value is unknown and must be estimated. In (16) coefficients \( (\mu_1, \mu_2) \) represent speed of adjustment to long run equilibrium. If \( \mu_{t-1} \geq \delta \) then \( I_t = 1 \) and the speed of adjustment becomes \( \mu_1 \). Alternatively, if \( \mu_{t-1} < \delta \) then \( I_t = 0 \) the speed with which the deviation adjusts back to equilibrium becomes \( \mu_2 \). Therefore, in the situation where \( |\mu_1| > |\mu_2| \) adjustment back to equilibrium is faster for \( \mu_{t-1} \geq \delta \).

Equation (17) indicates that the degree of autoregressive decay depends on the state of the equilibrium error. The key feature making the TAR model is that transmission from one regime to the other occurs endogenously. The TAR models allow for the distinguishing of historical events that lead to unusual pressure to the exchange rate.

4.6 Data and Variables

The sample is from 1994 quarter 1 to 2018 fourth quarter (The data on economic policy uncertainty was discontinued in 2018, so we could not collect data to the close date). The data used in the study is collected from the Federal Reserve Bank of St’ Louis. The study examines the exchange rate behaviour of the South African Rand (ZAR) against the United States of American Dollar (USD), (ZAR/UDS) and its relationship to macroeconomic variables. It augments Saeed et al.’s, (2012) specification of the model. Here (*) relates to the foreign variables representing the US. The \( i \) denotes the domestic interest rates, while \( i^* \) is the parameter representing USA interest rates. Where \( f \) is the domestic debt for SA, denotes the USA debt, and \( \text{Pol} \) is the economic policy uncertainty. The economic policy uncertainty is a differential is given by \( \text{Pol} \). The estimating equation is show below;
\[ e_t = \beta_1 + \beta_2(i - i^*) + \beta_3(f - f^*) + \beta_4 Pol + \mu \]

### 4.6.1 Interest Rates

The inclusion of interest rates in the monetary model of exchange rate determination is a common practice emerging from theory, regardless of whether the assumption is flexible prices (see Frenkel, 1976) or fixed prices (see Dornbusch, 1976). There is extensive literature following the specification of the 70’s work mentioned in Towadros (2018), Ismailov and Rossi (2018), Du et al. (2018), and Mohammaed and Abdulmuahymin (2016). The higher interest rates relative to the rest of the world, the more exchange rates are expected to appreciate Bahamani-Oskooee and Bahmani (2015). If the opportunity cost of holding money is low, the exchange rate will depreciate. Bahamani-Oskooee et al. (2020) explains that when the domestic interest rates increased, the interest rates differential changes. Velchev (2015) shows the interest rate differential has a positive relationship with the exchange rate. The following figure shows the interest rate differential.

*Figure 4.1: Interest Rate differential for SA and USA (1994q1 – 2018q4)*

![Interest Rate differential](image)

*Source: Author compilation*

The interest rates differential was very wide in the mid-1990s until 1995 (see Figure 4.1). The large spikes in the interest rates differential might have been caused by the high interest rates SA experienced throughout the 1990s. The spikes became smaller
from 1995 second quarter, which shows the interest rates were not changing excessively in relation to each other whenever they were adjusted. However, in 2003-2004, the interest rate differentials had larger spikes compared to the period between 1996 – 2004 third quarter (see Figure 4.1). In the period between 2005 to 2006, the interest rate differential did not have large spikes. However, from 2007 to the end of 2008, the interest rate differential had relatively bigger spikes compared to the former period. Thereafter, the interest rates differential did not have much volatility.

4.6.2 Exchange Rates

The theory assumes that monetary variables have effect on the exchange rate behaviour, see among others, Keiln and Shambaugh (2012), Oleka et al. (2014), Chahrour et al. (2021), Xie and Chen (2019). The theory assumes that the exchange rate depends positively on monetary variables. When the interest rates increase relative to the rest of the world, the exchange rates appreciate. As discussed above, the empirical evidence does not conform to the predictions of the theory. The following figure show the exchange rate.

Figure 4.2: The Exchange Rates (ZAR/USA)(1994q1 – 2018q4)

![Exchange Rates Chart](image)

Source: Author compilation

The exchange rates show the ZAR depreciated rapidly against the USD between 1994 2003 (see Figure 4.2). Thereafter, the ZAR gained strength until 2005. However, in
the period between 2005 – 2008, the Rand was stable against the USD (see Figure 4.2). While there was a spike in 2009 where the ZAR depreciated rapidly against the USD, it quickly gained strength until 2011. Thereafter, the ZAR depreciated rapidly until 2017, then temporarily gained strength against the USD (see Figure 4.2).

4.6.3 Domestic Debt

Domestic debt is important for a small economy like South Africa, especially since a sizable part of its debt is dominated in foreign currency. Barbosa-Filho (2014) explains that emerging economies accumulate foreign exchange rate reserves to reduce exchange rate volatility that might increase the debt burden on them. The domestic debt is measured as the public debt, which are loans government take from the rest of the world. When the government acquires a loan from the rest of the world, the public debt tends to increase, which leads to an exchange rate depreciation if the loan is indexed in foreign currency. In the event that the loan is dominated in domestic currency, when the home country receives the money, it would lead to an appreciation of the domestic currency. We show the domestic debt differential next;

Figure 4.3: The Domestic debt differential between SA and USA (1994q1 – 2018q4)

Source: Author compilation

The domestic debt differential declined from the mid-1990s – 2002(see Figure 4.3). Thereafter, the debt differential increased rapidly until 2014. The domestic debt differential does not show any volatility, which indicates government projects between
the two nations are correlated. The behaviour of the domestic debt differential shows that there might be strong government involvement in both countries’ economies.

6.6.4 Political Uncertainty (economic policy uncertainty) (1994q1 – 2018q4)

The use of traditional macroeconomic fundamentals in the determination of exchange rates is common in the literature (see for example Dornbusch, 1976; Frenkel, 1976), although it has been criticized by Meese and Rogoff (1983) as not providing a link to the exchange rate. Many studies develop new models of exchange rates based on macroeconomic variables (see Henry and Pesaran, 1993; Almeida et al., 1998; Almeida et al., 2003). Since the mid 1980’s, the literature has identified the effects of macroeconomic news on the exchange rate as important (Cheung et al., 2019). Focusing on the influence of economic and political statements has allowed researchers to detect how the market responds to perceived news, and how the information is included in the behaviour of the exchange rates (Neely and Dey 2010). The literature has discussed the impact of news on exchange rates extensively. Jabeen et al. (2020) argue that macroeconomic news have a significant impact of and on the fluctuations of the exchange rate. Moreover, the foreign exchange rates tends to move nearly instantaneously upon an announcement of macroeconomic news. There are considerable studies examining exchange rates responses to news or announcements (see, for example, Caporale et al., 2018; Gau and Wu 2017; Fatum et al., 2012, Ben-Omrane et al., 2020). Boudt et al.(2019) affirm that the literature shows a significant relationship between announcements and exchange rates in developing economies. According to Wei et al. (2015) and Lu and Wei (2013), political and public news play a dominant role in determining the direction of the economy. Kose (2017) adds that announced favourable political information attracts investors. Rehman et al. (2021) mention that political information has the ability to move or maintain stability of macroeconomic variables. The following figure depicts economic policy uncertainty;
In the period between 1994 – 2000, economic policy uncertainty in SA was low (see Figure 4.4). However, from year 2000 – 2002, economic policy uncertainty increased then declined to its previous levels. After 2002, the economic policy uncertainty increased then decreased in 2005(see Figure 4.4). The period after 2005 uncertainty about economic policy began to increase to the highest level in 2008. Then it declined until 2009, and thereafter, economic policy uncertainty has been increasing.

4.7 Results

Then we run the Threshold Autoregressive Model (TAR) to determine the impact of the monetary variables on the exchange rate behaviour. The model uses Thresholds to estimate the separate the effects exchange rates. The figure below shows how the TAR model selected the thresholds on the threshold variable.
The vertical axis measures the exchange rates, and in the horizontal axis, date (time) is measured (see Figure 4.5). There are two estimated threshold values for the exchange rates behaviour, therefore, three regimes. The threshold values are 0.7169 and 0.8655, respectively the lower limit (indicated by the red line) and upper limit (represented by the green line) (see Figure 4.5). The first regimes occur when the exchange rate behaviour is strictly below 0.7169 (\( \delta < 0.7169 \)) (see Figure 4.5). Furthermore, regime two occurs when the exchange rate behaviour is between 0.7169 and 0.8655 (0.7169 \( \leq \delta \leq \) 0.8655). Finally, the 3rd regime occurs when the exchange rate behaviour is strictly above the 0.8655 (\( \delta < 0.8655 \)) (see Figure 4.5).

We estimate the TAR model to evaluate the impact of the monetary variables on the exchange rate behaviour. The results of the TAR model are shown in the following table.
Table 4.1: Threshold Autoregressive Model

<table>
<thead>
<tr>
<th>Variables</th>
<th>exchange rates (-1)</th>
<th>exchange rates (-2)</th>
<th>economic policy uncertainty</th>
<th>domestic debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>exchange rates (-1)</td>
<td>1.0229</td>
<td>-0.0444</td>
<td>-0.0148</td>
<td>0.2547</td>
</tr>
<tr>
<td>exchange rates (-2)</td>
<td>-0.0444</td>
<td>-0.0879</td>
<td>0.0379</td>
<td>-0.3436</td>
</tr>
</tbody>
</table>

lower Threshold value = 0.6827

<table>
<thead>
<tr>
<th>Variables</th>
<th>exchange rates (-1)</th>
<th>exchange rates (-2)</th>
<th>economic policy uncertainty</th>
<th>domestic debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>exchange rates (-1)</td>
<td>1.2225</td>
<td>-0.0252</td>
<td>0.0391</td>
<td>1.5291</td>
</tr>
<tr>
<td>exchange rates (-2)</td>
<td>-0.3317</td>
<td>-0.4269</td>
<td>0.0217</td>
<td>1.3486</td>
</tr>
</tbody>
</table>

upper Threshold value = 0.8655

<table>
<thead>
<tr>
<th>Variables</th>
<th>exchange rates (-1)</th>
<th>exchange rates (-2)</th>
<th>economic policy uncertainty</th>
<th>domestic debt</th>
</tr>
</thead>
<tbody>
<tr>
<td>exchange rates (-1)</td>
<td>1.1273</td>
<td>-0.4738</td>
<td>-0.0222</td>
<td>0.1217</td>
</tr>
<tr>
<td>exchange rates (-2)</td>
<td>-0.4051</td>
<td>-1.1136</td>
<td>0.0413</td>
<td>-0.1352</td>
</tr>
</tbody>
</table>

The numbers in the parenthesis represents the lags

Source: Author compilation

In regime 1 (lag 1), If the exchange rates depreciate, the likelihood that they will continue to depreciate is higher (see Table 4.1). The likelihood that the exchange rates depreciate increases if the interest rates differential increases. This could be resulting from capital flow as the interest rates change, and the investors might be seeing the USA capital market as more profitable. The increase in economic uncertainty rises the likelihood of the exchange rates appreciating. These results are not expected because they are counter intuitive. This can only make sense if the economic policy is not
compatible with the market operations and requirements. Hence, its failure would result in a favorable condition for the economy in general.

If in lag 2 the exchange rates depreciate, the likelihood that the exchange rates appreciate increases (see Table 4.1). This is expected because, for example, if the exchange rates depreciate in t -2, economic agents expect it to appreciate in the future. The future exchange rate appreciation is expected because exchange rates revert to equilibrium. So, the exchange rate depreciation in t - 2 leads economic agents to expect an appreciation in the future period (see Table 4.1). In lag 2, an increase in the interest rate differential increases the likelihood that the exchange rate appreciates, while the increase in economic policy uncertainty raises the likelihood of an exchange rates depreciation. If domestic debt increases, the likelihood that the exchange rate will appreciate increases. This is expected because if the domestic debt increased in t – 2, then in period t it would be expected that some of it is paid. Therefore, if the economy is able to service interest on its debt, it becomes a signal for it being a well-managed economy. This means that more capital is likely to flow into the country, thereby leading to an exchange rates appreciation.

In regime 2, when the exchange rate has been stable in t – 1, the likelihood that the exchange rates will depreciate increases (see Table 4.1). This shows that there might be some unobserved factors acting on the exchange rate. An increase in the interest rate differential increases the likelihood that the exchange rates will appreciate. On the other hand, an increase in economic policy uncertainty raises the likelihood that the exchange rates will depreciate. This is not surprising since an increase of the debt might lead to increase in speculation about the exchange rate behaviour.

In t -2 when the exchange rates are stable, the likelihood of an appreciation increases. This is expected. Furthermore, an increase in interest rate differential raises the likelihood of an exchange rates appreciation (see Table 4.1). However, the increase in economic uncertainty policy and domestic debt raises the likelihood of an exchange rates depreciation.
In regime 3 at lag 1, the likelihood of the exchange rate depreciation increases. However, the rise in interest rates differential increases the likelihood of the exchange rates appreciation (see Table 4.1). Furthermore, the increase in the economic policy uncertainty by 1 unit raises the likelihood of an exchange rate appreciation. This might mean that economic policy is counterproductive. Hence, either a change or failure of the economic policy is believed may result in a favorable economic environment, while an increase of the domestic debt by one unit increases the likelihood of the exchange rates depreciation.

At lag 2, if the exchange rates were depreciating, the likelihood that it appreciates in the current period would increase (see Table 4.1). These results are expected because an exchange rates depreciation in \( t - 2 \) means that in the future, an appreciation is expected (see Table 4.1). The exchange rates deviation from equilibrium cancels out in the long run. Moreover, if the interest rates differential increases marginally, the likelihood that the exchange rates will appreciate increases. However, an increase in the economic policy uncertainty increases the likelihood that the exchange rates will depreciate, while an increase in domestic debt increases the likelihood of an exchange rates appreciation. This might mean that after some time, if the economy is able to service interest on its debt, a favourable image of the economy emerges. This positive view of the economy leads to more capital inflow into the economy.

We then perform a grid search using the sum of squares by contraction of the objective function. Given the threshold is estimated through the maximum likelihood, the minimization problem can be reduced through the estimated threshold \( \beta(\delta) \). Therefore, the objective function is given by

\[
\hat{\delta} = \min_{\delta} SSR(\delta)
\]

This allows us to determine the optimal exchange rates behaviour and where the variables are having most effect on its movement. The following figure presents the results of a grind search.
Figure 4.6: Grid search for the optimal behaviour of the exchange rate (1994 – 2018)

Source: Author compilation

The monetary variables have optimal effect on the behaviour of the exchange rate when it is in regime 2 (see Figure 4.6). The monetary variables are more likely to drive the exchange rate movement when fluctuations are moderate.

This means that exchange rate behaviour can be assessed to determine how it responds to the shock of each monetary variable. The table below shows the estimated impulse response function (irf) of the exchange rates. The monetary variables are used to shock the exchange rates. The negative and positive sign next to the coefficient, respectively, are appreciation and depreciation. The first table shown below corresponds with regime 1, which is the exchange rate behaviour below 0.7169 percentage points.

The following three tables present results for the impulse response functions.
Table 4.2: Impulse Response Function Coefficients of the Exchange Rates in Regime 1

<table>
<thead>
<tr>
<th>period</th>
<th>exchange rates</th>
<th>interest rates differential</th>
<th>economic policy uncertainty</th>
<th>domestic debt differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.]</td>
<td>0.0204</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>[2.]</td>
<td>0.0111</td>
<td>-0.0052</td>
<td>-0.0093</td>
<td>-0.0091</td>
</tr>
<tr>
<td>[3.]</td>
<td>0.0105</td>
<td>-0.0100</td>
<td>-0.0049</td>
<td>-0.0068</td>
</tr>
<tr>
<td>[4.]</td>
<td>0.0088</td>
<td>-0.0058</td>
<td>-0.0076</td>
<td>-0.0089</td>
</tr>
<tr>
<td>[5.]</td>
<td>0.0046</td>
<td>-0.0058</td>
<td>-0.0072</td>
<td>-0.0079</td>
</tr>
<tr>
<td>[6.]</td>
<td>0.0047</td>
<td>-0.0075</td>
<td>-0.0083</td>
<td>-0.0079</td>
</tr>
<tr>
<td>[7.]</td>
<td>0.0035</td>
<td>-0.0071</td>
<td>-0.0072</td>
<td>-0.0078</td>
</tr>
<tr>
<td>[8.]</td>
<td>0.0027</td>
<td>-0.0067</td>
<td>-0.0086</td>
<td>-0.0084</td>
</tr>
<tr>
<td>[9.]</td>
<td>0.0025</td>
<td>-0.0072</td>
<td>-0.0078</td>
<td>-0.0093</td>
</tr>
<tr>
<td>[10.]</td>
<td>0.0014</td>
<td>-0.0072</td>
<td>-0.0095</td>
<td>-0.0100</td>
</tr>
<tr>
<td>[11.]</td>
<td>0.0021</td>
<td>-0.0081</td>
<td>-0.0118</td>
<td>-0.0110</td>
</tr>
</tbody>
</table>

Impulse response function coefficients of the exchange rates of regime 1. The negative and positive signs respectively mean appreciation and depreciation,

Source: Author compilation

In regime 1, the exchange rates is always more likely to respond by depreciating if its values are below 0.6827 percentage points (see Table 4.2). This gives the impression that the exchange rate behaviour below 0.6827 percentage points result to a further depreciation. Furthermore, a marginal increase in the interest rates differential leads to the exchange rate depreciation in all periods. However, the exchange rates do not respond instantaneously to changes in the interest rates differential. The exchange
rates respond with a lag to a change of the interest rates differential. In addition, the exchange rates respond with a lag to the shock of economic policy uncertainty. The lagged response might be indicating that economic agents take time and evaluate how economic policy influences the economy. In the event where the outcome is favourable, it leads to an exchange rate appreciation. Moreover, domestic debt differential causes a lagged exchange rates response. The exchange rates respond by appreciating. This could mean that the market initially waits to observe if the economy is able to service its interest on debt or not. If the observations reveal that the economy manages its debt efficiently, then the exchange rates result by appreciating.

The following table shows the irf coefficients of the exchange rates in regime 2. In regime 2, the exchange rates fluctuate between 0.6827 and 0.8655 percentage points. The exchange rates were more stable in this regime as shown in figure 5. In addition, in figure 6 we were able to see that the exchange rates are optimal at this regime.
### Table 4.3: Impulse Response Function Coefficients of the Exchange Rates in Regime 2

<table>
<thead>
<tr>
<th>period</th>
<th>exchange rates</th>
<th>interest rates differential</th>
<th>economic policy uncertainty</th>
<th>domestic debt differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.]</td>
<td>0,0299</td>
<td>0,0000</td>
<td>0,0000</td>
<td>0,0000</td>
</tr>
<tr>
<td>[2.]</td>
<td>0,0299</td>
<td>0,0025</td>
<td>-0,0024</td>
<td>0,0017</td>
</tr>
<tr>
<td>[3.]</td>
<td>0,0295</td>
<td>-0,0017</td>
<td>0,0036</td>
<td>0,0015</td>
</tr>
<tr>
<td>[4.]</td>
<td>0,0308</td>
<td>-0,0019</td>
<td>0,0044</td>
<td>-0,0001</td>
</tr>
<tr>
<td>[5.]</td>
<td>0,0310</td>
<td>-0,0002</td>
<td>0,0071</td>
<td>-0,0004</td>
</tr>
<tr>
<td>[6.]</td>
<td>0,0310</td>
<td>-0,0005</td>
<td>0,0086</td>
<td>-0,0002</td>
</tr>
<tr>
<td>[7.]</td>
<td>0,0316</td>
<td>-0,0010</td>
<td>0,0114</td>
<td>-0,0007</td>
</tr>
<tr>
<td>[8.]</td>
<td>0,0323</td>
<td>-0,0008</td>
<td>0,0130</td>
<td>-0,0010</td>
</tr>
<tr>
<td>[9.]</td>
<td>0,0329</td>
<td>-0,0007</td>
<td>0,0152</td>
<td>-0,0012</td>
</tr>
<tr>
<td>[10.]</td>
<td>0,0337</td>
<td>-0,0008</td>
<td>0,0171</td>
<td>-0,0014</td>
</tr>
<tr>
<td>[11.]</td>
<td>0,0347</td>
<td>-0,0008</td>
<td>0,0193</td>
<td>-0,0016</td>
</tr>
</tbody>
</table>

Impulse response function coefficients of the exchange rates of regime 2. The negative and positive signs respectively mean appreciation and depreciation.

*Source: Author compilation*

The exchange rates shock on itself is likely to lead to a higher depreciation in all periods, while interest differential shock to the exchange rates produces lagged response(see Table 4.3). However, in the second period, the exchange rates depreciate when responding to an interest rate deferential. This might be caused by the strong attractiveness of the USA capital market to the SA one. Thereafter, in the remainder of the periods, the exchange rates respond by appreciating to an interest rates differential shock in all periods. While economic policy uncertainty shock on the exchange rates is lagged, in the second period the exchange rates respond by
appreciation. In the subsequent periods, the exchange rates depreciate when there is a shock of economic policy uncertainty. The exchange rates respond with a lag on the shock of domestic debt differential. In the second and third period, the exchange rates depreciate if there is an economic policy shock. However, in the subsequent periods, the shock of domestic debt differential leads to an appreciation of the exchange rates. This may be explained by the sense of confidence on the economy. The confidence is produced by the ability of the economy to meet its interest payment on previously acquired domestic debts.

The following table shows the irf coefficients in regime 3. This is when the exchange rates fluctuate above 0.8655 percentage points. Figure 5 shows that the exchange rates in this regime have the highest values of fluctuation. In the following table, we show the response of the exchange rates to the shock of the monetary variables.
Table 4.4: Impulse Response Function Coefficients of the Exchange Rates in Regime 3

<table>
<thead>
<tr>
<th>period</th>
<th>exchange rates</th>
<th>interest rates differential</th>
<th>economic policy uncertainty</th>
<th>domestic debt differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.]</td>
<td>0,0304</td>
<td>0,0000</td>
<td>0,0000</td>
<td>0,0000</td>
</tr>
<tr>
<td>[2.]</td>
<td>0,0332</td>
<td>0,0067</td>
<td>0,0043</td>
<td>0,0079</td>
</tr>
<tr>
<td>[3.]</td>
<td>0,0331</td>
<td>0,0044</td>
<td>0,0100</td>
<td>0,0077</td>
</tr>
<tr>
<td>[4.]</td>
<td>0,0373</td>
<td>0,0026</td>
<td>0,0129</td>
<td>0,0076</td>
</tr>
<tr>
<td>[5.]</td>
<td>0,0377</td>
<td>0,0034</td>
<td>0,0168</td>
<td>0,0090</td>
</tr>
<tr>
<td>[6.]</td>
<td>0,0391</td>
<td>0,0040</td>
<td>0,0179</td>
<td>0,0088</td>
</tr>
<tr>
<td>[7.]</td>
<td>0,0399</td>
<td>0,0032</td>
<td>0,0218</td>
<td>0,0087</td>
</tr>
<tr>
<td>[8.]</td>
<td>0,0420</td>
<td>0,0039</td>
<td>0,0248</td>
<td>0,0081</td>
</tr>
<tr>
<td>[9.]</td>
<td>0,0443</td>
<td>0,0055</td>
<td>0,0283</td>
<td>0,0099</td>
</tr>
<tr>
<td>[10.]</td>
<td>0,0476</td>
<td>0,0061</td>
<td>0,0316</td>
<td>0,0095</td>
</tr>
<tr>
<td>[11.]</td>
<td>0,0506</td>
<td>0,0047</td>
<td>0,0337</td>
<td>0,0101</td>
</tr>
</tbody>
</table>

*Impulse response function coefficients of the exchange rates of regime 3. The negative and positive signs respectively mean appreciation and depreciation.

The shock to the exchange rates to itself leads to a depreciation (see Table 4.4). This response might be driven by the bandwagon effect of the exchange rates depreciation. The depreciation of the exchange rates leads economic agents to continue expecting it to depreciate further. The literature does discuss the exchange rates bandwagon effects, see among others (Frenkel et al. (2012), Rötheli, (2002)). The shock of the interest rate differential is lagged but leads the exchange rates to depreciate in all periods. At higher levels of exchange rates depreciation, the bandwagon effects or the unobserved factors might be dominant. If the pressure of bandwagon effect or
unobserved factors outweighs the interest differential, this leads the exchange rates to exhibit an unexpected behaviour. While the economic policy uncertainty shock produces a lagged exchange rates impulse response, the exchange rates depreciate in response to economic policy uncertainty, which is expected. Moreover, the domestic debt differential's shock to the exchange rates has lagged impulse response. In addition, the exchange rates depreciate in all the periods when shocked by the domestic debt differential.

4.8 Conclusion

In this chapter, the model used in estimation accounts for structural breaks, which is what most estimating techniques used in previous studies cited above omitted. This allows making an inference on the data without a risk of bias results. The TAR model estimated two thresholds which separate the exchange rates behaviour into three regimes. In all the regimes, the sizes of coefficients are different, which shows that the exchange rate behaviour is non-linear (asymmetric). While the impact of the interest rate differential in lag 1 leads to an exchange rates depreciation, this only occurs when the exchange rates fluctuate below 0.68 percentage points. In all other regimes, the increase in interest rate deferential leads to an exchange rate appreciation. The impact of economic policy uncertainty and domestic debt on the exchange rates vary depending on the lag length both in regime 1 and 3. In regime 2, the exchange rates respond to the monetary variables changes in line with the predictions of the monetary theory of exchange rates determination.

SARB should aim to keep the exchange rates fluctuating between 0.68 and 0.87 because the effect of a change in the monetary variables is consistent with the theory. However, when the exchange rate behaviour is above 0.87, the change in the interest rate differential also leads to an exchange rate appreciation. If the SARB wants to improve the value of the exchange rate, they should increase the interest rates in regime 2 and 3. Furthermore, the shock of the interest rates is lagged, so the effect will only be realized in the following period.
CHAPTER FIVE: CONCLUSION

5.1. Conclusion

Historically, South Africa has always struggled with the behaviour of the exchange rates. Being part of the currency union came with challenges that were not easy to deal with. And switching between pegging and having a dual exchange rates system still presented challenges of the exchange rates behaviour. The major difficulty has been on the management of the factors that influence the behaviour of the exchange rates. The South African Reserve Bank and the government, over the past, invested a lot of efforts in controlling monetary variables.

In some instances, the study shows that monetary variables have effect on the behaviour of the exchange rates. In this case, the exchange rates tend to exhibit expected behaviour when the monetary variables change. Equally, the study reveals that there are occasions where the exchange rates do not respond as expected when the monetary variables are varied. As noted, the exchange rates have been found to be disconnected from their fundamentals (see Leigh et al., 2017; Messe and Rogoff, 1983).

In this situation, the unobserved factors have been associated with the exchange rates’ disconnect to their macroeconomic fundamentals. In chapter 2, the effect of the private information is acknowledged, some of which may be associated with unobserved factors. With that said, the exchange rates behaviour gives the impression that there is an unknow factor pushing to an opposite direction than the one expected. In brief, the exchange rates tend to exhibit unexpected behaviour, which is not in line with the monetary determination of exchange rates. Consequently, this makes the relationship between the exchange rates and monetary variables not clear.

In Chapter 2, we set to evaluate the effect of exchange rates expectations on the exchange rates behaviour. We used the short run dynamics of expectations of the exchange rates to evaluate if they will have an impact on the exchange rates. Since expectations of exchange rates are hard to observe, they are not easy to control for the effect of the expectations of exchange rates on the exchange rate itself.
However, the microstructure approach makes it possible to evaluate the effect of expectations of exchange rates. Further, the microstructure approach makes use of detailed data of transactions of traders in the asset market. Using this approach, we use the imbalances of information between the two traders to determine the behaviour of the exchange rates.

The results show that expectations of exchange rates appreciation during regime 1 lead to exchange rates appreciation. To illustrate, this means the publicly available information is able to drive the exchange rate when it is regime 1. The signal, in this case, the available information used to form expectations of exchange rates is consistent with private information that drives the exchange rate behaviour. For instance, in regime 1, the exploratory power of expectations can be associated with a channel of transmission which is due to available information. The literature also supports this finding. Taylor (1995) states that the behaviour of the exchange rates represents the change of expectations.

However, in regime 2, the exchange rates respond with a depreciation when it is expected that the Rand will appreciate against the USD. In spite of expecting the domestic exchange rates to appreciate, the Rand depreciates against the USD. Interestingly, these results suggest that the information in the public domain used to form expectations does not matter in regime 2. As has been noted, this may indicate that there is an unknown factor acting on the exchange rates. Lastly, in regime 3, the exchange rates do not behave consistently with the exchange rates expectations.

Now let’s consider expectations of exchange rates depreciation. The exchange rates appreciate in both regime 1 and regime 2. These results show that the exchange rates do not respond in accordance with expectations of exchange rate depreciation. As noted, the exchange rate behaviour suggests that there is an unknown factor influencing the exchange rates. It appears that the unknown factors have more influence on the exchange rates behaviour than expectations of exchange rates depreciation in both regime 1 and 2. In regime 3, expectations of exchange rates depreciation seem to have an influence on the exchange rates behaviour.
In chapter 2, we find that the expectations of exchange rate have an impact on the exchange rate behaviour in some situations. However, the impact of exchange rates expectation on the exchange rates depends on the regime. This indicates that the impact of exchange rates expectations on the exchange rates behaviour is limited. In fact, in most cases the exchange rates do not respond to expectations of exchange rates.

The microstructure approach tells us that the information available in the public domain used to form expectations of exchange rates is not always relevant. Therefore, the expectations of exchange rates are not the main driver of the exchange rate behaviour. The information used to form expectations of exchange rates relies on signals. The signal sometime is not read correctly, which leads to the formation of incorrect expectation of exchange rates. Thus, private information seems to be the one that determines the exchange rates behaviour in many cases.

Furthermore, the results also reveal that the exchange rates behaviour is asymmetric to the expectations of exchange rates. The asymmetric effect of the exchange rate behaviour is in two dimensions. Firstly, within the positive/negative shock, that is expectations of exchange rates depreciation/appreciation. For instance, in all three regimes, the coefficients of the same variable are not similar. This is a sign that the exchange rates impact is different, depending on the exchange rates regime. Secondly, if we compare both the expectations of exchange rates depreciation and appreciation, the coefficients are different. Moreover, even the responses of the exchange rates to both shocks are different. This shows that the exchange rate response is asymmetric to expectations of exchange rates.

In chapter 3, we discussed the developments made by authorities to open up the economy to international trade. The more open to trade a small economy like SA becomes, the more the level of income can be expected to increase. Therefore, being more open and having higher income can be associated with higher foreign investment, hence, higher local production and exports. In this case, becoming more open to international trade should create expectations of higher income.

Furthermore, in chapter 3, we showed through discussion that the literature concedes to exchange rates being driven by expectations of macroeconomic fundamentals. This allowed us to investigate the connection between the exchange rates and the
expectations of future higher/lower income. The expectations of income are measured using mineral reserves.

The foreign investors engage in mineral reserve exploration, as well as other research and development activities. The exploration is done to determine the remaining number of minerals underground. And then, the research and development are conducted to find new deposits, and to determine the means of not depleting the remaining mineral reserves rapidly. Evidently, when new discoveries of mineral reserves are made, higher income can be expected in the future. Similarly, if there is a breakthrough technology that prolong the consumption/use of existing minerals, the level of income can be expected to be higher in the future. Conversely, when the opposite happens, the level of income can be expected to be lower in the future.

The expectations of higher income are tested to valuate if they influence the behaviour of the exchange rates. The expectations of income are decomposed into positive and negative components, respectively, expectations of higher income and expectations of lower income. The results reveal that, firstly, if expectations of income were formed in t-1, they lead to an exchange rates appreciation. Evidently, these results are consistent with what we showed theoretically. Furthermore, they are consistent with what Hayat et al. (2013) proposed. Secondly, when expectations of higher income are formed in t -2, the domestic exchange rates respond by depreciating.

In this instance, the exchange rate behaviour is not expected. These results are not in line with Frankel (2007), who found that the SA Rand is influenced by commodities, hence, these results are not affirming the conclusion. However, as previously noted, the literature shows that the exchange rates sometimes cannot be linked to their fundamentals. Thus, this behaviour can be perceived as showing that there are other unknown factors affecting the exchange rates.

The impact of the expectations of higher income in t -1 and t -2 produces different exchange rate behaviour, and the probabilities are different. This shows that the exchange rate behaviour is asymmetric to expectations of income.

While the expectations of lower income in both periods t – 1 and t – 2 lead the exchange rates into an appreciation, these findings are not expected, but as noted, this behaviour of the exchange rates shows signs that it is subject to unknown factors.
The expectations of lower income should lead to a depreciation of the domestic exchange rates. On the other hand, this shows that the exchange rates and the expectations of lower income have an inverse relationship, which is that expectations of lower income lead to an appreciation of the exchange rates. Lastly, the probabilities indicating the exchange rates response to expectation of lower income are different. The different probabilities are an indication of asymmetric response to expectations.

The cointegration shows that the domestic exchange rates have a relationship with the expectations of income in the long run. Yet, when there is a shock on the expectations of income, the domestic exchange rates deviate from the long-run and never revert back. Moreover, the error correction term does not have significant results, however, it has a correct sign that shows the exchange rates can adjust back to the long-run level.

If the exchange rates do not revert to long run, this means that the domestic exchange rates have multiple equilibria. However, the impulse response functions could not confirm this because the results were not significant. Nevertheless, insignificant results are still results. Therefore, we can say that there is a chance that the exchange rates are explosive, but this is based on results that are not significant.

In chapter 4, we set out to evaluate if the variations in monetary variables have effect on the exchange rates behaviour. Despite the great interest in investigating the monetary model of exchange rate determination, the exchange rates behaviour remains challenging in the macroeconomic literature.

In chapter 4, we used the TAR model to estimate the number of thresholds that can be used to analyse the exchange rate behaviour. We found two thresholds, and the two thresholds give 3 regimes. In regime 1, at t – 1, we found that an increase on interest rate differential leads to a domestic exchange rate depreciation. This finding shows that the exchange rates tend to move in an unexpected manner. Even with the economic policy uncertainty and the domestic debt, the exchange rate shows an unexpected behaviour. In this situation, the exchange rate behaviour can be thought as having a mind of its own.

At t – 2, but still in regime 1, the results are the opposite of what is obtained in t – 1. The shock on the interest rate differential increased the probability of the exchange
rate appreciation. Furthermore, the shock on the economic policy uncertainty led to a higher probably of exchange rate depreciation. While the shock of domestic debt increased, the probability of the exchange rate appreciated.

If we take the case of the interest differential, the difference in the two-shocks discussed is time, it means that the timing of the shock on the interest rates differential has an important effect on the behaviour of the exchange rates. The increase in the interest rate differential does not have one effect on the exchange rate behaviour. The higher interest rate may result in an increase in business bankruptcies and capital outflows, which may lead to the exchange rates depreciation. On the contrary, the increase in the interest rates is expected to lead to a domestic exchange rates appreciation. These two effects may be affecting the behaviour of the exchange rates, hence the difference in exchange rates response in the two periods.

In regime 2, at both t – 1 and t – 2, a change in an increase in the interest rates differential increases the probability of exchange rate appreciation. Additionally, in the same time frame, the economic policy uncertainty and domestic debt resulted in the exchange rates depreciation. In regime 2, the exchange rate behaviour conforms with the predictions of the monetary model of exchange rate determination.

While in regime 3, in t – 1 and t – 2, the interest rates differential led to the exchange rates appreciation, whereas the results for the economic policy uncertainty and domestic debt are mixed. These results show that the monetary model of the exchange rates determination holds. However, the monetary model only holds under specific conditions. As noted previously, the interest rates differential has more chances to influence the behaviour of the exchange rates, in cases where the exchange rates are stable, or when the exchange rates are already in an appreciation trajectory.

The limitation of the study is that we did not investigate the content of the unobserved factors that may be influencing the exchange rates behaviour. Clearly, there are factors putting pressure against the expected exchange rates behaviour. These factors in most cases have the effects that dominate on the exchange rates than fundamentals.

The results are robust. We used the CUSAM test to verify the robustness of the models
used. Moreover, the models were tested for stability. We found that all the models used in estimation were stable.

In the future, it would be interesting to investigate the formation of unobserved factors influencing the exchange rates. Furthermore, the investigation of the unknown factors should go further to investigate the reasons for their dominance in some cases and and not in others. In addition, the exchange rate itself should be used to determine the extent in which it is able to explain itself.
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