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ABSTRACT 

Understanding the mechanisms and processes of aerosol-cloud-precipitation interactions 

(ACPI) is essential in the determination of the specific role of aerosols in modulating extreme 

weather events and climate change in the long run. Atmospheric aerosols are mainly of 

various types and are emitted from differing sources. Considering they commonly exist in the 

heterogeneous forms in most environments, they significantly influence the incoming solar 

energy and the general perturbation of the clouds depending on their constituents. Thus, a 

systemic identification and characterisation of these particles are essential for proper 

representation in climate models. To better understand the process of climate change, this 

research explores the climate diversity of South Africa to examine aerosol sources and types 

concerning the atmospheric aerosol suspension over the region and their role in clouds and 

precipitation formation. The study further provided answers to the cause of extreme 

precipitation events, including drought and occasional flooding experienced over the region. 

Also, an insightful explanation of the process of ACPI is provided in the context of climate 

change. Furthermore, the research found that the effective radiative forcing (RF) over South 

Africa as monitored in Cape Town and Pretoria is negative (i.e., cooling effect) and provided 

an analysis of the cause. Similarly, the validation of some satellite datasets from MISR 

(Multiangle Imaging Spectroradiometer) and MODIS (Moderate Resolution Imaging 

Spectroradiometer) instruments against AERONET (Aerosol Robotic Network) is conducted 

over the region. Although a significant level of agreement is observed for the two 

instruments, intense improvements are needed, especially regarding measurements over water 

surfaces. Finally, the study demonstrated the proficiency of effective rainfall prediction from 

satellite instrument cloud datasets using machine learning algorithms. 
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Chapter 1 – 

General Introduction 

1.1 Introduction 

Amidst the dramatic change (e.g., rising global temperature and change in precipitation 

pattern) in the regional and global climate trend, different opinions regarding the cause of 

climate change have quickly resulted in a worldwide debate amongst scholars, researchers, 

government, and other stakeholders. Consequently, several platforms such as the United 

Nations Climate Change Conference (UN-COP) and Intergovernmental Panel on Climate 

Change (IPCC) have emerged as a meeting point between the scientist, government and 

public stakeholders to review the challenges of climatic change. These include demonstrating 

the evidence, identifying the cause, projecting the future, and proffering mitigating and 

adapting strategies to manage the phenomenon effectively. According to [1-3], aerosol, cloud 

and precipitation dynamics constitute a vital climate change driver. However, the interaction 

between these three components is complex and remains ambiguous due to factors like poor 

quantification, high sensitivity and large spatial extent. 

Therefore, the enhanced knowledge of aerosol, cloud, and precipitation interactions is critical 

to understanding the various atmospheric phenomenon and environmental dynamics. Studies 

of these interactions have been found helpful by the scientific community in explaining the 

immediate changes in the regional and global atmospheric and environmental conditions [4-

6]. Further, aerosol-cloud-precipitation interactions (ACPI) influence climate change and 

constitutes an essential diagnostic tool in understanding, modelling, and predicting global 

climatic changes [6]. These include having a clear picture of historical or past climate state 

and the future expected condition based on current activities. Besides, the ACPI plays a vital 

role in environmental changes, especially its impacts on human wellbeing and adaptability 

[7-9]. 

Generally, the belief that solar energy is the primary energy source for the earth is well 

established in theory and reality [10, 11]. Thus, the interaction of aerosol and cloud with the 

incoming solar energy impacts the earth’s energy budget (EEB), thereby altering the short-

run weather state and long-run climate condition [12, 13]. Studies have shown that aerosols 

and clouds interact with solar radiation directly, indirectly, and semi-directly [4, 14-16]. The 
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result is the change in the amount of energy received by the earth and the changing climate 

patterns. The consequence varies regionally depending on activities in each region. However, 

the effects are mainly global due to transport activities by air motion [3]. The aftermath of 

climate change expanse different levels of burden to the atmosphere and environmental state, 

thus invoking varying hardships on the earth’s inhabitants. 

Climate changes pose several challenges and continue to be a subject of concern that requires 

appropriate and proactive actions on the international scale [3]. The effects are felt in all 

environmental and socio-economic wellbeing of the world. Even though the impact 

sometimes varies due to local activities and external influence, the consequences transverses 

the global scene [2, 17]. Apart from aerosol-cloud interaction, several other factors identified 

to induce climate change include greenhouse and trace gases emission such as carbon dioxide 

(CO2), methane (CH4), nitrous oxide (N2O), ozone (O3), and related gases [3]. Besides, the 

changes in the sea surface temperature form another significant factor. These identified 

causes directly or indirectly link to the EEB. Even though some of the underlying causes are 

known with uncertainties, several other factors persistently aggravate the associated 

ambiguities. Thus, the proper assessment, mitigation, and management constitute a global 

challenge that demands decisive actions. Nevertheless, understanding ACPI is essential for 

studying climate variation and patterns to provide suitable solution options for decision-

makers on mitigation and adaptivity. 

Further to climate change, ACPI is crucial to human health and environmental wellbeing. 

Studies have been able to associate different health cases and environmental changes with 

ACPI [18, 19]. Direct and indirect mechanisms characterise these effects influenced 

positively or negatively by aerosols. ACPI regulates air pollution exposure to humans and the 

environment through aerosol removal by cloud and precipitation formation following the 

direct process [7, 20]. On the other hand, the indirect mechanism is mainly based on feedback 

from ACPI, which can result in diseases due to water shortages, heatwaves, drought leading 

to soil cracks, hurricanes, etc. Therefore, understanding ACPI is crucial to know how the 

changes affect humans and their environment and the most effective management method. 

Africa is considered one of the most vulnerable regions to climate change and other impacts 

of violent changes in ACPI due to a high poverty level [21]. Yet, the continent is burdened by 

immense pollution from anthropogenic emissions, both internal (wildly indiscriminate 

biomass burning and fossil fuel combustion) and external, from the industrialised parts of the 
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world [21, 22]. According to a study affiliated with the World Bank in 2020, the number of 

people pushed down below hunger and poverty level is expected to increase by more than 

131 million globally by the end of 2030 due to climate change if appropriate actions are not 

taken [23]. Prediction points Africa alone to contributing more than 33% of the quoted figure 

[23], which will significantly impact the continent and thus be of great concern. Africa 

represents the least studied region related to the factors that could induce climate change and 

all associated studies mainly due to poor infrastructure to establish such studies, reoccurring 

conflicts and limited government commitments [24, 25]. Therefore, more studies are required 

in this field over the African continent, including setting up more in-situ experiments and 

monitoring instruments to effectively assess factors that exacerbate negative climate 

variability [25, 26]. 

During the last decade, climatic change has been more evident than in the previous few 

decades due to the continuous rise in global average temperature and sea level and increasing 

extreme climate events [3]. Yet, there is a lack of sufficient information to understand factors 

that influence climate variability to tackle the challenges presented by the event effectively. 

For instance, dramatic variations in the climate pattern have been experienced over the 

Southern Africa region, with the footprint of changes (such as flooding, drought, and 

heatwave) in the last two decades being more prominent. Changes in the components of 

climate, such as precipitation, land and sea temperature profiles, air motion, and sea levels, 

which have resulted in different atmospheric/environmental hazards, have been reported over 

Southern Africa in the last few decades [5, 17]. Trends such as flooding, water shortages, 

drought, heatwaves, increased air pollution, and loss of vegetation have been experienced 

from Cape Town, the southernmost coast, to the border parts around Eastern and Central 

Africa [17]. These trends call for intuitive and decisive actions from regional and 

international communities to efficiently address climate change issues. However, such 

measures are difficult to come by, mainly due to several uncertainties such as poor 

quantification of aerosols due to anthropogenic sources, the effective radiative forcing due to 

aerosols and deficient characterisation of mixed-phase clouds, revolving around the 

circumstances influencing climatic change [3, 13]. 

This work intends to understand better the atmospheric and environmental impacts of climate 

change due to aerosol-cloud-precipitation interactions by examining the general atmospheric 

aerosol characteristics with cloud properties and how they impact precipitation mainly over 
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Southern Africa, focusing on South Africa. The study will follow the context of aerosol and 

cloud variation, their impacts on incoming solar radiation, EEB, precipitation, and other 

environmental response to changes, and finally, how they drive climate variability. Special 

attention will be devoted to the aerosol sources and cloud characteristics over the investigated 

regions. 

1.2 Challenges of climate change assessments 

Climate change is a critical yet complex phenomenon of diverse nature that has become a 

global concern. The phenomenon constitutes a potent modifier of the earth’s atmospheric and 

environmental conditions, leading to varying detriments to inhabitants’ normal development 

and behaviour, including humans [3]. Over several decades, rigorous studies on the evidence 

of climate change and its causes have been ongoing in different parts of the world [2, 3]. 

Despite the considerable number of valuable results such as greenhouse effect quantification, 

understanding of aerosol effects on radiative forcing and knowledge improvement on global 

hydrology cycle, and the effect on global warming/cooling, a substantial knowledge gap still 

exist in climatic change proper assessment [3]. Critical deficiencies include poor 

quantification of global warming/cooling due to anthropogenic emissions, inadequate 

understanding of aerosol-cloud interactions (ACI) and the resulting impact on precipitation, 

and weak models due to insufficient observation and characterisation of components’ 

properties [6, 20, 27]. 

Although researchers have attempted to define the factors that induce changes in the climate 

pattern, ambiguity in climate model outcomes and poor quantification of the main culprits 

sometimes lead such efforts to vast susceptibility. In summary, the bulk of these challenges is 

mainly on the uncertainty accompanying evidence presented by climate researchers and the 

lack of public trust and support to implement recommended actions. Therefore, to address the 

grand challenge of adequate understanding of the physical science of climate change, this 

work examined ACI and its role in precipitation formation over South Africa. This effort will 

enhance the proper assessment of climate change and boost the public confidence in 

supporting recommended actions. The study explained the cause of flooding and drought 

experienced in parts of South Africa. Further, the work defined the process of aerosol-cloud-

precipitation interactions (ACPI) based on findings to enhance models. 
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Also, by examining the optical properties of aerosols over South Africa, this work improved 

the characterisation of different aerosol types, including providing insight into their sources 

and how they influence the earth’s radiative forcing. Furthermore, the study conducted a 

validation exercise on satellite observation data to enhance reliability since this medium 

offers more spatio-temporal coverage to address the issue of poor observation. Finally, the 

research presented a possible way of improving precipitation prediction/projection through 

machine learning techniques. 

1.3 Motivation 

Recently, the intensifying burden of climate change impacts continues to be a critical 

challenge globally. Meanwhile, researchers have identified several factors that induce climate 

change even though their processes are not well understood and call for more studies [3]. One 

crucial factor is the aerosol-cloud-precipitation interactions (ACPI), which are associated 

with significant uncertainties due to the complex mechanisms and processes involving cloud 

dynamics, thermodynamics and microphysical changes [2, 3]. From general knowledge, 

aerosols act as cloud condensation (CCN) and ice nuclei (IN) in forming cloud droplets and 

subsequently forming clouds [3, 4, 16]. Also, the clouds evolve to form precipitation droplets 

and consequently cause precipitating events [12]. However, transitions along the different 

process stages are complex and poorly understood due to reasons including accounting for 

the aerosol amount acting as CCN/IN, the microphysical changes due to additional aerosol 

emission, changes in the atmospheric dynamic and thermodynamic properties, and the effect 

of different aerosol types on cloud development and precipitation formation [3, 6]. 

Apart from the dynamic and thermodynamic processes centred on cloud development, 

changes in the amount of energy available to the earth also constitute a significant factor in 

the atmospheric and environmental stability. Acknowledging the sun as the primary energy 

source for the earth, ACPI influences the global radiative budget by directly and indirectly 

modifying the amount of solar radiation reaching the surface and longwave terrestrial 

radiation leaving the earth, thus inducing climatic change [12, 15]. Therefore, the significant 

variation in aerosol emission, types and concentration, and cloud development over different 

regions compound the poor assessment and evaluation of climate change and impacts in 

observations and likewise models, which even require solving complex physics and 

mathematics for effective projection. Although atmospheric physicists and climate scientists 

have made tremendous progress studying ACPI and radiation budget over time, a significant 



 
- 6 - 

knowledge gap persists and requires drastic improvements to divulge climate models of 

uncertainties and ambiguity [3]. 

As a starting point, improving our understanding of aerosol characteristics and the 

mechanisms and processes of ACPI in detail over different locations is vital to enhancing 

models that seek a solution to complex physics and mathematics involving proper climate 

change assessment and projection. Therefore, this work will investigate the atmospheric and 

environmental effects of ACPI over South Africa with a focus on the cause of occasional 

drought and flooding over the region. Furthermore, the study will improve the 

characterisation and validate satellite instruments observation of aerosols for better data 

quality and efficient models. Subsequently, the work will demonstrate the effectiveness of 

machine learning in improving weather prediction. 

1.4 Problem statements 

 Climate change events continue to pose hardships to the global community and the 

environment amid uncertainties, especially those concerning the factors influencing 

climate change with the mechanisms, thereby affecting the proper assessments of the 

potential impacts. 

 Effectively estimating the likely climatic consequences of aerosol-cloud-precipitation 

interactions (ACPI) and evaluating the global net radiative forcing as an effective way of 

climate change assessments remains unsolved and needs strong evidence or backing. 

 A wide gap still exists in satellite measurements compared to in-situ and ground 

measurements of the atmosphere, land, and ocean properties; hence, reducing the 

uncertainty or data inconsistency is required to harness the spatio-temporal benefits of 

satellite observations effectively. 

 Africa is still less studied in climate change despite being perceived as one of the most 

vulnerable amongst peers. For instance, studies from different world regions have 

demonstrated that increased aerosol enhances rainfall and possibly flooding in one 

environment but affects the same event sometimes till drought extent in another location, 

concisely what is wrong or what has changed and the cause. Then what is the case in 

South Africa with a similar experience? 

 The insinuation and debate (among public opinion) of humans as the cause or culprit or 

significant contributors to current global warming remained contested. Hence, poor policy 

emanates from public mistrust of scientific claims, especially regarding research methods 
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and models due to the vagueness of data. To this end, more effective and less complex 

communication of trends on climate change becomes paramount to enhance public trust, 

compliance, and support of policymakers and researchers. 

1.5 Research questions 

 As a case study, what are the evidence and impacts of climate change on the South 

African region? 

 What is the role of aerosol-cloud-precipitation interactions (ACPI) in the context of the 

identified evidence and impacts of climate change over the region? 

 What are the main types and sources of atmospheric aerosols over South Africa, the 

immediate and long-time atmosphere and the environmental effects based on their 

characteristics, and the strength of satellite instruments in monitoring events towards 

enhancing the spatio-temporal coverage and data quality? 

 What ways to improve weather and climate prediction/projection using machine learning 

techniques? 

 What is the agreement level of the mechanisms and processes of ACPI in defining the 

short and long-time climate pattern over South Africa compared to the observations in 

other regions of the world for improvement of general climate models? 

 How can scientific claims be divulged of misinterpretation and gain public confidence in 

the short and long run based on current data and findings to improve the government 

strategies on climate change adaptation? 

1.6 Aims and objectives 

The aims include to; 

 demonstrate the evidence and impacts of climatic change over South Africa as a case 

study and improve the methods of climate diagnosis towards early detection and model 

enhancements for better regional and global climate projection. 

 enhance the understanding of the mechanisms and processes of how ACPI influences 

climate variability regionally and globally. 

 better characterise the different aerosol types, identify their primary sources and 

understand their roles in atmospheric and environmental variability for better 

representation in models. 
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 increase the footprint of satellite data validation by defining the alignment level of 

satellite observations with the ground and in-situ-based measurement towards enhancing 

satellite instruments’ data quality (e.g., reducing uncertainty) to harness their spatio-

temporal coverage advantage. 

 demonstrate the potential of machine learning techniques (as a vital big data tool) and the 

robustness of satellite data in the effective prediction/projection of climate patterns over 

varying specified periods. 

 improve the communication on results and findings for easy adoption in the development 

of blueprints suitable to enhance models and policies targeted at the efficient 

management, mitigation, and prediction of climate variability for stronger adaptiveness 

and sustainability and to earn more public trust. 

The objectives include to; 

 identify and define the evidence and impacts of climate change over South Africa (SA) 

and compare them with trends reported in other regions. 

 use ground and satellite data, investigate ACPI over SA by considering different aerosol 

and cloud properties from multiple instruments, focusing on their role in precipitating and 

non-precipitating events. 

 investigate the optical properties, primary sources, potential atmospheric and 

environmental impacts, and characterise aerosol suspended over SA. Then, use the 

findings information to assess the radiative forcing on the region. 

 validate aerosol data products from various satellite instruments such as MODIS 

(Moderate Resolution Imaging Spectroradiometer) and MISR (Multi-angle Imaging 

SpectroRadiometer) over SA and establish the level of agreement with ground 

observation instrument. 

 conduct assessments of the capabilities of machine learning methods to enhance weather 

prediction models. 

 downscale various scientific data on climate change through proper interpretation to ease 

public consumption. 

1.7 Thesis structure 

This thesis contains works covering the intensive understanding of climate change and the 

impacts from the perspective of ACPI. The conclusions drawn from the investigation will be 
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of great use in developing frameworks for climate change assessments and the eventual 

development of policies and implementation strategies. 

To this effect, the write-up is presented in six (6) distinct chapters, including three (3) paper-

based chapters (Chapters 3-5) and documented as follows; 

Chapter 1 briefly introduces the main description of the project’s rationale, goals, and 

expected outcome. The chapter begins by presenting climate change as a holistic concern, 

linked to ACPI being a vital factor influencing the change and a crucial problem to be 

addressed. Subsequently, the chapter terminates after defining the problem statements, 

benefits of studies, key objectives, and the target output. 

As a follow-up to chapter 1, the background theory and the literature review of ACPI 

components in climate change are presented in chapter 2. At the beginning of the chapter, 

definitions, terms, descriptions of characteristics and features in real scenarios, and how they 

influence one another are detailed. Besides, the chapter further discusses the measurement 

methods, including the advantages and disadvantages. Subsequently to these descriptions, a 

literature review of critical components of the study is presented to include past, current, and 

potential future research to understand them better. Meanwhile, a general summary is 

documented towards the end of the chapter to provide quick insight into future studies. 

Chapter 3 presents a study conducted on analysing aerosol-cloud climatology over South 

Africa. Based on satellite data, the study attempts to identify and understand the 

characteristics of aerosol and cloud over the study region. The investigation covers aerosol 

sources, dispersion, transport processes, and the effect on clouds, precipitation, and climate. 

In the end, the study explained the process of ACPI and its impacts on the environment. 

In Chapter 4, a study on the aerosol optical properties and validation of satellite and model 

data over South Africa is presented. The investigation becomes necessary because of the wide 

use of satellite aerosol data due to the limited coverage of ground monitoring stations. 

Several climatic change-related studies depend on these data types, particularly in remote 

areas. Therefore, assessing these datasets is essential to enhance the confidence level of those 

studies and the scientific stance on climatic change.  

Chapter 5 presents a study on machine learning as a form of future weather prediction tool. 

The study examined the capabilities and prospects of satellite-acquired data as input to 
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predict precipitation. Besides, the result provides insight into adopting this method for 

weather prediction mainly to assist farmers in rural communities. 

Finally, in Chapter 6, a general summary of results and findings from studies carried out 

throughout this thesis is presented. Furthermore, the presentation includes the challenges and 

achievements associated with the project. 
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Chapter 2 – 

Background theory and Literature review 

2.1 Aerosols 

Atmospheric aerosols are suspensions of mixed particles of solid and liquid with 

heterogeneous physical and chemical composition in the air [1, 2]. The particles are highly 

variable in time and space due to numerous factors such as the size distribution, sources, 

mode of formation, and atmospheric dynamics. Examples of aerosols include mineral dust, 

sea salt, pollen, fumes, and smoke. Due to the dynamic nature and heterogenous interactions 

amongst individual aerosol types in most environments, identifying and distinguishing the 

spatial distribution amongst aerosol types are quite complex [3]. Aerosols are generally 

described and classified by their size, formation mechanism, concentration, emission source, 

chemical composition, and localisation. An illustration of different aerosol classes is as in 

Figure 2.1. 

 

Figure 2.1 An illustration of the different classes and sources of aerosols [4]. 
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Aerosols are classified into two groups regarding the formation mechanism or method of 

emission, namely primary and secondary aerosols. Primary aerosols mainly result from 

fragmentation or combustion processes and are usually emitted directly into the atmosphere. 

They exist as organic (particles made-up of carbon typically from living things) and inorganic 

(particles from non-living things such as mineral sources) components and can change 

structure due to gas-to-particle conversion, coagulation, and humidification. Organic primary 

aerosols such as smoke from burning or combustion, spores, and pollen are typically less than 

1 µm in diameter and have long atmospheric lifetimes [2]. However, primary inorganic 

aerosols, including mineral dust, volcanic ashes, and sea salts, are bigger than 1 µm in 

diameter and exhibit shorter residence time (typically days) in air. The larger portion of 

aerosols found in the atmosphere originates from primary sources [2, 5]. 

Secondary aerosols are formed in the earth’s atmosphere through transformation processes of 

precursor gases to create new particles (gas-to-particle conversion) [2, 6]. They are mainly 

formed through heterogeneous nucleation of water vapour by pre-existing particles [7, 8]. 

Secondary aerosol particles are primarily made up of a mixture of compounds such as organic 

carbon (OC), sulphate, and nitrate, which are generally small (mainly submillimetre) and 

suspended in the air for periods ranging from days to weeks [9]. Their precursor gases are 

primarily emitted from fossil fuel combustion, volcanic eruption, biogenic emission, and fire 

events [10]. 

The aerosol suspended over a location is the function of activities or processes around the 

area, including physical, chemical, and biological processes, or combined depending on the 

sources and the proximity to other potential sources [11]. Thus, aerosols are classified as 

natural and anthropogenic in emission sources.  The aerosol emitted in the process of natural 

events is called natural aerosols. These categories of particles are emitted independently of 

human influences, and examples include volcanic ashes, sea salt, deserts, dust, and pollens. 

They represent the largest source of aerosol emission globally [10], and the impacts on the 

environment are a function of their individual properties. 

In contrast, anthropogenic aerosols occur mainly through human activities and interaction 

with the natural environment. Examples include fossil fuel, agricultural activities, biomass 

burning, insecticide or perfume use, and industrial processes. Since humans are the primary 

driver of anthropogenic aerosols, the variation (over an area) depends on the population, local 

activities, and proximity to aerosol sources. For instance, aerosols found around residential 
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areas are habitually different from those observed near an industrial area, although they 

sometimes have common signature. According to the current trends in aerosol studies, 

climate scientist still holds anthropogenic aerosols responsible for the imbalance in global 

climate [12, 13]. However, the issue is still debated critically and has attracted more recent 

studies globally [11, 14, 15]. 

Another means of aerosol classification is by employing particle size (diameter or radius) and 

distribution. However, aerosols are heterogeneous irregular-shaped particles (no specific 

diameter) in nature. Therefore, to resolve this challenge of non-sphericity and inhomogeneity, 

an idealisation based on spherical assumption is considered for particle sizing. There are 

several ways of specifying the particle size in terms of a specific diameter such that the 

features correspond with the items used as reference (i.e., equivalent diameter). These 

approaches include aerodynamic diameter, electric mobility, terminal velocity, and density. 

Subsequently, a size distribution model is used to group aerosols into three distinct groups. A 

widely used model is the log-normal size distribution model, which is represented by [16, 

17]; 
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From the log-normal distribution, aerosol particles are mainly categorised into two aerosol 

modes: fine and coarse mode aerosols. Often, the fine mode is divided as Aitken and 

accumulation mode aerosols [2, 17]. The Aitken, also called nucleation mode aerosols, 

consist of ultra-fine particles of diameters typically less than 0.1µm. Meanwhile, the 

accumulation mode is slightly bigger than the Aitken mode with a size in the range of 0.1-

2.5µm, and the coarse mode particle has an aerobic diameter greater than 2.5µm [18, 19]. 

Figure 2.2 below shows the size distribution of aerosol particles based on the log-normal 

distribution function. In addition, based on the particle size distribution, aerosol concentration 

can be expressed by a number, surface area, volume, or mass per unit volume. Therefore, the 

different aerosol modes and the possible ways of describing the concentration, number 

concentration is predominantly of fine particles (combined Aitken and accumulation mode 

aerosols), and coarse mode aerosols dominate mass or volume concentration. Furthermore, 

aerosol particles of size below 0.1µm in diameter (i.e., typically nucleation mode aerosols) 

are named particulate matter 0.1 (PM0.1) based on air quality classification. Likewise, 

particles having a size in the range of 0.1 <   < 2.5 µm (i.e., accumulation mode aerosols) 

where   is the diameter are called particulate matter 2.5 (PM2.5). Finally, particulate matter 

10 (PM10) is the name given to aerosols of size   > 10 µm (mainly coarse mode particles). 

These naming are essential for understanding the aerosol impact on air quality and health, as 

demonstrated by several studies [20-22]. 

 

Figure 2.2 Typical aerosol particle size distribution chat based on the log-normal function. 
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Aerosols classification can also be viewed in terms of the localisation of the particles (i.e., the 

specific environment where they are found). Different environments are associated with the 

emission of varying aerosol types, depending on the area’s characteristics. For instance, a 

bustling environment consisting of tarred roads is unlikely to produce much dust compared to 

an untarred road. On this note, aerosols are classified as continental, urban, rural, maritime, 

desert, remote continental, free tropospheric, and polar aerosols according to localization. 

Each aerosol class sometimes contains single or multiple types of aerosols depending on the 

features of the location, processes, and proximity to a particular aerosol type domain. Table 

2.1 below illustrates aerosol classification by locality based on the predominant types of 

aerosols found in these environments. 

Table 2.1 A summary of aerosol types predominantly found in different environments [3, 14, 

20]. 

Locality Continental Urban Semi-urban Rural Maritime Desert Polar stratospheric 

Aerosol type 

Mineral dust  -   -   - 

Sea spray - - - -  -  - 

Carbonaceous     - - - - 

Sulphate -   -  -   

Nitrate -    - - - - 

Biogenic        - 

Volcanic - - - - - -   
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2.1.1 Descriptions of different aerosol types 

Several types of aerosol particles emerging from different emission sources are found in 

suspension in the atmosphere. A brief description is as follows. 

Mineral dust: This includes mineral-rich sand, rock debris, topsoil, and other particles of the 

earth’s crust suspended in the air. They predominantly originate from the desert and other 

open earth surfaces without vegetation or with less vegetative cover, such as farmland and 

untarred roads [23, 24]. Their formation mainly results from wind action on desert dust and 

the weathering of rock surfaces [23]. Mineral dust (MD) comprises fine and coarse mode 

aerosols but predominantly coarse or larger size particles. Their constituents are mainly 

compounds of oxides and carbonates like Fe2O3, SiO2, CaCO3, and Al2O3. An essential 

feature of MD is the possession of high scattering and low absorption characteristics, hence, 

plays a significant role in reflecting solar radiation and influencing the earth’s energy budget 

[2, 25]. 

Sea spray: includes sea salt (SS), marine organic, and inorganic matter mainly originating 

from the sea. Sea sprays are predominantly coarse-mode aerosols when considering the 

concentration by volume or mass. However, the concentration by number is mainly fine 

mode like most other aerosol types due to marine organic matter. Sea spray formation occurs 

in the sea-atmosphere boundary layer through the actions of wave break in releasing its 

constituents encapsulated in bubbles to the air [2, 26]. This aerosol type just like MD is one 

of the most important natural aerosol sources characterised by high scattering and low 

absorbing properties. Besides, SS as a constituent of sea spray, is highly hygroscopic, thereby 

enhancing the population of large particle aerosol due to swollen process after water intake 

from the air [27, 28]. Sea spray aerosol, particularly SS, is vital to the earth’s radiative 

forcing (RF) and a critical component for cloud droplet (Cd) and precipitation formation 

through their actions as cloud condensation (CCN) and ice nuclei (IN) [11, 12, 26]. 

Carbonaceous aerosols: include organic (OC) and black carbon (BC) or elemental carbon 

(EC), which are mainly products of incomplete combustion of fossil fuels or BB and decay of 

organic matter [5, 11]. Besides, they are produced as secondary aerosols through atmospheric 

oxidation of volatile organic compounds (VOC) following chemical reactions or gas-to-

particle conversion [29, 30]. Carbonaceous aerosols are mainly fine-mode particles and reside 

in the air for longer (typically weeks to months). They are the most predominant type of 



 
- 19 - 

aerosol associated with anthropogenic sources and constitute the bulk of aerosol particles 

observed in a densely polluted environment. In terms of natural sources of emission, wild or 

forest fires constitute the single most significant natural source of carbonaceous aerosol 

emission. Carbonaceous aerosols are characterised by scattering and high absorption 

properties, resulting in an impactful effect on incoming solar radiation, global RF and 

visibility [31, 32]. Also, carbonaceous aerosols are important component of cloud and 

precipitation formation through their acting as CCN and IN. Besides, this aerosol is one of 

the chief causes of several health complications due to aerosol through air pollution [33, 34]. 

Sulphate aerosols: include fine crystallised solid and liquid droplets of sulphate or sulphuric 

acid neutralised (wholly or partly) by ammonia. They are mainly produced from SO2 

emission by natural sources like volcanic eruption and dimethyl sulphide (DMS) from marine 

phytoplankton and anthropogenic activities such as BB and fossil fuel combustion [35]. The 

formation process mainly occurs in the atmosphere following chemical reactions by precursor 

gases such as SO2, HNO3 and H2SO4 [10]. They are primarily fine-mode aerosols with long 

residence time in the atmosphere. Likewise, they exhibit an entire scattering of incoming 

solar radiation across the solar spectrum, with albedo approaching one (i.e., ω0 ≈ 1.0) and 

slight absorption at near-infrared wavelengths [36]. Sulphate aerosols are also found to 

contribute a significant portion of sub-micron aerosol by mass of anthropogenic aerosol 

loading and RF [37, 38]. Results from several models have demonstrated that sulphate 

aerosols have net negative RF, thereby causing a cooling effect on the earth [16, 35]. 

Furthermore, it acts as CCN and IN, forming smaller cloud droplets to influence the 

precipitation rate. Besides, poor air quality alongside several health risks has been linked to 

its emission following various studies [16, 33]. 

Nitrate aerosols: include aerosols formed from chemical reactions through precursor 

compounds like ammonia and nitric acid in the atmosphere. Their production is 

predominantly from chemical reactions in the atmosphere during BB, industrial processes, 

production and application of synthetic fertilisers, and fossil fuel emission [39, 40]. Nitrate 

aerosols are mainly a mix of coarse and fine-mode aerosols. A high concentration of fine-

mode nitrate particles is chiefly associated with industrial activities, while a low 

concentration of fine-mode aerosols indicates rural areas [21, 36, 41]. They are mainly 

scattering aerosols and non-absorbing in the visible wavelength band. Nitrate aerosols play a 

significant role in the earth’s RF and the general surface climate. Studies have indicated that 
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the net radiative effect due to its emission is negative RF with an estimated value ranging 

from -0.03 to -0.22 Wm
-2

 [36, 42-45]. However, according to the [36] report, the mean direct 

RF is referenced as -10 Wm
-2

 based on the estimated value at the top of the atmosphere 

(TOA) since the scattering characteristic is mainly conserved (i.e., absorption is negligible). 

Apart from the direct radiative effect, nitrate particles act as CCN to modify the 

microphysical properties of the cloud, hence, indirectly impacting the global climate. 

Besides, they are notably an important source of air pollution and detrimental to human 

health [46]. 

Biogenic aerosols: include pollen, spores, bacteria, dandruff, skin remains, fungi, other 

similar biological materials emitted into the atmosphere. They are a mix of coarse and fine-

mode aerosols and typically range in sizes between the nanometres and submillimetres scale 

[2]. Biogenic aerosols (i.e., primary biogenic aerosols PBA) are mainly emitted directly into 

the atmosphere from vegetative and marine environments. They are also formed indirectly as 

biogenic secondary organic aerosols (BSOA) from volatile biogenic gases (VBG) through 

gas-to-particle conversion. In terms of their impact on the climate system, they interact 

directly with incoming sun radiation by scattering and absorption and indirectly through the 

formation of CCN to influence the earth’s energy budget [5, 47]. Moreover, they are vital to 

cloud and precipitation formation through acting as CCN and IN [6]. Biogenic aerosols are 

also significant in distributing biological and reproductive materials amongst living 

organisms and enhancing the spread of diseases [10]. Studies have linked several bacteria, 

fungi, and virus respiratory allergies and other infectious diseases to the presence of biogenic 

aerosols in the air [20, 46, 48]. 

Volcanic aerosol: also called stratospheric aerosol, includes SO2, volcanic ashes, gases, and 

debris emitted into the earth’s atmosphere in the events of volcanic eruptions. They are 

sulphur-rich and typically composed of a mix of coarse and fine mode particles, and their 

constituents often reach the stratosphere due to the extrusive force [2]. A substantial amount 

of VA, especially SO2 gas and H2S is suspended in the stratosphere and mostly converted into 

sulphuric acid [49, 50]. The conversion process typically occurs for weeks to months after the 

first eruption, while the residence period of the resulting particles can reach up to 2 years. A 

handful portion (mostly MD and volcanic ashes) are found in the troposphere, depending on 

the extent of the extrusive force. Generally, VA is mainly a reflector of incoming solar 

radiation and have a net cooling effect on the earth [2, 50]. Through complex chemical 
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reactions in the stratosphere, VA significantly contributes to the depletion of the ozone layer 

[49].  

2.1.2 Importance of aerosol 

Atmospheric aerosols are emitted into the atmosphere, undergo a transformation, and are 

systemically removed (after residence time) from the air. These processes constitute a vital 

component of different phenomena occurring on earth and impacting its inhabitants. These 

include direct, indirect, and semi-direct interactions with solar radiation, thereby affecting 

changes in climate, formation of clouds, acid deposition, reduced visibility, air quality and 

human health, and heterogeneous chemistry. Thus, some of the most critical roles of aerosols 

are briefly discussed below [2, 12]. 

Radiative effect: aerosols are vital in modifying the incoming solar radiation through direct, 

indirect, and semi-direct interactions, thereby influencing the RF (i.e., causing a cooling or 

warming effect) and inducing a change in the climate condition. The direct interaction 

involves scattering, absorption, and reflection of incoming solar radiation leading to the 

modification of the amount of energy reaching the earth’s surface hence, altering the earth’s 

energy budget (EEB) [51, 52]. The indirect interaction involves the formation and 

modification of microphysical properties of the cloud through their actions as CCN and IN in 

regulating the incoming sun radiation [47, 53, 54]. Meanwhile, the semi-direct represents the 

warming of the cloud resulting in its evaporation and affecting the general dynamics to 

induce climate change [51, 55]. According to IPCC (2013), the direct radiative effect is now 

referred to as aerosol radiation interaction (ARI), while the indirect and semi-direct effects 

are defined as aerosol cloud interaction (ACI). Thus, the RF (Wm
-2

) due to ARI, also called 

the direct aerosol radiative forcing (DARF) is defined as [56]; 

                                                                 (   ) 

where, 

       radiative forcing within the atmosphere, 

       changes in the net fluxes due to aerosol (i.e., under cloud-free condition) at the 

top of atmosphere (TOA), and 
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       changes in the net fluxes due to aerosol (i.e., under cloud-free condition) at the 

bottom of atmosphere (BOA). 

Furthermore, each of       and       are evaluated following the expressions respectively 

[56]; 

      (    
       

  )  (    
  
     

  
)                             (   ) 

and 

      (    
       

  )  (    
  
     

  
)                             (   ) 

where the arrows indicate downward (↓) and upward (↑) fluxes respectively, α and β denote 

conditions with and without aerosol respectively. 

Air quality and human health: aerosols play a critical role in influencing air quality and 

subsequently impacting human health. Atmospheric aerosol emission to the air often causes 

air pollution, especially around the urban and industrialised areas where loads of toxic 

substances are released into the atmosphere, thus resulting in poor air quality[2, 9]. The 

persistence of this trend tends to expose humans and animals to different health threats. 

Several health complications, especially respiratory and heart-related diseases such as cold 

flu, cough, catarrh, bronchitis, and pneumonia, reported in various health facilities have been 

linked to air pollution and aerosols [46, 57]. Since aerosols of mostly fine-mode particles 

with size in the range of PM0.1 and PM2.5 resides much longer in the air, they can penetrate 

the respiratory organs through inhaling by habitant, thus affecting the wellbeing of the 

inhaler. 

Cloud formation: aerosols constitute an essential component in cloud formation through their 

action as cloud condensation nuclei (CCN) and ice nuclei (IN). Water vapour condenses on 

the CCN and IN at supersaturation to form cloud droplets that eventually develop into clouds. 

Studies have shown that the higher the concentration of the aerosol particle at fixed cloud 

liquid water (Cw), the higher the concentration of smaller size cloud droplets [53, 58] and the 

lesser the rate of coalescence [6, 54]. Consequently, rain-bearing cloud development is 

affected, and precipitation is delayed or completely suppressed [59, 60]. They increase 

atmospheric stability by modifying the clouds’ microphysical properties to prolong their 
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lifetime [47, 54]. Aerosols also invigorate existing cloud droplets to enhance their vertical 

development leading to Cw growth, thus intensifying rainfall [61, 62]. 

Reduce visibility: intense emission of aerosol, especially fine mode aerosols that typically 

possess a longer lifetime in the air, reduces visibility through multiple particle reflection and 

scattering of light, thereby obstructing mobility. Absorption and scattering of light usually 

result in light extinction capable of degrading visibility up to < 1 km as observed during 

heavy smoke or smog, thereby hindering traffic flow [23]. Such events are experienced in the 

natural cause of haze and anthropogenic motivated smoke or pollution, resulting in varying 

negative incidents like serious motor accidents, flight cancellation, slow traffic movement, 

and economic hardship [11]. 

Environment: aerosol particles, particularly the coarse mode aerosols, often escape gravity, 

resulting in gravitational settling on surfaces as observed in dusty and unhealthy 

environments [11]. Natural and anthropogenic sources often cause this form of aerosol effect, 

thus frustrating attempts to clean and beautify the environment and aggravate poor health 

conditions [2, 11]. The impact of atmospheric aerosols on the environment is mainly felt over 

locations close to sources of MD, such as deserts, quarries, busy untarred roads, and areas 

with general poor infrastructure (e.g. gravelled roads) [23]. 

Acid deposition: aerosols induce acid deposition in the atmosphere through the emission of 

toxic compounds such as sulphur dioxide and nitrogen oxides, mostly during industrial 

processes and fossil fuel combustion. Once these compounds are released into the 

atmosphere, they undergo chemical conversion to induce secondary pollutants like sulphuric 

and nitric acid that subsequently dissolve in vapour to produce acid rain, snow, or fog [2, 63]. 

The acidic water droplets from the chemical conversion are sometimes transported far away 

from the source by air masses before being precipitated to the earth [6]. 

Heterogeneous chemistry: aerosols create an avenue for chemical reactions to occur in the 

atmosphere. An example is the ejection of SO2 and HCl into the atmosphere by volcanic 

eruptions. In the case of SO2, it reacts with vapour to form H2SO4 which depletes the ozone 

layer [6, 63]. As for HCl, the concentration of stratospheric aerosol increases by the ejection 

process whereby HCl is removed rapidly by liquid water due to its high solubility and active 

bleaching properties [6, 63]. The output combines with SO2 to form H2SO4 which depletes 

the ozone [50]. 
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2.1.3 Processes modifying atmospheric aerosol 

Atmospheric aerosol particles suspended in the air are emitted from different sources and 

environments. Due to varying modifications, they are observed in the atmosphere to change 

properties subject to the residence environment periodically. These modifications are 

potentially influential to the resultant impacts on the environment. Some essential processes 

that influence suspended aerosol include emission, removal, and transportation [2, 10]. 

Suspended aerosol generally changes characteristics in the event of new emission or 

formation of new particles from precursor aerosols. An example of such an occasion is the 

characteristic changes in aerosol suspension and the atmospheric condition during intensified 

industrialisation (Pro-industrialisation) and new volcanic eruptions [12, 31, 50].  

In the case of aerosol removal, suspended particles are systematically ejected from the air 

mainly by gravitational settling (or sedimentation), wash-out, and cloud deposition. 

Depending on the aerosol type and period, it often changes the suspended particles and the 

atmospheric conditions [11]. Sedimentation involves settling particles on surfaces due to 

gravitational pull toward the earth. An example is the settling of mostly coarse mode aerosols 

(e.g., MD) on surfaces in a dusty environment, like experienced during the Harmattan period 

over most sub-Saharan Africa countries [23]. Meanwhile, aerosol removal through 

precipitation refers to wash-out. Here, the particles removed include those that have acted as 

CCN or IN and others in their standard form in the air. This removal process spans fine and 

coarse aerosols and is typically experienced after rainfall, leaving a pristine environment [11]. 

In cloud deposition, aerosols entrapped in the clouds during cloud formation or scavenging 

are deposited on highly elevated ecosystems (e.g., hills, vegetation) due to impaction or 

interception by such platforms [11, 64].  

Nevertheless, the removal mode is a function of the aerosol type and the residence time. 

Thus, the residence time denoted by τ
*
 is the average period of retainment of a particle in the 

atmosphere and is mathematically expressed as [2]; 

   
 

 
 
 

  
                                                                  (   ) 

where, 

   the vertically integrated particle concentration 



 
- 25 - 

   the source flux, and 

    the removal or sink flux. 

So, particles with a short residence time (mostly coarse particles or with D > 1.0 µm) are 

more removed by dry deposition (i.e., sedimentation) due to their weight. While those having 

a longer lifetime in the air (aerosols of D < 1.0 µm) are mainly ejected from the atmosphere 

by wet deposition (i.e., wash-out and cloud deposition) [2]. 

Atmospheric aerosol transport by air masses also plays a crucial part in modifying suspended 

particles. In or outflux changes (increases or decreases) both the chemical and physical state 

of the suspended aerosols in the destination or origination point, respectively [11]. A typical 

example is the motion of MD or BB aerosols from the source region to neighbouring 

locations, influencing the existing suspended aerosols as observed from various studies [57, 

65]. Therefore, understanding the processes inducing aerosol modification and impacts over a 

region is essential for aerosol modelling, proper evaluation, and prediction of its potential 

effects on the area under consideration. 

2.1.4 Measurements of aerosol 

Atmospheric aerosols constitute a vital role in transforming the earth and its inhabitants. 

However, understanding these particles and how they influence the atmosphere are engulfed 

by several uncertainties such as their role in mixed cloud formation and precipitation 

suppression. Therefore, prior knowledge of aerosol characteristics is required to evaluate how 

aerosols impact these components (i.e., the atmosphere and environment). In nature, 

atmospheric aerosols often exist heterogeneously where several types are mixed in the air, 

each having distinct chemical and physical features [2, 12]. So, to adequately quantify and 

understand their net effects, measurements are made to assess their individual and general 

characteristics. Appropriate measurements are essential in establishing these particles’ 

chemical and physical behaviour in aerosol science. 

There are several ways to measure aerosols depending on the interest characteristics and 

circumstances. Thus, the methods are broadly classified based on the sample size (i.e., 

ensemble or single sample) and the investigation environment (i.e., field or laboratory) [66, 

67]. In terms of the sample size, the ensemble method is more adopted. The ensemble method 

involves sampling the distribution of aerosols (i.e., particles of different types and sizes) to 
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provide information on the average characteristic of the sample under investigation [67]. An 

example of an instrument used for ensemble measurement is the filter sampler. This 

instrument analyses the size, distribution, and concentration of particles in the air and is most 

useful for air quality assessment. As for the single sampling technique, only a specific type of 

aerosol is studied at a time. Hence, not suitable for heterogeneous aerosol as typically 

observed in a spatial domain [67]. Instead, this method helps analyse a single aerosol type in 

a controlled environment. Such instruments including a differential mobility analyser (DMA) 

and optical particle counter (OPC). They offer more detailed information regarding the 

properties of the sample under investigation [67]. 

Concerning the investigation environment, laboratory measurements entail evaluating the 

properties of aerosol under an idealised, controlled environment. This method considers 

single or collections of aerosol samples subjected to numerous laboratory tests to establish 

their properties. The technique deployment takes the form of modelling by using known 

information about the sample combined with physical equations to evaluate specific metrics 

valuable in describing their properties. Although this measurement approach is most helpful 

in simulating climate scenarios and prediction, it cannot effectively quantify the aerosol 

properties in their natural environment [68]. Examples of instruments utilised in laboratory 

measurements include electron microscope, particle counters, X-ray diffraction (XRD), and 

radiometers. 

On the contrary, field measurements involve observing aerosol properties in their natural 

environment without removing them. This measurement technique is either deployed by 

taking the measuring instrument directly in contact with the particles of interest in the 

atmosphere (in-situ measurement) or remotely interacting with the samples without the 

device having direct contact with them (remote sensing). As earlier indicated, this method is 

advantageous over the laboratory approach considering the ability of the measuring 

instrument to interact with the sample in their most desired form (i.e., natural environment) 

without altering their existence [66, 67]. Nonetheless, they (in-situ and remote sensing) still 

have their intuitive disadvantage ranging from high uncertainty in measurement and limited 

spatio-temporal coverage to cost implication, amongst others depending on the options. 

Regardless of the associated drawbacks, field measurements still serve as the most adopted 

method in monitoring and establishing aerosol properties in any environment [67, 69]. 

Meanwhile, the instruments used in field measurement are mainly similar to those used in the 
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laboratory evaluation. Particle analysers and radiometric instruments are the most commonly 

used for this technique. 

Following the numerous techniques applied in the measurement of aerosols, most studies 

consider more than one method in establishing the particle behaviours since no single 

measurement is suitable to quantify their properties effectively. The reason is that the 

methods possess different limitations [67] and require varying approaches to take 

measurements. 

2.1.5 In-situ and Remote sensing of aerosol 

In aerosol studies, field measurement comprising in-situ and remote sensing is the most 

common and vital means of deriving aerosol properties and assessing their impacts. As 

pointed out earlier, in-situ allows observation of aerosols by direct contact or temporarily 

removed from their original environment. This method includes the use of mechanical means 

(e.g., impactors and filters) or electromagnetic radiation (e.g., OPC and spectrometers) to 

establish the properties of aerosols such as the size distribution. Although confronted by some 

limitations, in-situ measurement constitutes the most reliable form of observing aerosols [67, 

70]. These include poor spatio-temporal coverage, expensive setup cost, laborious and uneasy 

to manage, and terrain selective. Measurements using this technique are through land-based 

or airborne setups. The former arrangement follows device installation on surface platforms 

such as the ground, mast, building tops, and moving vehicles. Meanwhile, the latter requires 

an instrument attached to a flying object like an aircraft or a weather balloon within the lower 

atmosphere. 

Remote sensing is the fastest growing mode of observing aerosol in recent times and is 

mainly based on interacting with the samples remotely or indirectly with no physical contact 

to establish the desired measurements [69]. According to this method, electromagnetic 

radiation-based instruments are made used of in the process of acquiring information 

regarding aerosol samples. In terms of accuracy, remote sensing measurements are less 

accurate than in-situ observation [66, 67]. However, it is advantageous in the aspect of spatial 

and temporal coverage. Also, it is less expensive in the long run and boasts of flexibility with 

most terrain [69]. Remote sensing is deployable from the earth’s surface (i.e., ground remote 

sensing), airborne (flying platform in the lower atmosphere), and spaceborne (i.e., satellite 

remote sensing). Each of these platforms possesses advantages over one another. Hence, they 
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are often used in tandem with one another to strengthen the reliability of the measurements. 

Generally, of the three platforms stated earlier, ground and satellite remote sensing are most 

used for aerosol and climate studies. 

Ground-based platforms are less uncertain than satellite instruments of the two commonly 

used remote sensing methods [11, 71]. One reason is that the ground stationed device can 

observe aerosols more directly with less interference from the clouds. Besides, they are 

mostly stationary or sometimes moveable around a small comparable spatial extent to acquire 

consistent location measurement. Nevertheless, the most critical limitation is the small spatial 

coverage, as large numbers of this setup are required for sufficient coverage [69]. Also, setup 

and running costs are high and become more expensive to achieve a large area. As for the 

satellite platforms, measurements are more uncertain due to clouds and other space 

interferences. Yet, satellite observation offers broader spatial coverage and is more cost-

effective (i.e., one satellite instrument can transverse the entire earth). Furthermore, 

observation using this medium is relatively stable, providing data without interruption for 

extended periods [11]. 

Although, the measurement of atmospheric aerosol has evolved especially over the last few 

decades with the improvement in model deployment, satellite observations, and increase in 

the ground monitoring system [11, 69]. However, the challenges posed by considerable 

uncertainty remain persistent due to the inability of a single instrument to accurately quantify 

the properties of aerosols in the atmosphere [72]. As mitigation against this drawback, most 

studies consider more than one instrument in establishing the characteristics and impacts of 

atmospheric aerosols [11, 73]. 

2.2 Principle of remote sensing 

Remote sensing works based on the interaction of electromagnetic radiation (EMR) or energy 

(EME) between a device called the sensor and a target object.  The knowledge of 

electromagnetic radiation dates back to the 17th century, following the first publication of its 

theory [69]. More was known about EMR following the discoveries of infrared and 

ultraviolet radiation in the 19th century. Subsequently, James Maxwell developed the 

equation for an electromagnetic field later in the same century [69]. Thus, EMR is mainly 

waves of electromagnetic fields bearing radiant energy propagating through space at the 
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speed of light. This radiation consists of both electrical (E) and magnetic (B) fields that vary 

in magnitudes perpendicularly to the direction of propagation, as shown in Figure 2.3 below.  

 

Figure 2.3 An illustration of EMR travelling in the x-direction, with the electric field E (red) 

and magnetic field B (blue) propagating in directions y and z respectively [74]. 

EMR possesses fundamental properties, energies, and predictable behaviours. Hence, it is 

modelled as wave and radiant energy. Since EMR is modellable as a wave, then it can be 

represented by a sinusoidal wave function [69, 75]; 

      (
  

 
   )                                           (   ) 

where, 

   amplitude of the wave 

   wavelength 

   number of oscillations 

   phase. 

Thus, three key parameters (i.e., wavelength, amplitude, and phase) in equation (2.7) are 

essential for characterising EMR. Meanwhile, of the three parameters, the wavelength is a 

factor that differentiates one EMR from another, as it will be observed from the 

electromagnetic (EM) spectrum in a subsequent section (i.e., section 2.2.1) [75]. Examples of 

EMR are the blue and red lights with   around 450 nm and 650nm respectively and constitute 

part of the visible light spectrum. Further implications of the differing wavelengths apart 

from the colour variance will be seen in due course. 
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Following the wave equation, it is convenient to relate the wavelength to the speed of light 

( ) by defining the period ( ) of the wave. Thus,   is the time required to complete a cycle 

(i.e., attaining one   of a particular EMR). Then, the frequency   is given by [75]; 

  
 

 
                                                                        (   ) 

therefore, 

                                                                         (   ) 

Typically,   is a constant and has a value of 2.98 m/s such that   and   are inversely related. 

Hence, the shorter the wavelength, the higher the frequency of the radiation (e.g., blue light 

possesses higher energy than the red counterpart). In remote sensing, the wavelength is vital 

to the targeted measurement because different objects interact with EMR differently, giving 

rise to the importance of EM-spectrum and atmospheric window (see section 2.2.2). 

Following equation (2.9) and the ability to represent EMR in terms of energy in a photon, the 

energy    held by a photon is quantified by [69, 75]; 

                                                                        (    ) 

where    Plank’s constant and                  ;    frequency. Equation (2.10) is 

further expressed in terms of the speed of light as 

  
  

 
                                                                   (    ) 

Also, the momentum   of the radiation is written as 

  
 

 
 
 

 
                                                             (    ) 

Going by the last two equations, the lower the wavelength, the higher the energy of the 

photon, and the higher the  , the lower the values of   and   (i.e., lower energy level). 

Relating these equations to the different EMR leads to the EM-spectrum. 

Similarly, because matters possess varying characteristics, like interacting differently with 

EMR as earlier stated, remote sensing banks on the capabilities of some matters to radiate 



 
- 31 - 

EMR in establishing their properties. These categories of matters exhibit molecular agitation, 

such as the sun, which is the primary source of energy to the earth. Like the sun, several other 

matters, including some aerosols, absorb radiant energy and remit them. Therefore, by 

exploring the concept of a black body (  ) that is a body that can absorb all radiation hitting 

it (absorption = 1) and is capable of re-emitting such energy (emissivity = 1), conveniently 

the EMR are relatable to temperature and associated λ. Thus, further to equation (2.12), the 

radiant energy can be related to temperature through the wavelength of maximum emission 

     as demonstrated by Wein’s law [69]: 

     
 

 
                                                              (    ) 

where 

   constant with value ≈ 2900 µmK 

   temperature in Kelvin 

and following the Stephan-Boltzmann relation in the evaluation of the temperature of a    

                                                                  (    ) 

where   is a constant that has a value ≈                    . 

Hence, the principles described by equations (2.7-14) are generally explored to evaluate the 

properties of the various atmospheric phenomenon and their consequential impacts in remote 

sensing. 

2.2.1 EM-spectrum 

The EM-spectrum is the band of frequencies and wavelengths of EMR along with their 

energy levels. The spectrum ranges from low frequencies and the corresponding wavelengths 

to high frequencies (at smaller wavelengths) separated into different categories based on the 

radiation characteristics (see Figure 2.4). Thus, according to the hierarchy of their energy 

levels, the categories include radio waves, microwaves, infrared, visible light, ultraviolet, X-

rays, and gamma rays, with each having distinguished properties [64, 69]. As the name 

implies, the visible light spectrum is the only EMR visible to humans, other bands outside 

this range are invisible to the eye. Nevertheless, in remote sensing applications, the visible 
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light spectrum is deemed useful for the purpose. Other bands such as the radio waves and 

infrared spectra are also explored depending on the target and the propagation medium [69]. 

Also important, not all wavelengths within each categorised spectral band are suitable for 

remote sensing. Only a certain fraction of the spectrum is allowable due to atmospheric 

particles' interaction with the radiant energy [69, 76]. At this point, it is important to 

introduce the concept of atmospheric windows. To better understand the concept of 

atmospheric windows, it is essential to describe the mode of interaction of EMR with matters, 

particularly the atmospheric particles before illustrating the atmospheric windows. 

 

Figure 2.4 An illustration of the EM-spectrum highlighting the visible light spectrum [77]. 

2.2.2 Atmospheric interactions 

Solar radiation is the primary source of EMR and energy, as it radiates most types of EMR 

toward the earth. However, not all radiation from the sun reaches the ground due to the 

filtering of some spectra (i.e., through absorption and scattering) by atmospheric matter as 

they approach the surface [76]. Particles including atmospheric components such as gases 

and aerosols mainly interact with EMR by absorption and scattering [69]. The absorption 

process occurs when matter absorbs EM energy hitting its surface. Similarly, atmospheric 

molecules absorb energy from the sun or other sources at varying wavelengths, thus limiting 

the fractional range of spectrum available for remote sensing [64, 69]. Therefore, the portions 

of EM-spectrum that is sense-able by remote sensing instruments (i.e., spectral bands at 

which EMR transmits through atmospheric molecules) are referred to as atmospheric 

windows, as shown in Figure 2.5. 

(λ) 
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Figure 2.5 The atmospheric windows illustrated from the EM-spectrum [78]. 

In contrast, the scattering process follows the redirection of EMR from the initial path upon 

hitting matters. Remote sensing explores the characteristic scattering of EMR from the sun or 

other energy sources by atmospheric components like aerosols to establish their properties. 

Different aerosol types and atmospheric particles scatter EME differently therefore 

categorised into three main types for remote sensing applications: Rayleigh, Mie, and non-

selective scatterings [69, 76].  Rayleigh scattering occurs during the interaction between 

EMR and particles smaller than the radiation wavelength. This type of scattering causes the 

energy of shorter wavelengths to be scattered greater than longer wavelengths. Hence, this 

scattering is wavelength dependent, and the intensity   of the scattered radiation is estimable 

as [69]; 
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where, 

    intensity of the EMR 

   scattering angle 

   distance of scattering from the observation point 
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   wavelength of EMR 

   refractive index 

   particle diameter. 

Unlike Rayleigh scattering, Mie scattering occurs during the interaction involving EMR and 

particles with a size equivalent to or bigger than the wavelength of the incident radiation [79]. 

This scattering mode is often observed in the lower atmosphere, where large-sized particles 

are predominant. Although Mie scattering is not completely wavelength-dependent, it 

strongly affects longer wavelength radiation [69, 79]. In aerosol science, Mie scattering is 

suitable for observing large-sized aerosols such as MD, SS, and specs. The expression for the 

intensity of scattering at an angle θ due to Mie scattering is given as [69]; 

    
[ (      )   (      ) ]
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                                 (    ) 

where, 

    intensity of the EMR 

   a function of  ,   and    resolved to the perpendicular ( ) and parallel ( ) based 

on complex Bessel-Legendre equation 

   scattering angle 

  
  

  
 = ratio of the refractive index of a particle to the refractive index of 

dispersing medium 

    diameter of the particle 

   scattering distance from the observer. 

The other form of scattering is the non-selective scattering that occurs due to interaction 

between EMR and particles of much bigger size relative to the radiation wavelength [69]. 

This scattering is independent of wavelength within the visible light spectrum as it is 

scattered at all possible wavelengths evenly in this range [69]. Large MD and water vapor are 
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prominent particles that initiate non-selective scattering, and a typical example is a 

whitishness observed from fogs and clouds. 

2.2.3 Components of remote sensing 

Following the different theories that form the basis of remote sensing as earlier illustrated, the 

setup constitutes certain fundamental components to remotely sense a target in any 

application, including atmospheric studies. Thus, a typical remote sensing system indicating 

the basic components is illustrated in Figure 2.6 below. 

 

Figure 2.6 A graphical illustration of the basic elements of remote sensing. 

The components labelled A-G in Figure 2.6 are described as follow;  

Electromagnetic radiation (EMR) source (A): The source of EMR is crucial to a remote 

sensing system setup because it represents the origin of the energy that will interact with the 

target and later be measured by the remote sensor. In aerosol science and other atmospheric 

studies, the sun is the most typical source of EMR to be detected by the sensor [69]. Other 

sources of EMR include the sensing instrument (i.e., active sensor) and sometimes the target 

as some of them radiate energies. 

EMR (B): The EMR is the required energy that interacts with or emitted from the target 

object, meant to be measured by the remote sensor to establish the needed characteristics of 

the target. This component is essential and the basis of remote sensing, as earlier shown from 

the working principle of remote sensors. 
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Target (C): The target or the object of interest is the component needed to be studied 

remotely (i.e., without physical interaction). In atmospheric science, typical targets include 

aerosols and water vapour. 

Sensor (D): The sensor is the intermediary between the object of interest and the data 

products required to evaluate the properties of the target. It is an instrument or device that 

detect and measure EMR emanating from a surface based on the various principles of remote 

sensing described earlier in the previous sections.  Examples of sensors include the sun 

photometer, spectrometer, and laser altimeter. 

Transmitter and receiver (E): The transmitter is a device attached to the sensor where data 

collected by the sensing instruments is transmitted to the processing centre (e.g., Lab and 

station). Hence, it encodes and facilitates data transmission from the measuring sensor to the 

processing centre. Meanwhile, the receiver is just the opposite of the transmitter. A receiver 

collects and decodes data from the transmitter and delivers it to the processing centre in its 

original form as received by the transmitter from the sensor. Thus, the transmitter and 

receiver ensure data delivery from the sensor to the data processing centre. 

Data products (F): The data products are various measurements of an object of interest made 

by a remote sensing instrument. These include the qualitative and quantitative properties of 

the target needful to understand its characteristics and effects. 

Data analysis result (G): Data analysis and result involves the process of scrutinising the data 

products and deriving the appropriate interpretation and conclusion. Here, insightful detail on 

the target properties and the atmospheric and environmental impacts are revealed. 

2.2.4 Types of remote sensor 

Remote sensors are categorised into two based on the operational mode, either the sun is the 

source of electromagnetic radiation (EMR) or generating its own EMR) as, active and passive 

remote sensors. Each type of sensor operates within a specified range of wavelengths in the 

atmospheric window (i.e., windows of atmospheric transmission within the EM-spectrum) 

[69]. The wavelength range within the atmospheric windows allowable to each sensor 

category is illustrated in Figure 2.7 below. 
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Figure 2.7 Bands of wavelength for different remote sensors within the atmospheric windows 

of the EM-spectrum [80]. 

Hence, a brief description of the two types of the remote sensor follows below; 

(a) Active remote sensor: is a remote sensor that generates its own EMR either as an 

electromagnetic wave (e.g., radio wave and microwave) or an illumination (e.g., infrared and 

ultraviolet rays) to interact with the target, then reflected (i.e., energy-carrying information 

about the target) to be sensed by the sensor [69, 76]. An active remote sensor can measure 

both the intensity and phase change (i.e., distance and speed) of the target. Also, it possesses 

capabilities to function both day and night since it generates its own EMR [69]. A simple 

configuration of active remote sensing is shown in Figure 2.8. 

 

Figure 2.8 An artistic illustration of an active remote sensor setup. 



 
- 38 - 

In the general use of active remote sensing instruments, the most common types are Radio 

detection ranging (RADAR) and Light detection and ranging (LIDAR). In the case of a 

RADAR, it mainly generates electromagnetic signals in radio waves or microwaves directed 

towards an object of interest [69]. The reflected radiation (after interaction with the target), 

called the backscatter ( ), is subsequently received through an antenna or receiver to retrieve 

the information about the target. RADARs are basically of three subtypes subject to setup, 

namely 

 monostatic (collocated transmitter and receiver) 

 bistatic (transmitter separated from the receiver) 

 quasi-monostatic (slightly separated transmitter and receiver). 

Irrespective of the configuration, they follow the same principle, and the data derived from a 

RADAR is a function of the power, gain, wavelength, and propagation factor [69, 76]. Thus, 

the strength of EMR received by a radar system is evaluated as [81]; 

   
         

   
 

(  )   
    

                                                         (    ) 

where, 

    receiving power 

    transmitting power 

    transmitting antenna power gain 

    The effective aperture of the receiving antenna; also expressed as    
   

 

  
 

    receiving antenna power gain 

   transmitting wavelength 

   target size 

    pattern propagation factor for transmitting antenna-target path 

    pattern propagation factor for target-receiving antenna path 
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    transmitter-target distance 

    target-receiver distance 

For collocated transmitter and receiver (i.e., monostatic RADAR), the transmitter-target and 

receiver-target distances are the same (i.e.,        ), also the propagating factors for 

both transmitter and receiver are the same (i.e.,        ), it is convenient to write 

equation 2.17 as [81]; 

   
        

 

(  )   
                                                               (    ) 

Then the range   at which the reflected power     and the corresponding transmitting 

power     is; 

  [
        

 

  (  ) 
]

 
 

                                                           (    ) 

The target's speed can also be retrieved from the range by considering the ratio of change in 

range to the corresponding time change. 

LIDAR generates EMR by illumination from a laser producing infrared, ultraviolet, and 

visible light spectrum. The light pulse energy interacts with the object of interest, while the 

instrument senses the reflected pulses (i.e.,  ) to establish vital properties of the target, such 

as distance and speed. The backscatter in this type of remote sensor is mainly received by a 

large telescope and passed on to the sensor [69, 76]. LIDARs work similarly to RADARs, 

except they generate EMR through the light spectrum instead of the radio waves or 

microwaves spectrum. Also, LIDAR is often used to complement a RADAR for data 

enhancement. Like the RADARs, LIDARs have two sub-categories; monostatic (laser and 

telescope are collocated) and bistatic (laser and telescope separated) LIDAR [82]. Although 

LIDAR and RADAR are found on the same principle, the mode of operation differs. Hence, 

the range   of a LIDAR is derivable as [82]; 

  
  

 
                                                                      (    ) 



 
- 40 - 

where   is the speed of light and constant, t is the time for the light to travel to and from the 

sensing instrument. Based on equation 2.20, it is convenient to derive the expression for the 

LIDAR backscatter power as a function of the range as [82]; 

 ( )    ( ) ( ) ( )                                                (    ) 

Where K is an experimentally controlled factor given as; 

    
  

 
                                                               (    ) 

 ( ) is a geometry factor that represents the overlap characteristics of the laser beam and the 

receiver field, hence, given as; 

 ( )  
 ( )

  
                                                          (    ) 

Meanwhile,  ( ) is the transmission term and describe the light pulse lost part, hence, 

expressed as; 

 (   )   [  ∫  (   )  
 
 

]                                             (    ) 

Following the last three expressions, equation 2.21 is writable as; 

 (   )    
  

 
  
 ( )

  
 (   ) [  ∫  (   )  

 
 

]                               (    ) 

where, 

   backscatter power 

    emitted laser power 

   the speed of light 

   the pulse duration of the laser beam 

   effective telescope area 

   system constant 
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   the laser beam receiver field of view overlap function 

   extinction coefficient or attenuation coefficient of the atmosphere 

   range 

   backscatter coefficient. 

(b) Passive remote sensor:  This type of remote sensor does not generate radiation but 

depends on the EMR reflected from the surface of a target after interaction due to initial 

illumination by an external source (e.g., the sun) or the energy radiated initially by the target 

as shown in Figure 2.9. Unlike an active sensor that can measure both the intensity and phase 

change of a target, a passive sensor only measures the intensity of the target object [69, 76]. 

And as such, passive sensors mainly measure an interest object’s radiance and irradiance 

energy.  Also, passive sensors are mostly functional during the day alone since it relies on an 

external source of EMR, primarily the sun [69, 79]. However, exceptional cases occur when 

it only takes measurements of radiance energy at night if the target radiates energy. The most 

common form of passive sensing instrument in atmospheric science is the radiometer and 

spectrometer. 

 

Figure 2.9 An artistic depiction of a passive remote sensing setup. 

The radiometer and spectrometer both measure the intensity of EMR based on a similar 

principle but slightly differ in their mode of operation. The former measure the radiant energy 

at a specified range of wavelength (e.g., infrared, ultraviolet, or microwave wavelength) and 

resolve it to the corresponding temperature called the brightness temperature    [83]. 

Meanwhile, the latter measure the spectral characteristics of the EMR then resolve it into the 
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corresponding colours within the EM-spectrum depending on the intensity. Therefore, for a 

radiometer, the equation relating the target’s temperature is [83]; 

  
  
   

√   

    
                                                           (    ) 

If equation (2.26) is re-arranged, then, 

   
    

√   
                                                            (    ) 

where, 

    the signal of the source (target) in terms of temperature 

    rms receiver output fluctuations in the system temperature or the noise 

      temperature of the system 

   time integration 

    receiver bandwidth. 

The temperatures listed in the above equation links to the Rayleigh-Jean limit from Plank’s 

   equation [83],  

thus, from Plank’s quantization of energy emitted by the radiating body 

        ⁄                                                                   (    ) 

The energy radiated by a    at a given temperature in terms of frequency is 

  ( )  
    

  
 

     ⁄   
                                                         (    ) 

By introducing Rayleigh approximation i.e., 
 

     ⁄   
 
  

  
 in equation (    ) then, we 

obtain; 

  ( )  
     

  
 
   

  
                                                          (    ) 
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where, 

  ( )   spectral radiance at temperature   

   Plank’s constant 

   frequency of the electromagnetic radiation 

   speed of light 

   Boltzmann’s constant 

   absolute temperature of the body 

   wavelength. 

Since the radiometer measures the intensity in terms of the equivalent temperature of a   , 

then,    ( )     and     , equation (    ) therefore becomes; 

   
  

  
                                                                  (    ) 

where, 

    brightness temperature 

    the intensity. 

Following the description of the working principle of remote sensors, the types and 

processes, Table 2.2 below provide examples of remote sensing instruments and a summary 

of their operation and working principle. 
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Table 2.2 Examples of remote sensors and their operational principle [11, 69, 72]. 

Instrument Sensor type Sample application 

Lidar Active Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 

Observations (CALIPSO), laser fluorosensor (LF) 

Accelerometre passive Airborne and satellite instruments 

Imaging radiometre passive Cameras 

Hyperspectral radiometer passive Advance CCD Imaging Spectrometre (ACIS), 

Hyperspectral Ocean Colour Radiometre (HOCR), 

surveillance camera 

Radar active Doppler radars, CALIPSO 

Radiometer passive Sun photometers, Visible Infrared Imaging 

Radiometre Suite (VIIRS), Along-Track Scanning 

Radiometre (ATSR) 

Spectrometer passive TOMS, (Total Ozone Mapping Spectrometre), 

Airborne Visible/Infrared Imaging Spectrometre 

(AVIRIS) 

Spectroradiometer passive Moderate Resolution Imaging Spectroradiometre  

(MODIS), Multiangle Imaging Spectroradiometre 

(MISR) 

Sounder Active/ 

passive 

Visible Infrared Spin-Scan Radiometre (VISSR), 

Stratospheric Aerosol and Gas Experiment (SAGE) 

Scatterometer active Advance Scatterometre (ASCAT), Rapid 

Scatterometre (RapidSCAT) 
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2.3 Clouds and classification 

Clouds are visible light masses of vapour droplets and ice crystal particles formation 

suspended in the air. Unlike aerosols, clouds in their appearance do not have physical contact 

with the earth's surface. This formation of vapour droplets and ice crystal particles varies 

temporally and spatially depending on the height, size, temperature, pressure profile, aerosol 

interactions, wind drags, and other atmospheric dynamics and thermodynamics [84]. Cloud 

constituents (vapour droplets and ice crystals particles) possess a long residence time in the 

atmosphere. The formation of clouds fundamentally occurs from cool, saturated air along 

with water vapour or ice crystal and microscopic particles (i.e., CCN and IN) called 

hygroscopic nuclei [6, 63]. They grow big due to coalescing and collisions of particles, cloud 

droplets, or smaller neighbouring clouds. Further growth of cloud droplets (typically radius < 

1 to 50 µm) along with rapid atmospheric dynamics and thermodynamics leads to raindrops 

(typically radius > 0.5 mm) forming, which are eventually removed by precipitating [72, 85].  

Basically, clouds exist in various forms, possess diverse characteristics, and interact 

differently with the earth’s climate. They are mainly described and classed based on their 

physical structure, shape, size, thickness, height, and ability to produce rainfall [6, 63]. 

Furthermore, clouds primarily reside within the troposphere and stratosphere and are mostly 

found between 0-11 km above sea level [63, 84]. Internationally, the most adopted cloud 

classification system is with respect to their structure, shape, and altitude above the sea [6, 

84]. Hence, with their heights, they are generally classified into three distinct layers; high 

clouds (e.g., cirrus clouds), middle clouds (e.g., altostratus), and low clouds (e.g., cumulus 

clouds). Then in terms of shapes, they are classified as cirrus, stratus, and cumulus clouds. 

Also important, the cloud base height varies with latitude leading to a considerable difference 

in height range for any cloud class over different latitudes [84, 86]. A summarised description 

of the factors considered in the classification clouds considering their latitudinal variance 

where applicable is presented in Tables 2.3 and 2.4 below. 
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Table 2.3 Cloud classification by altitude over different latitudes [63, 84]. 

Cloud class High cloud Middle cloud Low cloud 

Altitude (ft) 16000-50000 6000-23000 Below 6500 

Tropics (ft) > 23000 6000-23000 Below 6500 

Mid-latitude (ft) > 20000 6000-20000 Below 6500 

High latitude > 16000 6000-16000 Below 6500 

Cloud type cirrus, cirrocumulus 

and cirrostratus 

altostratus and 

altocumulus 

cumulus, 

stratocumulus, stratus, 

nimbostratus and 

cumulonimus 

 

 

Table 2.4 Cloud classification by structure [63, 84]. 

Cloud class Cirrus Stratus Cumulus 

Description They earned their name 

from having a hairy 

wispy shape and are 

mainly found as high 

clouds. 

Possess a layer formation 

or forms as a group of 

layers. This type of cloud 

is found in all levels of 

cloud formation. 

Adopts their name from 

being puffy and the general 

heaped fluffy shaped. 

Mainly found in all 

altitudes of cloud 

formations. 

Cloud type 
cirrus, cirrocumulus and 

cirrostratus 

stratus, cirrostratus, 

altostratus, stratocumulus 

and nimbostratus 

cirrocumulus, altocumulus, 

stratocumulus, cumulus and 

cumulonimbus 

 

 

2.3.1 Types of clouds 

Clouds are formed in the atmosphere, and they vary in shape, size, and altitude above sea 

level. There are ten different genera of cloud formation founded on the primary 

characteristics described in Tables 2.3 & 2.4 above, as observed in the atmosphere.  The 

naming of each cloud systemically follows the names of the primary features by including the 

base name and prefixes, hence, described as follows [84]; 
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Cirrus clouds: These are high clouds with a wispy hairy feature and are mainly made up of 

ice crystals. They are found highest in altitude above the sea level over the tropics, with the 

base sometimes exceeding 13 km. Also, they are mainly thin, light in structure, and have a 

low temperature of about -100 K. They are generally non-precipitating cloud systems but 

sometimes produce droplets that do not reach the ground. Cirrus clouds form under fair 

weather conditions and occasionally during warm front when they become more significant 

over time. 

Cirrocumulus clouds are puffy-shaped high clouds, usually whitish in colour but 

occasionally grey. They are approximately similar in size and generally smaller than other 

cloud systems. Cirrocumulus clouds are often aligned in parallel rows and do not precipitate. 

Instead, they are more associated with fair cold weather and commonly occur during winter. 

Cirrostratus clouds: Another category of high-thin clouds, white and often cover most or all 

the sky in a veil-like style. They usually produce halos such that the outline of the sun and 

moon are visible through them. Cirrostratus clouds are predominantly made-up of ice crystals 

and often indicate an approaching front (i.e., usually precede heavy rain or snowstorm). 

Altostratus clouds: are mixed-phase (i.e., contains both ice crystals and water droplets) mid-

level clouds that often cover the entirety of the sky. Grey or blue-grey colour, altostratus 

clouds mostly hid the sun and moon, but their illumination still passes through and mainly 

appears dim behind the clouds. Although these clouds are not precipitating one, however, 

their occurrence (especially when they become thicker) often indicates the coming of a 

stormy continuous light precipitation. 

Altocumulus clouds: are patchy greyish white mid-level clouds predominantly made-up of 

water droplets but occasionally precipitate. They have a woolly appearance and often form in 

groups that subsequently grow thick to the extent capable of completely hiding the sun and 

moon. 

Cumulus clouds: are low puffy clouds, mainly whitish or greyish, with a fluffy shape found 

in the altitude range of 1 to 2 km from the base above the sea level. These clouds often 

resemble floating cotton with a flat bottom and are mainly formed due to rising air due to 

temperature increase during surface heating. Cumulus cloud is associated with the fair 

weather condition and sometimes results in light showers. 
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Stratocumulus clouds: predominantly greyish with traces of whiteness, fluffy low-level 

clouds that tend to be darker as they grow bigger. They are associated with a cloudy 

appearance with less sunny and eventually obscure the sun or moon as they become thicker. 

Stratocumulus clouds mainly consist of water droplets formed closer to the top of the 

boundary layer but produce more drizzling than precipitation, especially in the hills. 

Stratus clouds: often grey in colour and thin, the low-level clouds are known for partly or 

fully covering the sky to the extent that they obscure the sun or moon when thick. They have 

a resemblance to fog but do not extend to the ground. Stratus clouds do not usually 

precipitate, but once they become very thick, they can produce a significant amount of light 

precipitation, particularly around hills and coastal environments. 

Nimbostratus clouds: are thick dark grey clouds that often blot out the sun or moon and 

cover the entire sky. They are primarily associated with continuous moderate to heavy 

precipitation. Nimbostratus clouds are usually fused such that their individuals are difficult to 

pick out and classified as low or mid-level clouds. 

Cumulonimbus clouds: are large, towering clouds mainly formed due to the development of 

deep convection and can reach a very significant vertical extent towards the tropopause. They 

often possess an anvil-like appearance at the top caused by high winds flattening. 

Cumulonimbus clouds consist of liquid droplets at the bottom and tend towards mixed-phase 

to glaciated clouds with altitude. Besides, they are characterised mainly by thunderstorms, 

lightning, and heavy precipitation.  

The pictorial illustration of the described ten (10) predominant types of clouds is shown in 

Figure 2.10 below. 
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Figure 2.10 A graphical display of the ten types of clouds along with their altitude and shapes 

[87]. 

2.3.2 Importance of clouds 

Through their formation, dynamic and thermodynamic processes, clouds play an essential 

role in controlling the earth’s climate system. Every slight change in their physical and 

microphysical processes fuel different and significant feedback mechanisms that influence 

the earth’s climate conditions. As a reflection, some of the importance of the clouds are 

described below. 

Earth’s energy budget (EEB): clouds constitute a significant control effect on the Earth’s 

radiative budget by regulating the amount of solar radiation reaching the earth's surface. By 

reflecting, absorbing, and reemitting incoming solar energy, they regulate energy received by 

the planet from the sun [11, 51]. Invariably, the changes in the properties of the clouds 

translate to the corresponding variation in the solar energy the earth gets. 

Radiative forcing (RF): as the sun emits shortwave radiation (SWR) towards the earth, the 

earth reciprocates by emitting longwave radiation (LWR) in the direction of space; 

meanwhile, the clouds influence how much of either radiation cross over. In this 

circumstance, the clouds play a crucial role in regulating the net energy flux into the earth’s 

atmosphere, mainly referred to as the earth’s energy balance [12, 36]. An event of the planet 

receiving more SWR than it successfully emits LWR to space results in net energy gain and 

warming effect, referred to as positive radiative forcing. The reverse leads to net energy loss 

and cooling effect tagged a negative radiative forcing. 
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Precipitation formation and hydrology cycle: essential processes leading to the formation 

and initiation of all forms of precipitation occur in the clouds. Therefore, the characteristics 

and morphology of the clouds define water mobility to and fro between the surface and 

atmosphere. So, clouds are the bearer of precipitation and an essential driver of the global 

hydrology cycle.  

Aerosol removal: Atmospheric aerosols are emitted into the air and subsequently removed 

systematically from the atmosphere. Clouds constitute an essential means of aerosol removal 

from the atmosphere through scavenging and in the process of nucleating CCN and IN [11, 

12]. 

Heat redistribution and climate dynamics: The clouds aid the redistribution of extra heat 

towards the poles from the equator. Besides, they serve as a way to regulate the global 

average temperature [6]. Furthermore, they indicate the type of atmospheric process ongoing 

at a given time, such as atmospheric turbulence and heating. 

2.3.3 Processes modifying the clouds 

The clouds frequently change in characteristics on a timely scale, yielding a corresponding 

change in the climate dynamics and the atmospheric conditions because of the role played by 

clouds. Meanwhile, several factors lead to clouds modification, including aerosol emission, 

precipitation, atmospheric dynamics, and thermodynamics, among others [53, 54]. Regarding 

aerosols, they influence the composition and radiative properties of clouds through their roles 

as CCN and IN [72]. The influx of newly emitted aerosols (mainly resulting in a high 

concentration of small size CCN) into the clouds depending on the type can invigorate cloud 

development and precipitation formation [85]. Similarly, the reverse could occur when 

freshly emitted aerosols alter the thermal structure of the clouds, therefore, suppressing 

convective development [72]. 

Another important process that alters the state of the clouds is precipitation. Heaps of cloud 

often reduce or sometimes clear off following precipitation events. Since the size of the 

clouds reduces substantially due to rainfall or snow, the properties (i.e., macro and 

microphysical) consequently change [84]. Similar to cloud alteration due to precipitation, 

atmospheric dynamics such as air movement plays a significant role in the motion and 

distribution of clouds. Both horizontal and vertical motion of air, depending on their 

velocities, are crucial to the development and spread of clouds globally [84, 85]. 
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In terms of thermodynamics effect, changes in the atmospheric heating rate cause a shift in 

the cloud’s thermodynamic properties, including altering the cloud radiative properties and 

their entire thermal structure [85]. As an influential factor, the clouds respond by modifying 

all processes (e.g., freezing, condensation, evaporation, and precipitation) within them. 

Besides, this effect often falls back to influencing atmospheric circulation [84]. 

2.3.4 Measurements of cloud  

To monitor and understand the behaviour of the clouds and how they influence different 

atmospheric and climate processes, the need to observe and evaluate their activities becomes 

essential. Just as in aerosol measurements described in the previous sections (section 2.1.4-

2.1.5), clouds properties are established similarly. In most cases, the measurement techniques 

of aerosols and clouds overlap; hence, they often share the same instruments since both 

phenomena are mainly studied in tandem. Also, most instruments (in-situ, airborne, ground, 

and satellite) have multi-spectral, frequency, and size compatibilities suitable to detect 

various aerosol and cloud properties. Examples of cloud measuring instruments include 

particle counters, RADARs, LIDARs and radiometers. 

2.4 Precipitation 

Precipitation is the droplets of condensed water vapour in liquid or solid form that falls from 

the atmosphere to the ground. As a process, precipitation constitutes an essential part of the 

global hydrology cycle (i.e., global water drive through-formation and occurrence) and is a 

vital source of fresh water. Precipitation occurs in different forms, including rain, drizzle, 

snow, hail, and sleet [63]. The emergence structure is a function of the characteristics of the 

clouds formed during the period [84, 85]. The precipitation formations start with the 

absorption of water by air to form water vapour through evaporation, followed by the 

elevation of vapour to a higher altitude through airlifting. The raised vapour eventually 

reaches saturation point and condenses on particles of aerosols (i.e., CCN and IN), activating 

them into cloud droplets that form the clouds [84]. Because the cloud droplets are too tiny 

and light to escape gravity, they grow in the clouds by collision and coalescence to become 

big enough to fall as precipitation [72, 85]. Therefore, the aerosol types and atmospheric 

dynamics are crucial to the development of precipitation-bearing clouds and their 

precipitation occurrence. 
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2.4.1 Types of precipitation 

Different types of precipitation occur depending on the cloud’s characteristics, particularly 

the mode of air uplift (i.e., vertical motions) [85]. According to the way of vertical air 

motions, precipitation is mainly of three types; convective, cyclonic, and orographic [63], 

hence, describe as follows; 

Convective precipitation: is a showery to heavy form of precipitation associated with 

towering cumulus-scale (e.g., cumulus congestus and cumulonimbus) clouds in unstable air. 

The spatial organisation and degree of this precipitation type depend on the convective 

instability of the atmosphere ushered by intense heating of the land surface when the 

temperature in the upper troposphere is very low [84]. This process eventually leads to the 

development of scattered convective cells, individually resulting in heavy rain or sometimes 

hailstorm [63]. In some circumstances, deep convective cloud gathers as cumulonimbus cell 

(e.g., tropical cyclones) to descend through prolonged heavy rainfall [85]. Also, convective 

precipitation results from the passage of colder convective cells over a warmer surface, 

causing showers of rain or snow covering a wide area. In general, convective precipitation 

usually covers small regions not more than 10 km
2
 in size [63, 84]. 

Cyclonic or stratiform precipitation: is a less intense or moderate form of continuous 

precipitation occurring over extensive large areas [84]. Unlike the convective type, the 

formation involves weak upward air motion through largescale horizontal convergence over a 

low-pressure area [63]. 

Orographic precipitation: a distinct type of precipitation associated with orographic barriers 

(e.g., mountains, hills, and slopes) influencing atmospheric instability to cause downpours. 

The mechanism of this precipitation type is based on the adiabatic cooling of an airstream 

forced to ascend an elevation such as a mountain and undergoes condensation to form 

precipitation [63, 84]. Alternatively, an orographic barrier often obstructs the airflow, leading 

to forceful airlifting that triggers convective instability that yields condensation and 

precipitation [63]. 

A graphical description of the three types of precipitation is illustrated in Figure 2.11 below. 
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Figure 2.11 An illustration of the types of precipitation; (a) convective, (b) cyclonic and      

(c) orographic precipitation systems. 

(a) 

 

(b) 

 

(c) 
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2.4.2 Importance of precipitation 

Precipitation occurrence on earth owes enormous importance to the habitability and 

sustainability of the planet. Some of the significance are briefly highlighted below. 

Source of fresh water: precipitation is a crucial source of fresh water to the planet. The 

process enhances the supply of fresh water to estuaries and serves as a source of water 

replenishment to the earth. 

Climate regulator: events of precipitation influence the climate condition through the 

formation and discharging of the clouds, thereby initiating changes in the atmosphere, land, 

and oceans. 

Hydrology cycle: precipitation constitutes a significant component in the global hydrology 

cycle by reinstating water to the earth after removal by evaporation. 

Global energy regulation: precipitation aids the distribution of energy across the earth 

through changes in the cloud structure, thereby modifying the mean energy flux to the planet. 

Also, precipitation influences temperature distribution in the atmosphere and sea to alter the 

atmospheric circulation pattern [64]. 

Aerosol removal: precipitation is an essential means of aerosol removal through wet 

deposition, therefore, improving the air quality [11]. 

2.4.3 Processes that modify precipitation 

Precipitation occurrence varies spatial-temporarily and is generally influenced by different 

atmospheric and environmental changes. One critical component that alters precipitation 

patterns is the cloud’s properties. Through the dynamic and thermodynamic process of cloud 

development, the atmospheric stability systematically changes (i.e., becomes stable or 

unstable) leading to the suppression or enhancement of precipitation-bearing clouds [38, 72]. 

This phenomenon is typically observable during the process of convergence or sometimes the 

discarding of already converged precipitation-bearing clouds [72, 85]. 

Another vital component that alters precipitation is aerosol emission. Aerosols are emitted 

from natural and anthropogenic sources, thus acting as CCN and IN to alter the clouds' 

microphysical properties [38]. Through this process, aerosols modify both the composition 
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and radiative properties of deep and shallow clouds, thereby affecting precipitation 

formation, occurrence, and intensity [85]. A typical example of this effect on precipitation is 

the event of low rainfall or drought where the clouds are unable to deliver sufficient amount 

of precipitation or result in dryness. 

2.4.4 Measurements of precipitation 

Observation and measurement of precipitation are mainly established through in-situ methods 

using a standard gauge (e.g., rain gauge, snow gauge) usually placed at weather stations. The 

gauge measures the depth or intensity of precipitation in millimetres or inches to generate 

hourly or daily averages depending on defined timing. Standard gauges are mainly of two 

categories, the recording and non-recording gauges as shown in Figure 2.12 below. The 

former continuously measures and records precipitation intensity automatically using an 

inbuilt recorder until the observer physically visits the site to collect such data [88]. Examples 

of the recording type are the siphon and the tipping bucket gauges. The recorded data is 

remotely retrieved through various data transmissions in modern designs. As for the latter, 

precipitation intensity is measured manually using a cylindrical or ordinary gauge. The non-

recording gauge typically consists of an inner calibrated cylinder measuring up to 25 mm (1 

inch). Rain overflows into a bigger (e.g., 200 mm) outer container when it gets filled. 

Measurement and recording are then physically taken by measuring and cumulatively adding 

up the contents of both containers [88]. 

 

Figure 2.12 Images of a recording (left) and non-recording (right) gauges. 
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Apart from the in-situ measurement of precipitation, remote sensing techniques including 

ground, airborne, and satellite instruments are also used in inferring the occurrence and 

intensity [84, 88]. The principle and method are the same as earlier described in the previous 

sections under measurements of aerosols and clouds. In remote sensing of precipitation, 

instruments such as LIDAR and RADAR observe the formed clouds to estimate the amount 

of rain or snow expected to fall over an area [84]. Essentially, the theoretical equation for 

evaluating precipitation is embedded in the RADAR or LIDAR equation to measure the 

precipitation rate or intensity. The precipitation intensity (mmd
-1

) defined as the precipitation 

flux over a horizontal surface is expressible in terms of size distribution function  ( ) as 

[84]; 
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where, 

    equivalent precipitation rate 

   melted diameter 

 ( )   fall velocity of droplet size  , 

such that    is water density, while other parameters retain their previous definitions. 

Then, the precipitation water content   (i.e., precipitation amount independent of fall velocity 

in gm
-3

) is defined by [84]; 

  
 

 
  ∫  ( )

 

 

                                                 (    ) 

For instance, from the radar equation in (2.18), the average receiving power associated to a 

given range is expressed by [84]; 

 ̅  
  (   )

   

(  )   
∑                                               (    ) 
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where ∑  is the sum of the backscatter cross-sections of the total particles within the 

resolution volume. Thus, for a single scatterer small compared to the radar wavelength,   is 

linked to the sphere radius    by; 

    
  

  
| |   

                                                    (    ) 

where,   
(    )

(    )
 and        is the sphere complex index of refraction such that   and 

  are respectively the refractive index and absorption coefficient. This is a typical 

representation of Rayleigh scattering law; thus, particles are approximate Rayleigh scatterers 

[84]. 

Now, for the collection of spherical precipitation droplets with the above defined size, 

combining (2.34) and (2.35) gives; 

 ̅  
  (   )

   

(  )   
  
  

  
| | ∑  

                               (    ) 

By considering the droplet diameters, (2.36) becomes; 

 ̅  
  (  )

     

(  )     
| | ∑                                     (    ) 

Hence, the mean power received for the small spherical scatterers compared to the 

wavelength is a function of the radar parameters, range, and values of | |  and ∑   (i.e., 

two factors dependent on the scatterers). Due to the factor ∑  , it is essential to define a new 

quantity   (mm
6
/m

3
), the reflectivity factor such that [84]; 

  ∑  

 

 ∫  ( )

 

 

                                      (    ) 

where, 

∑    summation over unit volume 

 ( )    number of scatterers per unit volume with diameters in    

 ( )   drop-size (for raindrops) or melted diameters (for snowflakes) distribution. 
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Now, the radar equation as a function of  , plus the small correction due to a Gaussian beam 

pattern becomes; 

 ̅  
   

       
[
  (  )

      

  
]

⏟          
     

[| | 
 

  
]

⏟      
      

                         (    ) 

where,      (i.e., the pulse length) and   (the beamwidth) are parameters estimated from 

the contributing volume    (
  

 
)
  

 
. 

Therefore, the  -   relationship for rain is approximately expressed by [84]; 

       
                                                               (    ) 

while for snow, the approximate relation is given by; 

        
                                                             (    ) 

Similarly, the empirical relations between   and   (precipitation content) for rain is; 

                                                                   (    ) 

And for snow, 

                                                                  (    ) 

2.5 Aerosol-cloud-precipitation interaction (ACPI): A general review 

Atmospheric aerosols are usually emitted into the atmosphere, where they initiate interactions 

with clouds and precipitation to consequently impact the climate. Even with this fundamental 

knowledge of aerosol-cloud-precipitation interactions (ACPI) and the observed effects on 

surface climate, not much is understood about the mechanism regarding how they interact to 

induce different climate conditions due to significant uncertainties. However, many studies 

have investigated ACPI and associated primary physical mechanisms both on regional and 

global scales, which has led to tremendous progress and a significant improvement in the 

understanding. Nevertheless, the current understanding of the interactions still lacks the 

adequate knowledge required to effectively describe several phenomena (e.g., mixed-phase 
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cloud formation and convective cloud invigoration by fresh aerosol emission) linked to 

climate change, therefore hindering efficient projection [12, 85].  

Fundamentally, the process of aerosols as associated with ACPI and how they influence 

global climate are broadly classified into direct, indirect, and semi-direct effects, where each 

category plays a vital role in altering the earth’s radiation budget [36]. In the aerosol direct or 

radiative effect, now referred to as aerosol radiative interaction (ARI), incoming solar 

radiation is absorbed or scattered, leading to change in the atmospheric and cloud conditions 

(e.g., surface temperature, stability, cloud properties) [12]. More importantly, the effect of 

ARI can result in either negative or positive net radiative forcing (RF), thus influencing the 

average global temperature and other climate components [51, 52]. Negative net RF is noted 

by the cooling effect of the earth when the outgoing radiative flux (i.e., longwave radiation 

LWR) exceeds the incoming shortwave radiation (SWR). The reverse is net positive RF 

associated with warm effect such that SWR exceeds LWR. Whether the net RF results in a 

negative or positive, the outcome affects the cloud’s features (i.e., dynamic, and 

thermodynamic states) that subsequently impact precipitation and the general climate [12].  

Regarding the indirect and semi-direct effects, aerosols act as CCN and IN to alter the cloud’s 

microphysical properties, resulting in Twomey or albedo effect which represents an increase 

in cloud reflectance due to a rise in the droplet number as a function of reducing droplet size 

[89]. Furthermore, changes in the cloud’s microphysical properties increase cloud lifetime 

and cloudiness [54] and sometimes initiate cloud burn-off initiated by heating [55], therefore 

suppressing or delaying precipitation [72, 90]. These effects are jointly referred to as aerosol-

cloud interaction (ACI) according to the [12] report. Like ARI, ACI consequentially induces 

RF (cooling or warming effect) on the planet, thereby affecting the precipitation pattern and 

other climate components [72, 85]. A pictorial illustration of the effects pivoted on aerosol 

emission is displayed in Figure 2.13. 
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Figure 2.13 A graphical description of ARI and ACI modified from [36]. 

 

Importantly, studying ARI and ACI in tandem is the panacea to fully understanding ACPI. 

Although, both individual interactions (i.e., ARI and ACI) are associated with large 

uncertainty, especially regarding their impacts on radiative forcing and cloud morphology, 

however, ARI is more understood than ACI to a considerable extent [12, 72, 85]. Since RF 

depends on anthropogenic aerosol emission, quantifying the net emission due to 

anthropogenic sources alone constitutes a challenge [12, 36]. Similarly, aerosols mainly exist 

heterogeneously in the atmosphere hence, the inability to accurately account for the aerosol 

types present in an environment and their properties (e.g., size distribution, concentration, 

and refractive indices) contributes to the uncertainty in evaluating the net RF. Nevertheless, 

numerous observational studies have attempted to estimate better the aerosol types and the 

net radiative effects over different environments [3, 42, 91-93]. However, their results are 

insufficient to fill the knowledge gap instated by the various uncertainties. Therefore, more 

efforts are required to accurately estimate the RF due to aerosol for better modelling and 

future climate projection. 

For ACI with a more complicated mechanism regarding changes in the microphysical, 

dynamics and thermodynamics structures due to aerosol impacts, the understanding is 

extremely complex and constitutes the largest part of uncertainty associated with ACPI. 

Several bottlenecks including estimating the number of aerosol particles recruited as CCN 
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and IN, disentangling their impacts on the cloud radiative properties and net RF, and effects 

on different cloud development amongst others contributes to our poor understanding and 

parametrisation of the processes from meteorological to climate effects [58, 59, 61, 94]. In 

the last decade, intensified observations and modelling studies have yielded tremendous 

progress in each of the identified factors mentioned. For instance, more insight had been 

gained regarding the number concentration of aerosols elevated to the status of CCN and IN, 

and their linkage to the formation, size, and number concentration of cloud droplets, through 

observation and numerical simulation [95-100]. However, the impacts of changing aerosol 

loading on cloud and precipitation based on ACI varies among the different cloud types, 

especially those that are strongly driven by atmospheric dynamics and thermodynamics 

processes, yielding further complexity [85, 101-103]. 

Hence, in cloud evolving study, aerosols impact on deep convective clouds requires more 

understanding. Besides, more insights are needed into aerosols microphysical, dynamic, and 

thermodynamics influence on the transition from shallow to deep clouds  [85, 104]. Although 

some studies have suggested that aerosol suppresses warm rain and consequently increases 

cloud buildup through the lifting of more cloud water to a freezing height where more latent 

heat is released, therefore invigorating convection [105-107]. However, several modelling 

studies have hinted a convection suppression is more likely for such convective 

thermodynamic invigoration than increasing cloud buildup, especially for clouds with 

considerable wind shear or dry conditions or cold base [59, 102, 108]. Yet some 

observational studies report that cloud fraction (CF) and top height (CTH) often increase due 

to increasing aerosol loading [109, 110]. Other investigations found the rising CCN 

concentration accompanied by a drop in shallow cumulus cloud and increasing deep 

convection due to notable evaporation-entrainment feedback [111-113]. One obvious 

observation from the various studies is the complex nature of the mechanisms and processes 

that lead to conflicting results [85, 103, 114, 115] focused upon in chapter 3 of this work. 

Apart from the complex nature of several mechanisms and processes concerning ACI, poor 

measurements and parameterisation of aerosol and cloud properties constitutes another 

crucial factor that affects our ability to disentangle ACI processes effectively [12]. In-situ and 

ground observation of aerosol and cloud properties offer reduced uncertainties but limited 

spatio-temporal coverage [116-118]. Meanwhile, satellite observations promise better 

coverage but are prone to more significant uncertainties [12, 36]. Numerous studies have 



 
- 62 - 

attempted to validate satellite data against ground and in-situ observation to enhance satellite 

retrieval of aerosol and cloud properties on a regional and global scale, thereby improving the 

efficiency of models and general studies on ACPI [98, 119-121]. However, most studies 

found that the uncertainties due to satellite observation vary with the properties of interest, 

terrain, surface type (e.g., land or water), level of atmospheric contamination, and instrument 

calibration [72, 98, 119]. Therefore, more validation exercises are needed mainly on a 

regional scale to amplify the progress in the betterment and reliability of satellite 

measurements, upon which chapter 4 of this work focus. In general, intensified research by 

carefully diagnosing the several obstacles (under diverse scenarios) identified to hinder the 

complete understanding of climate dynamics from the perspective of ACPI becomes a 

necessity for meaningful advancements in climate projection and potential impacts on the 

environment. 
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3.1 Abstract 

Aerosol-cloud interaction (ACI) plays an essential role in understanding precipitation 

occurrence and climate change but remains poorly understood. Conducting a climatology 

study on a regional or global scale constitutes a prospect of better understanding ACI and its 

influence on precipitation and climate. This study analysed the characteristics of ACI over 

South Africa based on two instruments Moderate Resolution Imaging Spectroradiometer 

(MODIS) and Multiangle Imaging Spectroradiometer (MISR) onboard Terra satellite, and 

ground-based meteorology data from South Africa Weather Service (SAWS) between 2007-

2016. The region mainly splits into the upper, central, and lower sub-regions based on aerosol 

loading characteristics. Findings from the study show that depending on the atmospheric 

conditions, aerosol exhibits dual features of increasing and decreasing the potential formation 

of precipitating clouds. However, more often, fine-mode predominated aerosols suppress 

rain-bearing clouds. Furthermore, cloud top height (CTH) demonstrates an upward increment 

from the lower to the upper part of the region, and the cloud fraction (CF) is in the downward 

direction. Both the CF and CTH display the characteristic enhancers of the precipitation 

intensity, mainly when the initial conditions necessary for rain-bearing occurs. Besides, cloud 

optical depth (COD) depends significantly on the liquid water path (LWP) and is 

suggestively associated with the aerosol-vapour ratio ingested into the cloud. Also notably, 

the temperature over the entire region generally increased steadily and continuously from 

2013. 

3.2 Introduction 

The interaction between the atmospheric aerosol and cloud forms a vital driving force 

influencing climate change. Therefore, assessing aerosol and cloud formation over time is 

crucial to understanding climate variability on a regional and global scale [1]. Aerosols 

interact with solar radiation directly through scattering and absorption and indirectly with the 

cloud through cloud condensation nuclei (CCN) and ice nuclei (IN) formation to modify the 

earth’s radiative budget [2, 3]. Through their interactions and solar radiation, aerosols and 

clouds influence changes in the hydrology cycle and climate pattern [4, 5]. Besides, they 

impact the reception and distribution of incoming solar radiation, thereby modifying the 

earth’s energy budget [6]. Various studies (e.g., [7, 8]) attempt to quantify the effect of 

aerosol-cloud interaction on the earth’s radiative forcing. However, the understanding 

remains challenging due to enormous associate uncertainty. To this end, understanding the 
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climatology of aerosol and cloud over a region is vital to evaluating their roles on the earth’s 

energy budget. 

According to [1], aerosol impact on climate mainly linked to their influence on radiative 

forcing through absorption and scattering of solar radiation represents the aerosol radiative 

interaction (ARI). Also, aerosols and clouds interaction that induces changes in the climate 

pattern by modifying the earth’s energy budget and surface precipitation is the effective 

radiative forcing due to aerosol and cloud interaction (ERFaci). Thus, due to the complex and 

constant changes in aerosol and cloud properties within the shortest time, the net effect on 

radiative forcing remains ambiguous and wrapped by huge uncertainty [1]. Besides, the task 

of unwrapping the complex link between the impact of aerosols and meteorology on cloud 

evolution constitutes a significant challenge towards understanding aerosol-cloud-climate 

interaction [9, 10]. Since aerosols and clouds formation varies rapidly over a short time 

depending on the atmospheric emission sources, assessing the climatology over time can be 

highly useful for modelling and identifying potential impacts over time and future projection. 

Therefore, a comprehensive assessment of aerosol and cloud climatology over time is crucial 

to understanding how climate change from small to significant scale impacts. The 

fundamental idea of the whole concept is to incorporate observation over a given long range 

of time to improve climate models on the impacts of aerosol-cloud interaction on climate 

change to enhance future variation prediction. 

Regional climate system offers a real advantage in understanding climate change holistically 

because of the distinct spectral and temporal differences in aerosol and cloud properties [11, 

12] usher by the variation of anthropogenic influences over different regions. Besides, 

knowledge of regional climate coupled with global average will enhance the quality of 

general climate models. Furthermore, regional climate study will better understand how 

different weather and climate respond to varying atmospheric phenomena. For instance, 

previous studies have identified a high population of fine mode particles results in reduced 

droplet size under a constant liquid water path [13] and precipitation suppression due to less 

coalescence [14]. Similarly, other studies found a large concentration of aerosol to invigorate 

cloud droplet concentration, increasing their vertical development and precipitation formation 

[15, 16]. Therefore, the impact of aerosol-climate interaction depends on multiple parameters 

that vary regionally due to distinct atmospheric and environmental conditions. For better 
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quantification of ACI impacts on a global scale, detailed regional evaluation becomes a 

necessity. 

Although Africa mainly remains understudied in atmospheric and climate science, even 

though identified to be highly venerable to climate change impacts. Over South Africa, a 

reasonable number of previous works have examined aerosol properties and, to some extent, 

cloud mostly over parts of the region. Studies, however, show that a considerable amount of 

aerosol dominates the northern part of the region. In contrast, low aerosol loading dominates 

the middle and lower part of the country [12, 17]. Nonetheless, the main discussion of many 

studies has focused on sources and the transport characteristics of aerosols. At the same time, 

their influence on the formation and evolution of clouds remains less investigated. 

Furthermore, the feedback effect of cloud and precipitation on aerosol distribution, such as 

the effect of wet deposition on climatology, has not been quantified. Therefore, to 

significantly enhance our knowledge and improve climate models, the behavior of aerosols 

over sites within the source proximity, the cloud response, and resulting climatic 

perturbation, more studies are needed around aerosol-cloud climatology. 

This work presents the effect of aerosol-cloud interaction on climate variability based on the 

climatology of aerosol and cloud over South Africa. This effort aimed towards improving our 

knowledge gap on the process of aerosol and cloud formation and feedback along with 

proximity, including the climate impacts. Although climatology study is not holistic to 

diagnose the challenge of climate change, it identifies the next level of research that will 

clarify things for better understanding. Besides, the result from such a study, once factored 

into the process of aerosol-cloud interaction, helps improve the general climate model.  The 

study region is a suitable experimental environment to investigate aerosol-cloud interactions 

and how they influence the climate over proximity spatial domain. In this study, the region is 

divided in to three parts based on differences in the aerosol loading as reported by previous 

study [17] and as shown in Figure 3.1. The area generally shares the same climate pattern as 

the southern hemisphere regions. It possesses two distinct sub-climates divided along the 

upper, central, and lower parts of the region, a feature unique for the natural exploration of 

the effects of aerosol and cloud properties changes in the same season. Perhaps, a specific site 

like this will be suitable to understand the impact of seasonal changes on how aerosols are 

being transported or removed and the adverse effect on the cloud properties. 
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Consequently, the climate system over South Africa follows the characterisation by summer 

(December – February), fall (March-May), Winter (June-August), and spring (September-

November) such that two periods of rainfall exist split along the upper, central, and lowest 

parts of the region. Hence, a duo biomass burning tenure occurs over the area. The upper and 

central parts experience summer rainfall and biomass burning during spring in preparation for 

the farming season. In contrast, the lower part receives rain during the winter and incidence 

of biomass burning during mid-summer till early fall. The influence of aerosols from one 

location on another is critical to understanding climate variability over the region. 

 

Figure 3.1 Map of South Africa divided into three sub-regions based on the distribution of 

aerosol loading. 

3.3 Data and methods 

The datasets presented in this study are based on measurements from the observations of two 

instruments on-board the Terra satellite, namely Multiangle Imaging Spectroradiometer 

(MISR) and Moderate Resolution Imaging Spectroradiometer (MODIS). In addition, data 

from the South Africa Weather Service (SAWS) was utilized to evaluate the meteorological 

impact over the region. 

3.3.1 MISR 

The MISR instrument launched more than two decades ago is equipped with nine cameras 

pointed at the earth at nine distinct angles; one at nadir, then forward, and afterward 
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directions at 26.1°, 45.6°, 60.0°and 70.5° above the planet to monitor the climate trends. The 

instrument measures the solar radiation reflected by or the brightness of the earth with each 

of its nine cameras at four wavelengths to include blue (443nm), green (555nm), red 

(670nm), and infrared (865nm). MISR acquires spatial samples every 275m and for 7-

minutes to cover a 360km swath view of the earth’s surface at each camera [18]. 

Furthermore, following careful calibration, the instrument operates at optimal accuracy to 

provide high spatial resolution data. Consequently, MISR can retrieve several aerosols and 

clouds properties, including distinguishing different aerosols, clouds, and surfaces. In this 

work, level-3 monthly data at a resolution of 0.5°x 0.5° for aerosol optical depth (AOD), 

Ångström exponent (AE), and absorbing AOD (Aabs). 

3.3.2 MODIS 

MODIS (Terra) measures the radiances from the earth’s surface to acquire data in 36 spectral 

bands from 0.4 to 14.4µ to provide information on the state of atmosphere, land, and ocean. 

Of the 36 wavelengths, two bands image at a nominal resolution of 250m, five other bands at 

500m, and the 29 remaining bands at 1km. The instrument achieves a 2330km viewing swath 

and reaching near-global coverage every 1 to 2 days. MODIS provides different scientific 

data products from monitoring global dynamics and processes spanning the atmosphere, land, 

and the ocean. Each data products are available to the science community at different 

processed levels. For this study, datasets from MODIS level-3 monthly aerosol and cloud 

product MOD08 were used to present additional results. Datasets including cloud optical 

thickness (COD), cloud fraction (CF), cloud top height (CTH), liquid water path (LWP), 

cloud effective radius (CER), and atmospheric water vapour content (AWV) at 1° x 1° 

horizontal resolution. 

3.3.3 Meteorology data 

Data obtained from SAWS stations were utilized to examine the impacts of aerosol and cloud 

on the meteorological condition over the region. SAWS monitors and provides weather 

information services at several ground measurements stations across the nine provinces. The 

agency provides different ranges of data, from hourly to monthly data. The datasets used in 

this study include surface precipitation (PRECP), wind speed (WS), and ambient temperature 

(TEMP). 
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3.4 Results and discussion 

3.4.1 Climatology of aerosol properties 

Aerosol optical depth (AOD) still represents an important parameter in estimating the extent 

of aerosol loading over an area. Figure 3.2 shows the monthly averages for ten years (2007-

2016) of MISR AOD measurement at 555nm over South Africa. The adoption of AOD and 

other aerosol properties data from MISR instrument against that of MODIS lies on the higher 

grid resolution (0.5° x 0.5°) of the former compared to the latter, which is coarser (1° x 1°). 

Besides, previous studies demonstrated that MISR retrieved aerosol properties are in better 

agreement with ground-based instruments such as Aerosol Robotic Network (AERONET) 

than MODIS [17, 19-21]. As earlier pointed, the season over South Africa is typically similar 

to what is obtainable over the Southern hemisphere region such that summer begins in 

December to February, fall from March to May, winter from June through August, and spring 

from September to November. However, the meteorology characteristics are divided into two 

such that the upper and central parts mainly experience hot wet summer and cold, dry winter. 

Contrarily, the lower parts experience warm, dry summer, and cold, wet winter, which 

influences the characteristics of aerosol emission over the different parts of the region. Also, 

the population and number of industrial activities in the upper part are more than the central, 

followed by the lower location.  

Subsequently, from Figure 3.2, AOD shows seasonality for the entire region. Hence, an 

increase in July through September (mainly during the spring months) followed by a general 

decline from October through June (mainly in winter). The maximum aerosol loading (AOD 

> 0.25) occurred during the September months and was primarily associated with biomass 

burning in the upper part of the country and the surrounding bordering countries. Besides, 

aerosol emissions emerging from industrial and other human activities aggravate the aerosol 

particle suspension over the northern-most part of the region. Perhaps the dryness condition 

extending through the spring is instrumental in enhancing aerosol build-up, especially around 

Richard Bay (central east of the country), where a coal loading bay and other industrial 

emissions occur. Aerosol particles removal by wet deposit is absent at this period of the year, 

thereby allowing these particles to remain in the air for a more extended period. Furthermore, 

there are drifts of aerosol particles transported by air masses from the Northern to Southern 

part of the region.  Most of these particles are fine mode aerosols such as aged smoke and 
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dust particles of coal debris emitted into the atmosphere in the upper area and undergoes 

different interaction and complex reactions along the transit path. 

Meanwhile, the minimum AOD (typically < 0.05) is observed in June months and is mainly 

linked with aerosol removal process (e.g., dry and wet deposition, cloud scavenging) and less 

biomass burning activities. This result is similar to the observation of [12] and [17] that high 

aerosol loading of mainly biomass burning and industrial smoke originating from Northern 

and border communities dominate aerosol loading over South Africa. Over the lower or 

southernmost part, biomass burning due to forest fire and industrial activity emissions also 

account for aerosol emission from November to March. However, due to the low turbidity, 

the effect is minimal compared to the central and upper parts. Furthermore, the region’s 

central sub-region, especially around the west, contributes significantly to mineral dust (MD) 

suspension due to its arid nature. However, the impact is weaker compared to other forms of 

aerosols over the region. The weakness could be due to the coarse nature of MD aerosol and 

the susceptibility to dry deposition. Although the process of aerosol removal or exit has not 

received much attention over South Africa (SA), there is a need for such study to give a better 

insight into the mechanism of aerosol emission, residence, and removal over the region. 

To complement the possible identification of biomass burning and general smoke emission 

observed from the AOD variation, Figure 3.3 illustrates the absorbing aerosol optical depth 

(Aabs). Like the AOD, the Aabs demonstrates a seasonality pattern such that an increase is 

observed from July to September then decreases from October through June. The maximum 

Aabs (> 0.025) occurs in September and the minimum (< 0.005) during the January months. 

This variation indicates a concurrent increase in AOD and Aabs during the spring season, thus 

demonstrating a significant increase in absorbing aerosol emissions such as biomass burning, 

fossil fuel combustion smokes, and carbon-related fine mode particles. Also, two essential 

characteristics of the Aabs observation include revealing the period of high AOD associated 

with massive emission of absorbing aerosol particles and the area dominating in 

concentration level. High absorbing properties appear more at the upper parts, then towards 

the central and lowest at the southernmost sub-region. Interestingly, a more significant 

portion of the absorbing trait is around the eastern parts than the west. Hence, considering the 

timing and location of peak values, biomass burning activities during the pre-farming period 

around Limpopo and bordering countries such as Botswana, Mozambique, and Zimbabwe 

contribute significantly [12, 22, 23]. 
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Figure 3.2  Average spatial distribution of aerosol optical depth (AOD) at   = 555nm over 

South Africa from MISR data for 10 years. 

The variation of Ångström exponent (AE) in Figure 3.4 shows the predominance of fine 

mode aerosol in most periods of the year. An increase in fine mode aerosols from January to 

September, followed by a decrease during October to December, is evident over the region. 

The maximum AE value (AE > 1.7) is obtained chiefly during the August months, and the 

minimum (AE < 0.5) occurred in December. This observation is consistent with the changes 

in AOD and Aabs in the previous figures. There are strong indications from both figures 

(Figures 3.2 and 3.3) that activities such as biomass burning, smoke emission from industries, 

and carbon-related dust samples are responsible for high aerosol loading over the area. 

Besides, the regime of high aerosol loading exhibit seasonality pivoted around the summer 

and usually diffuse from the upper through the centre then to the lower parts aided by the 
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motion of air masses.  Nevertheless, the lower and a fraction of the central sub-region are 

more of coarse mode and less absorbing aerosol dominated areas. The characteristics of 

aerosol particles over this area earned their influence from proximity to the ocean, where sea 

salt aerosols are prevalent, and the arid region with a significant presence of MD, 

respectively. Furthermore, some element of high presence of fine mode particles is noticeable 

around the coasts. Perhaps, these cases may be prompt by the occasional inflow of aged 

smoke over the Atlantic Ocean from the Amazon Forest to the west coast (see [12, 24]) and 

the spread of aerosols to the Indian Ocean through the East coast. 

 

Figure 3.3 Average aerosol absorbing optical depth (Aabs) over South Africa from MISR data 

for 10 years. 
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Figure 3.4 Average Ångström exponent (AE) over South Africa from MISR data for 10 years. 

3.4.2 Climatology of the atmospheric vapour and cloud optical properties 

In this section, all parameters are based on MODIS instrument measurement and 
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high atmospheric vapour during the summer coincides with the precipitation season over the 
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important observation from the AWV variation is that it declines from north to south 

similarly to AOD, except for the coastal environments where the vapour content is relatively 

higher than the lower inland areas. The high value of vapour in summer in contrast to other 

seasons is due to warmer air conditions since warm air expands more and possesses the 

capabilities to hold more water than cold air. A similar pattern is noticeable over the oceans 

around the region. AWV is higher over the Indian Ocean coast due to the warm air front from 

that direction than the lower value seen over the Atlantic Ocean, where cold wind emerges to 

the region. Earlier studies have demonstrated the seasonality of water vapour following the 

plunge to a minimum in June and rises to the maximum value in January [24]. Apart from the 

observation over this region, globally, AWV is found to increase in most areas during the 

summer, which is often associated with higher air temperature [25-27]. 

 

Figure 3.5 Average spatial distribution of atmospheric water vapour (AWV) in cm over South 

Africa from MODIS data for 10 years. 
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For the liquid water path (LWP) over South Africa, Figure 3.6 shows the distribution of cloud 

liquid content over the country. During winter months with extension to May and September, 

LWP is mainly low over the inland areas except for the coastal locations where relatively or 

higher values prevail. During this period, the values around the coasts reaches more than 40% 

higher than measurements obtained inland and most pronounced in June months. In contrast, 

LWP is more distributed over the entire region during summer, including November to April. 

The maximum values (LWP > 20.0 gm
-2

) are witnessed during the June months and are 

mainly associated with the region’s coasts. The minimum values (LWP < 10.0 gm
-2

) are 

predominant over the inland areas, particularly in August. Interestingly, both maximum and 

minimum occurred in the same seasonal period. Although the min-max happened during the 

same temporal domain seasonally, their spatial spaces are exclusively different. Meanwhile, 

the pattern demonstrated by LWP over this region does not show a discernible link with 

AWV especially considering the distribution of both parameters over the country. While 

AWV is more distributed spatially over the central and upper sub-regions, LWP is more 

around the lower area. Nevertheless, carefully observing the variation of AWV and LWP, 

mainly during the summer and autumn seasons, gives further insight. There is a sign AWV 

influences the changes in LWP, but other factors such as the aerosol types and perhaps 

temperature could be significant. For instance, there are periods of low AWV noticeably 

corresponding to relatively high LWP. Previous studies have identified less water vapour 

condensation resulting from less hygroscopic aerosols accountable for this feature [28, 29]. 

This observation is analogous to the spotted variation over South Africa, taking into account 

the high values of LWP over sea salt endowed lower parts compare to the inland (mainly 

central and upper) areas. 
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Figure 3.6 Average cloud water path (LWP) in gm-2 over South Africa from MODIS data for 

10 years. 
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summer. In contrast, high COD during the spring season overlaps with the emission of a 

considerable amount of aerosol, predominantly fine mode particles. In the two cases, there 

are possibilities that the high AWV and fine AOD significantly influenced the high COD, 

respectively. Meanwhile, the increase observed during winter might be accountable to cloud 

scavenging since both AWV and AOD are generally low at this period. Hence, there is a need 

for specific studies to understand aerosol removal processes over South Africa better. The 

maximum COD (> 22.0) occurred in June and the minimum (< 7.0) in May, just like the 

LWP. The high value of COD during winter and, to some extent, in autumn correspond to the 

period of high LWP and low AWV. In contrast, during the spring and summer seasons, high 

COD coincide with high LWP and increasing AWV. In the two cases, there is evidence of 

robust affinity between the variation of LWP and COD. By mapping the idea of aerosols 

acting as nucleating seeds during cloud formation, the variation demonstrates the albedo 

effect proposed by [13]. However, the exception lies in the constant LWP in Twomey’s 

postulation, which differs from the variation of this parameter as observed over the study 

region. Observations from other studies have also shown that COD increases with LWP, 

especially when there is a proportionate rise in Nd [30, 31]. 
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Figure 3.7 Average cloud optical depth (COD) over South Africa from MODIS data for       

10 years. 

Evaluation of the amount of cloud cover based on the cloud fraction in Figure 3.8 shows high 
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amount of solar radiation per unit area reaching the earth’s surface. At the same time, lesser 

CF will enhance the quantity of incoming sun energy arriving on the earth. Although, there 

are other several important cloud properties such as the COD, the number of cloud droplets 

(Nd), and droplet size distribution that influences the solar radiative energy over the earth. 

However, based on the surface area and relationship with cloud albedo, CF is an important 

factor defining the amount of sunlight reaching the ground [32-34]. Over South Africa, a 

lower temperature generally prevails during most of the year. The high-altitude feature of the 

region is one known factor that influences the low temperature. However, a rise in solar 

intensity is not uncommon over South Africa during the winter and spring months, which 

give rise to high temperatures during the day. During these periods, the low CF over the 

region could enhance the temperature profile, thereby causing a slight warmth in the 

afternoon. Also, the eastern coast of the region is warmer than its western counterpart. The 

two air fronts from India (warm Agulhas current) and Atlantic Oceans (cold Benguela 

current) respectively are accountable for this and constitute the significant differences in 

climate and vegetation over the region [35]. 



 
- 93 - 

 

Figure 3.8 Average spatial distribution of cloud fraction (CF) over South Africa from MODIS 

data for 10 years. 
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the July months. The high value of Re over the coastal area could be linked to the 
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considerable presence of larger particle size aerosols, mostly of sea salt. In contrast, the lower 

value at the upper and central sub-regions, particularly towards the east, is associable with the 

dominance of fine mode particles. Several studies have elaborated on the role of cloud 

droplet size influencing the effective radius (e.g., [16, 36, 37]). Hence, the dominance of Nd 

by large-sized particles will result in Re having high values, and small particles accounting 

for the most Nd will most result in low Re. The variation played out over this region 

significantly aligned with the conventional theory by comparing the fine mode aerosol 

dominated upper and central parts with low CER values and the coarse mode associated 

lower parts with high CER. 

 

Figure 3.9 Average cloud effective radius (CER) in µm over South Africa from MODIS data 

for 10 years. 
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The distribution of cloud top height (CTH) over the region is illustrated in Figure 3.10. As 

expected, CTH is low over the ocean and to an extent at the coasts. Over the inland areas, 

CTH is more than two times greater than the height over the sea, depending on the period of 

the year. Temporally, CTH shows strong seasonality such that elevation increase during the 

spring months through summer, then declines in autumn through winter. Also, cloud top 

height is highest over the upper, followed by the central and lower parts. The maximum value 

for the cloud top height (CTH > 7500m) occurred during the summer months, especially in 

January, and the minimum (CTH < 4000m) in the winter period, mainly in the July months. 

A comparable variation is noticeable between AWV and CTH following their dramatic 

seasonal changes. Perhaps this characteristic could represent an increase in AWV, aiding 

more cloud development, especially at high updraft velocity. 

 

Figure 3.10 Average cloud top height (CTH) over South Africa from MODIS data for 10 years. 
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3.4.3 Climatology of aerosol-cloud interrelationship and meteorology characteristics 

This section examines various aerosol and cloud properties observations based on the current 

understanding of aerosol-cloud interaction (ACI) and perhaps other distinct observable 

characteristics peculiar to the study region. The analysis attempts to enhance the knowledge 

of the influence of aerosol climatology on clouds and the reverse impacts (cloud effects on 

aerosol) during different temporal periods. Further, this will provide an insight on the 

possible response of precipitation which is valuable for future studies. The previous sections 

identified AOD as mainly high during the spring (August – November) and lowest in the 

winter season. To examine the interrelations amongst aerosol and cloud properties, Figure 

3.11 shows the monthly mean variations of all parameters under consideration generated by 

statistical averaging of measurements over selected locations (Johannesburg 26.25° S, 28.05° 

E; Polokwane 23.90° S, 29.44° E; Nelspruit 25.47° S, 30.96° E; Mafikeng 25.81° S, 25.50° 

E) in each of the province within the upper part. Critically scrutinising the three aerosol 

properties (AOD, Aabs and AE), one can generally split the variation into two cases based on 

the combined AE-Aabs relationship with AOD. The first case (case-I) represents the period 

(April-October) of changes in AOD associated with AE > 1.0 and corresponding variation in 

aerosol absorbing properties (AOD influenced by Aabs increase). In comparison, the second 

case (case-II) represents the change in AOD with low AE < 1.0 with no significant influence 

of absorbing aerosol as seen during November to March.  

In terms of the atmospheric vapour, case-I represents the relationship between AWV and 

AOD. From observation, AOD changes in the same manner (increase or decrease) as 

atmospheric vapour while the particle size is increasing/decreasing accordingly. This 

characteristic demonstrates a shift in the optical properties of aerosol particles (e.g., size and 

scattering albedo) due to water uptake. In the presence of high AWV, as particles with high 

affinity for water increase in size, AOD simultaneously increased, and AE decreases. The 

described pattern is especially true for an environment dominated by hygroscopic aerosol and 

under humid conditions [38-40]. Subsequently, the particles act as cloud condensation or ice 

nuclei (CCN or IN) and are later activated to cloud droplets at supersaturation by vapour 

condensation. The continuous and rapid growth of these cloud droplets explains the strong 

dependency of CF on AWV and AOD. In contrast, case-II illustrates AOD variation in 

response to rising absorbing particles such as organic carbon (OC) and black carbon (BC), 
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where AWV is low. One should note the increasing particle size (AE > 1.0) and sharp drop of 

CF with AWV. Coalescence of cloud droplets formed reduces, compelling a proportionate 

reduction in the cloud cover (CF decreases). Besides, at the intersecting peak (in September) 

of the aerosol properties, a slight rise in vapour does not immediately increase particle size 

due to overwhelmed atmospheric water by fine mode aerosols.  

Cloud thickness has been explained to be influenced by LWP in the previous section. Hence, 

considering case-I, COD and LWP demonstrate strong dependency, suggesting proportionate 

cloud water to nucleating particle ratio. Contrarily, the dependence of the parameters (COD 

and LWP) is relatively weak during case-II, such that the LWP does not directly quantify 

COD. Instead, cloud thickness increases with the aerosol particle size, and mostly the same 

for cloud droplets. Also, one can relate this to the variation of the CER in case-I, where COD 

is closely dependent on LWP correspond to a high effective radius (Re > 12µm), hence large 

cloud droplet size and more cloud growth due to increase collision and coalescence. 

Furthermore, the increase in cloud top height along the effective radius and thickness will 

likely enhance radiative cooling at the top due to increasing cloud albedo. Interestingly, the 

surface temperature is relatively high to invigorate a convective scene, prompting 

corresponding precipitation dynamics over the upper SA. Therefore, any shortfall in these 

parameters (CER, LWP, COD, CTH) to commiserate the aerosol concentration could be 

detrimental to precipitation occurrence.  

During case II, AOD is predominantly fine mode and mainly influenced by absorbing 

particles. Vapour is generally low, same as COD and LWP compared to the aerosol loading 

that can potentially act as CCN. This situation is portrayable as a polluted condition whereby 

aerosols nucleate a more significant amount of smaller cloud droplets, thereby affecting the 

alignment of LWP and COD, resulting in lower CER and cloud cover. Consequently, cloud 

droplets collision and coalescence rate are slower while cloud albedo increases according to 

the Twomey effect causing warm rain suppression [14, 41]. A vital observation is the 

radiative effect ushered by the smaller cloud droplets amid low surface temperatures. 

Radiative cooling at cloud-top along low surface temperatures enhances atmospheric stability 

and creates an unsuitable condition for convective developments [42]. 
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Figure 3.11 Intercomparison of average monthly variation of aerosol (AOD, AE, Aabs), 

AWV, cloud (CF, LWP, COD, CTH, CER) and meteorology (WS, TEMP, PRECP) 

parameters over upper South Africa. 

In Figure 3.12 representing the variation over the central part made up of Bloemfontein 

(29.12° S, 26.22° E), Durban (29.92° S, 31.01° E) and Upington (28.39° S, 21.27° E). The 

dynamic is not much diverging from the upper part considering the drift of aerosol southward 

of the region and their sharing of similar meteorology conditions. Here, the aerosol-cloud 

interaction regime can be divided into two case studies as done for the upper part. Case-I 
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covers the period (November to April) of high aerosol loading dominated by large size 

particles (i.e., AE < 1.0) and generally low absorbing aerosols. Meanwhile, case-II is the 

period (May to October) where aerosol loading is fine particle dominated and linked with 

absorbing aerosol emission. Just as for upper SA, the vapour is higher during case-I, and CF 

maintains close variation as AWV. Cloud thickness significantly varies with cloud water 

following changes in AOD. A rise in AOD at high AWV corresponds to increasing COD, 

LWP, CER, CTH, and more precipitation. This process possibly follows the formation of 

larger size cloud droplets due to the concentration of bigger-sized particles yielding a 

proportionate increase in LWP and COD with a high value of CER and CTH, thereby leading 

to more precipitation. The ambient temperature and wind speed are relatively high to drive 

the dynamic and thermodynamic aspects of the process. Noteworthy is the changes in 

precipitation rate due to characteristics features of aerosol-cloud interaction. 

For the second pattern (case-II) covering May to October, AOD shows substantial variation 

with absorbing aerosols and is primarily fine mode particle dominated. The meteorological 

condition is characterised by general low precipitation, temperature drop, and a slight 

reduction of horizontal wind speed. An increase in aerosol loading mainly corresponds to a 

decrease in COD and LWP. Besides, CER generally decreases while CF and CTH decline in 

most parts of the period. On account of generally low AWV during case-II, CF and CTH 

decreased to a minimum but increased as AOD even in the presence of less water vapour 

around September. From the pattern, precipitation formation is motivated by relatively larger 

cloud droplet size (higher CER), high atmospheric water, and ambient temperature. COD and 

LWP increased and maintained proportionate variation, coupled with a slight increase in 

temperature, serving as potential invigorator of atmospheric instability, thereby raising the 

precipitation chances. 
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Figure 3.12 Intercomparison of average monthly variation of aerosol (AOD, AE, Aabs), 

AWV, cloud (CF, LWP, COD, CTH, CER) and meteorology (WS, TEMP, PRECP) 

parameters over central South Africa. 

Over the lower part (Cape Town 33.92° S, 18.42° E and Port Elizabeth 33.95° S, 25.59° E) in 

Figure 3.13, the aerosol loading is generally low (AOD < 0.1) and further characterised by 

low cloud (CTH < 3km) typical of marine environments. Amazingly, this part presents high 

atmospheric vapour, ambient temperature, and wind speed during the summer and spring as 

the other parts (upper and central) yet low precipitation. Following a convention similar to 

the other parts, case-I represents the period between October and March where lower 
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absorbing properties and AE ≤ 1.0 typify aerosol while rainfall is deficient. In contrast, case-

II during April – September demonstrates an increase in precipitation, absorbing aerosols and 

AE > 1.0 with AWV and temperature lower.  During case-I, the general low aerosol loading 

corresponds to clouds with less water (low LWP) even though the cloud is optically thicker 

(COD > 15.0). There is notable contrast in the proportionate variation of LWP and COD 

coupled with low effective radius (CER < 14µm). Precipitation decline here is linkable with 

low cloud water, droplet size, and reduced CER. The size of cloud droplet effective radius 

plays a vital role in precipitation forming clouds. A low value in shallow clouds, particularly 

less than 14µm, leads to slower collision and coalescence rates and precipitation suppressing. 

Because more evaporation occurs in smaller size cloud droplets when mixing with dry 

ambient air, thus causing loss of cloud water. Several studies, including modelling 

experiments, have presented similar observations [16, 43, 44].  

Meanwhile, case-II presented an increased aerosol loading period dominated by fine mode 

particles with strong absorbing properties where atmospheric vapour slightly dropped. Here, 

a rise in cloud water is observable and proportionately varies with cloud depth while the 

ambient temperature dropped to minimal along with a slight decrease in wind speed. More 

importantly, CER is greater than 14µm, and cloud height averagely increased sparingly. 

Thus, precipitation here is boosted by the increase in CER and LWP coupled with the low 

ambient temperature that will enhance the faster reach of supersaturation level. Because of 

the rise in CER, collision and coalescence will increase along cloud water since the 

coalescence rate is a function of droplet size. 
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Figure 3.13 Intercomparison of average monthly variation of aerosol (AOD, AE, Aabs), 

AWV, cloud (CF, LWP, COD, CTH, CER) and meteorology (WS, TEMP, PRECP) 

parameters over lower South Africa. 

3.4.4 Interannual characteristics of aerosol, cloud, and meteorology parameters 

In Similarities in the weather characteristics over central and upper South Africa constitute a 

vital outlook in the interannual variation in Figure 3.14. Critically observing the figure, the 

meteorological state of the region shows close relationship amongst temperature (TEMP), 

wind speed (WS) and AWV, and a general increasing tendency from 2013. AOD, AE and 

Aabs show a similar declining trend between 2012 – 2013, then increasing tendencies during 

2008 – 2010 and 2013 – 2015 over the lower area. Aerosol loading is generally low over this 

part (mostly AOD < 0.1), which is typical of a maritime environment [45]. Even though a 
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substantial amount of anthropogenic aerosols is emitted internally in this environment due to 

the high human population and industrial activities, long-range external emissions mainly 

trigger the aerosol loading and fine mode particles concentration [17, 46]. Cloud cover and 

top height over the lower sub-region experienced increments to two major peaks in 2009 and 

2015, coinciding with the rise in AOD. An increase in aerosol loading can enhance CF and 

CTH through the addition of CCN, invigorate existing cloud droplet concentration (Nd) to 

enhance vertical development [47]. The case is typical of warm clouds such as shallow 

cumuli and stratocumuli found over the marine environment as observed by previous studies 

[38, 48]. For atmospheric vapour, a distinct rise to the highest value in 2010 corresponds to 

high AOD, CF and CTH. Meanwhile, CER, LWP, and COD increased in 2008 and during 

2012 – 2014, which fall into the years of moderate to highest rainfall and lower aerosol 

loading and AE. Likewise, less precipitating years such as 2010 and 2015, mainly associated 

with drought events across the region [24], coincide with high AOD and AE, while effective 

radius, cloud water, and optical thickness are lower. 

Over the central and upper sub-regions, AOD follows a series of increase and decrease 

almost along subsequent years. Nevertheless, AOD, AE, and Aabs simultaneously rose to 

peaks in 2010 and 2015, just as water vapour. During these peaks, cloud cover is high over 

both upper and central parts except for the sharp drop at the upper area in 2015. 

Consequently, the growth in aerosol loading over these sub-regions mainly enhanced by fine 

mode particles generally result in more cloud covers. In contrast, increasing aerosol loading 

largely negatively impacts cloud water and optical depth over the central sub-region, which 

resembles the trend over lower SA. However, the reverse is mostly the case over upper SA. 

The disparity in aerosol-cloud interaction behaviour might be due to differences in particle 

size distribution and the general aerosol composition over each area. As for the effective 

radius, an overall decrease prevailed during years associated with rising aerosol loading over 

the central and upper sub-regions. This feature is more evident for 2010 and 2015 and 

consistent with observation over the lower sub-region. 

From the interannual variations, several distinct characteristics of aerosol and cloud over each 

sub-region are noticeable apart from the dynamics of aerosol-cloud interaction. For instance, 

the hierarchy by location of aerosol loading and optical depth of absorbing particles 

demonstrate a declining trend from upper to lower. Meanwhile, for most cloud parameters, 

the reverse is the case such that an increasing trend prevails from upper to lower area. 
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Furthermore, parameters like CER, CTH, and CF are higher over the lower, followed by the 

central and upper. These characteristics alone tend to set varying conditions for precipitation 

to occur. 

 

Figure 3.14 Interannual variation of monthly means for aerosol (AOD, AE, Aabs), AWV, 

cloud (CF, LWP, COD, CTH, CER) and meteorology (WS, TEMP, PRECP) parameters over 

upper (U), central (C) and lower (L) South Africa. 

3.4.5 Correlation analysis of parameters 

From the previous section, different mechanisms of precipitating and non-precipitating 

conditions based on the aerosol characteristics and atmospheric states are elaborated for the 

region. The upper and central parts share a similar trend and have the same precipitation 

pattern, while the lower part differs in drift and rainfall patterns. This section presents the 

correlation analysis of aerosol-cloud and cloud-precipitation interactions to understand the 

aerosol-cloud interaction over the region better. Since particle size distributions tremendously 

influence cloud properties, the correlation analysis for aerosol properties includes AOD and 
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aerosol index (AI). Figure 3.15a shows the correlation between AOD and cloud properties 

(COD, LWP, CER, CF, and CTH). The correlations between AOD and cloud properties are 

generally low, ranging between 0 and ± 0.39. However, the most significant is the 

relationship between AOD, COD, LWP, and CER, with correlations predominantly between -

0.2 to -0.4 for all parts of the region under consideration. A closer look at these three crucial 

cloud parameters further reveals CER to be the top influenced parameter by aerosol loading 

with negative correlation. An increase in aerosol loading often results in a smaller size cloud 

droplet concentration, reducing the effective radius of the cloud. 

Similarly, both LWP and COD demonstrated a negative correlation such that for the former, 

an increase in aerosol also results in loss of cloud water. Thus, together with low CER often 

result in increasing albedo, just as postulated by [13]. For the latter, the persistence rise in 

AOD sometimes results in cloud burnout due to the absorbing effect. Although one will 

envisage a linear relationship between AOD and COD based on the expected inheritance of 

aerosol characteristics by cloud, aerosols inhibit cloud development through the warming 

effect [49, 50]. In general, several studies have demonstrated the impact of increasing aerosol 

loading on the decrease of LWP and CER, thereby suppressing rainfall [14, 51, 52]. The 

relationships between AI and cloud properties in Figure 3.15b show notably positive 

correlations over the central part with weak positivity (< 1.5) for CER, COD, and LWP. 

Meanwhile, negative correlations dominate the upper part, except for COD that portrays an 

extremely weak positivity (≈ 0.03). As for the lower area, CER, COD, and LWP are 

negatively correlated with AI, while CF and CTH showed extremely weak positive 

correlations. 

A positive correlation existed between all considered cloud properties and precipitation for 

the entire region, as illustrated in Figure 3.15c. Most of the correlation values range from 

moderate to strong (≈ 0.4 – 0.7) except for the lower part, where the relationship between 

precipitation and each of COD, CF, and CTH is relatively weak (r < 1.8). The weak 

correlation between rainfall and these parameters lies mainly in this area’s low and shallow 

cloud characteristics. Notably, the significance of increasing cloud water and effective radius 

in enhancing precipitation is evident according to this chart as it cut across the entire region. 

Hence, as observed from this region, CER and LWP have demonstrated a critical role in deep 

and shallow clouds. 
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Figure 3.15 Correlation analysis of (a) AOD vs cloud (CF, LWP, COD, CTH, CER) 

properties, (b) AI vs cloud (CF, LWP, COD, CTH, CER) properties, and (c) PRECP vs cloud 

(CF, LWP, COD, CTH, CER) properties for upper, central and lower South Africa. 

In general, based on the climatology of aerosol and cloud as described in the previous 

sections, precipitation formation is a function of the characteristics of aerosol-cloud 

interaction. ACI leading to varying states of cloud properties, particularly CER, LWP, CF, 

and CTH, have differing effects on precipitation, hence, summarized in Table 1. 

Table 3.1 A summary of the different states of cloud properties and the corresponding effects 

on precipitation over the region. 

Properties CER/LWP CF/CTH PRECP Characteristics 

1. ↑TH ↑ ↑ Moderate to heavy precipitation 

2. ↑TH ↓ ↑ Light to moderate precipitation 

3. ↓
TH

 ↑ ↓ Cloudiness/non-drizzling to light 

precipitation 

4. ↓
TH

 ↓ ↓ Clear sky/non-drizzling 

*Note: ↑TH and ↓
TH

 respectively represent increment above and decrement below the 

threshold. 
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3.5 Summary and conclusion 

Air pollution through aerosol emission over the South Africa region consistently maintains a 

reoccurrence pattern centred around a sharp increase in spring. The bulk of these pollutants 

are transported to the area by air masses mostly originating from the bordering countries. 

Domestic emissions mainly mix with transported incoming aerosols, hence, inducing a 

characteristic change in the atmospheric and environmental conditions. Nonetheless, the 

interaction between aerosol and the cloud is driven by the dynamic and thermodynamic 

processes of the atmosphere, with aerosol and vapour acting as feedstocks. 

Even though aerosol-cloud interaction appears complex, the deduction from the analysis 

presented in this study shows that cloud formation and evolution is a function of the amount 

of aerosol and vapour integrated into the cloud system. Besides, the process itself follows 

certain conditions that define the cloud properties and the ability to precipitate. Thus, infusing 

a proportionate concentration of aerosols and vapour into the cloud will enhance cloud water 

and effective radius (increase LWP and CER). Likewise, integrating a disproportionate 

amount of the duo will suppress rain-bearing cloud development because excess aerosol will 

result in smaller cloud droplets and lesser LWP. In contrast, extreme cloud water with fewer 

particles will surmount to the nucleation of fewer but bigger size droplets. Although, an 

increase in fine mode dominated aerosol corresponds to lower CER and LWP, resulting in 

lower rain, as seen in this study. However, cases of predominated small size aerosol 

concentration leading to rising rainfall were also registered.  

Based on these assessments, the potential to precipitate is mainly the function of CER, LWP, 

and COD over the entire region. An increase in the three parameters increases the chances of 

rain-bearing cloud formation.  Furthermore, the threshold for shallow lower subregion cloud 

for rain occur is CER > 14 µm, while the central and upper areas with more deep cloud 

possess a threshold of CER > 11 µm. Meanwhile, the average value for precipitating cloud 

water over SA seems uniform for all the locations and corresponds to LWP > 100 gm
-2

.  

Both CF and CTH influence more of the precipitation intensity. Both cloud cover and top 

height increase for high precipitating clouds and the reverse for low precipitating clouds. 

Nevertheless, the primary conditions (CER > threshold; LWP > threshold) for rain-bearing 

needed attainment before an increase in CF and CTH result in a pronounced rise in 
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precipitation. So, an increase in cloud cover and depth will necessarily not yield rainfall but 

mainly will increase the quantity. 

Surface temperature and wind speed mainly increased with atmospheric vapour. Due to the 

measurement altitude of both quantities (< 100 m above the ground), the influence is not 

much observed on aerosol loading and cloud development. Also important, temperature 

generally rises continuously in 2013 over the region. 
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4.1 Abstract 

Aerosol Robotic Network (AERONET) measurements and the validation of two prominent 

satellite retrieval, Multiangle Imaging Spectroradiometer (MISR) and Moderate Resolution 

Imaging Spectroradiometer (MODIS), are used to examine the properties of aerosols and the 

direct influence on radiative forcing (RF) over two metropolitan cities, Cape Town (CPT) and 

Pretoria (PRT) in South Africa. The synoptic characteristics of aerosols over CPT for 2015-

2019 indicate a general low aerosol optical depth (AOD) of an average of 0.08 ± 0.014 and 

are prevalently sea salt (SS) aerosols. In contrast, a high AOD value with an average of 0.23 

± 0.050 was observed over PRT between 2011-2019 and predominated by sulphate/nitrate 

aerosols. MISR and MODIS satellite retrieval validation demonstrated better accuracy over 

the land than in the maritime environment. MISR over estimated AOD by ≈ 40% but 

generally reported better precision across the board compared to MODIS instrument. Further 

investigation into the seasonal variation of aerosols over the two locations identified 

seasonality changes in the characteristics of aerosols mainly influenced by transport of high 

absorbing biomass burning aerosols. Finally, this work shows that the RF over CPT and PRT 

is a net cooling effect. However, this effect is motivated by distinct aerosol types in each 

location. 

4.2 Introduction 

Atmospheric aerosols are known to influence global weather and climate conditions. 

However, the extent of this influence solely and relatively to other phenomena that impact 

observable changes in the weather and climate system forms a significant source of 

ambiguity [1, 2]. Aerosol particles significantly interact with incoming solar radiation 

directly through scattering and absorption and indirectly by modifying the clouds 

microphysical properties [3], thus serving as cloud condensation and ice nuclei (CCN and IN) 

during cloud formation [4, 5]. Also, aerosols interact with terrestrial radiation (longwave 

radiation) via absorption and re-emission of electromagnetic radiation [6]. The interaction of 

these particles with solar as the primary energy source and terrestrial radiations results in the 

earth’s energy budget perturbation, hence, driving the changes in weather and climate 

conditions [3, 6]. More so, aerosols influence differing atmospheric and environmental 

challenges ranging from poor air quality, health problems, low visibility, and a dusty 

environment [7-9] which are detrimental to human survival and general well-being. In 

contrast, aerosols are vital components of cloud formation and rainfall and sometimes serve 
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as an essential source of soil nutrients favourable to humans [9, 10]. Therefore, regular 

qualitative and quantitative assessments are crucial for properly managing its consequences 

regarding their impacts on the earth’s energy budget and inhabitants. 

Aerosols are emitted from different sources, vary in types and properties, and the distribution 

is susceptible to spatio-temporal changes [11]. Also, based on the listed characteristics, 

aerosol particles influence the earth and its atmosphere to a varying degrees on a regional and 

global scale [1]. However, due to the poor understanding of how different aerosol 

characteristics translate to differing atmospheric and climate phenomena, their impacts are 

associated with significant uncertainty [1, 12]. Proper measurements and assessments become 

critical in characterising aerosols and their corresponding effects efficiently. 

Over the years, various approaches have been employed to measure and determine aerosol 

characteristics, including in-situ measurement, ground, and satellite remote sensing, 

modelling, and prediction [13-15]. Each process has distinct drawbacks ranging from spatial 

coverage, temporal stability, and sensitivity. In-situ or field campaigns are the most accurate 

method of monitoring aerosol but have significant disadvantages of limited spatio-temporal 

coverage [16-18]. Thus, in practice, remote sensing from both ground and satellite platforms 

constitutes the most commonly used method of aerosol measurement [11]. These methods are 

mainly advantageous due to their effectiveness in measuring the total column values of 

aerosol and non-intrusiveness [19]. Besides, they possess considerably high stability in terms 

of temporal and spatial coverage. Although ground observation is still ranked the most 

effective remote form of observing aerosol properties, they are yet faced with the limitation 

of poor spatial coverage. Satellite-measured aerosol properties are less efficient, though they 

possess an uninterrupted temporal and broader spatial range [11, 20]. Therefore, ground and 

satellite remote sensing synergy for aerosol monitoring has demonstrated promising results 

[21]. Meanwhile, modelled generated aerosol data is also stable temporally and spatially but 

prone to several errors since such data depends on in-situ, ground, and satellite data. 

Applying any or the synergy of these methods has helped describe aerosol characteristics and 

investigate its impacts on climate [11, 20, 22]. 

Both natural and anthropogenic aerosols are found as a mix globally. However, several 

studies have argued that the increase in anthropogenic aerosols leads to the current challenge 

posed by climatic change [1, 23, 24]. Previous studies have demonstrated that the aerosol 

suspension over an area is a function of both localised generated and in-ward transported 



 
- 117 - 

aerosols from the external origin [11]. Hence, the characteristics of aerosol suspended can be 

predominantly localised generated aerosols or influx of transported aerosol. Several studies 

have shown that internally generated aerosols that mainly form a canopy over 

urban/industrialised environments emerge mainly from anthropogenic sources [23-25]. 

However, the occasional influx of transported aerosols also increases the aerosol suspended 

in rare cases. In contrast, rural and semi-urban areas are dominated by natural aerosols and 

mainly account for the sharp increase in aerosol suspension due to the influx of transported 

particles [18, 26]. As an advance, the different aerosol suspension has differing impacts on 

the region. Studies around various parts of the world have shown fine mode particles with 

generally absorbing characteristics and mainly originating from anthropogenic sources 

dominate urban/industrial sites [1, 11]. The typical impact associated with this aerosol 

environment is an increase or decrease in the radiative forcing [4, 25] due to the absorbing or 

scattering nature of the predominant particles, depending on the composition of the 

suspended aerosols. 

Studies around urban/industrial areas such as America [18], Europe [7, 27] and Central Asia 

[25] have shown that the impact of suspension due to urban/industrial aerosols on radiative 

forcing is positive due to the strong absorption features of the constituents. Meanwhile, 

related studies in a similar setting have observed the reverse [28]. More so, polluted 

environments have been presented to suppress precipitation formation [10, 29]. However, 

some studies have also found precipitation enhancement by high aerosol loading [10, 30]. 

Studies have consistently explained the two situations to be mainly influenced by 

atmospheric dynamics and thermodynamics [10, 31].  

Over South Africa (SA), some studies have been carried out on the characterisation of 

atmospheric aerosols suspended in the region. These include aerosol optical properties, the 

effect on radiative forcing, impacts on cloud and precipitation, and air pollution, among 

others [16, 17, 32, 33]. Generally, from previous studies, aerosols over SA exhibit seasonality 

centred around spring and aerosol loading is highest in the upper parts compared to the lower 

areas [11, 33, 34]. Similarly, these studies show that the upper parts are distinctly dominated 

by fine mode aerosol, while the lower parts are a mix of coarse and fine aerosols. The 

primary sources of aerosols identified by studies depend on the level of industrialisation, 

population and other related human activities. They are sometimes enhanced by seasonal 

biomass burning aerosol from neighbouring communities. 
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Regarding spatial coverage, most studies have investigated aerosol activities in fewer 

locations based on ground data such as AERONET [35, 36] and more multilocation studies 

using satellite instruments [33, 34]. However, validation of satellite aerosol retrieval over SA 

is still minimal, and most studies using ground instruments such as sun photometers are 

mainly single location-based observations. Only a few studies [11, 32] have examined the 

validation of satellite measurement over the region to date which is limited to small spatial 

coverage and often involve selected parameters. With the growing industrialisation and 

population across the region, urban expansion calls for more climate actions, hence, 

understanding aerosol properties and the accompanying impacts become essential. Besides, 

more study is needed towards the validation of satellite retrieved and modelled generated data 

considering the huge gap set by satellite-based predominated studies over the region. This 

approach will enhance the reliability of satellite-based observations in studying aerosol 

regionally and globally. 

This work investigates aerosol optical characteristics and the consequential impacts on 

radiative forcing over two metropolises in South Africa with distinct industrial and 

population footprints. Each of the two study areas represents the upper and lower part of the 

country, respectively and is strategic to entire Southern Africa. Furthermore, the areas are 

host to AERONET sun photometers and boast relatively consistent data in terms of 

availability amongst peers. The study explores the advantages of these two sites’ attributes 

(as mentioned above) to understand the aerosol characteristics and radiative effects of locally 

generated and inward transported aerosols. The role of naturally emitted and anthropogenic 

aerosols over each environment and proxy location is examined. Equally important, data from 

two satellite instruments over the sites will be validated using the AERONET data. The 

results present a comprehensive insight into identifying the types and sources of aerosols in 

South Africa and their effects on the region. Further, the study will assist in deciding on an 

appropriate measure to tackle the climate change issue. Also, this output portrays a 

significant advance towards optimising satellite retrieval of aerosol measurements over 

Africa and enhancing modelling of the same over the region. Subsequently, section two 

describes the data, sources, and general approach to this study. Sections three and four give 

the study’s detailed methodology and general discussion. Finally, the summary and a brief 

conclusion of the outcomes of this work are presented in section five. 
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4.3 Method 

4.3.1 Sites 

This study focused on two strategic metros (Pretoria and Cape Town) in South Africa, 

separated ≈ by 2000km within the region’s geographical space (see Figure 4.1). Cape Town 

(33.92° S, 18.42° E) is one of the largest metropolitan areas in SA, located in the 

southernmost and coastal parts of the region. The area has a mountainous and hilly landscape, 

including the famous Table Mountain, a popular tourist site. Also, the environment is 

typically a marine environment due to the nearness to the coast of South Africa. Cape Town 

is home to several industrial and commercial activities and represents the economic centre of 

the Western Cape Province. The area with a population of over 2 million people is involved 

in different industrial and domestic activities that result in the emission of a considerable 

amount of aerosols. Aerosols such as SO2, NO, black (BC) and organic carbons (OC) are 

typical of this location. Some aerosol impacts in this area include increased air pollution, 

weather changes, and associated health implications. Between the years 2013 and 2015, the 

region experienced low rainfall and was potentially prone to drought [11]. Similarly, a slight 

rise in air pollution and poorer air quality are observed during the period 2014 to 2018. 

Pretoria (25.75° S, 28.28° E) is in Gauteng province north-east of South Africa, with another 

metropolis, Johannesburg, known as the country’s economic capital. Due to the proximity to 

another metro city (i.e., Johannesburg), the neighbouring city’s population and activities 

significantly influence this area. Pretoria, popularly known as the administrative domain of 

SA, is home to extensive industrial activities, particularly the heavy steel industries. Mining 

activities and the coal power plant around the area are also essential sources of aerosol 

emission. In the last two decades, the city has suffered climate change impacts such as heat 

waves, precipitation drops, and drought. Considering the notion of aerosols inducing changes 

to the climate pattern in an environment, thus, understanding the characteristics of aerosols 

over an area and the associating impacts is crucial for effectively mitigating the possible 

negative influences. Besides, this study will enhance the characterisation of aerosols 

regionally and globally. 
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Figure 4.1 A map of South Africa showing the locations of Cape Town and Pretoria. 

4.3.2 Data 

For a detailed understanding of the aerosol properties and their corresponding impacts, this 

study utilises data from ground and satellite platforms to demonstrate the result presented in 

this work. The ground observation data is from the AERONET (Aerosol Robotic Network) 

stations in both locations. AERONET is a ground-based network of sun photometers that 

monitors the near real-time global distribution of aerosol spectral optical thickness through 

measurements of the direct sun collimated and sky radiance. The radiometers within the 

network take measurements at eight spectral bands: 340 nm, 440 nm, 500 nm, 675 nm, 870 

nm, 970 nm and 1020 nm. The direct sun radiation is measured in all eight spectra, while the 

sky radiation is obtained at four wavelengths (440 nm, 670 nm, 870 nm and 1020 nm. 

Furthermore, AERONET provides aerosol optical depth (AOD) measurement at seven 

spectral bands and a nominal uncertainty of ≈ ± 0.01-0.02 [37, 38]. From the AOD 

measurements at two reference wavelengths, another vital parameter, the Ångström exponent 

(AE), which gives some insight into the size characteristics of aerosols, is obtained. Also, 

from the spectral deconvolution algorithm (SDA), other properties such as the fine mode 
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fraction (FMF) and AOD (τf) are inferred from AERONET sun photometers measurements. 

Apart from the optical parameters, the network of radiometers produces microphysical 

parameters, including the volume size distribution, single scattering albedo (SSA), refractive 

indices (RI), and absorbing AOD (τabs), amongst others, using the flexible inversion 

algorithm and the sky radiance measurement as input. Several works have documented a 

detailed description of the retrieval method and products following the flexible inversion 

algorithm [11, 14]. In this work, the level 1.5 scientific datasets from AERONET 

measurements for Pretoria and Simons Town sites were utilised to present the documented 

results. The preference for level 1.5 (cloud screen only) over level 2.0 (cloud screen and 

quality assurance) datasets is due to the size of datasets offered by the former and the 

consistency level (> 90 %) compared with the latter, as observed from the two sites. 

Generally, the AERONET data is vital to this study as it creates an insightful view of aerosol 

optical and microphysical properties over the locations and acts as a validator to satellite and 

modelled derived data. 

Both satellite data used in this study are measurements obtained from two instruments on 

board the Terra satellite, one of the A-train constellation satellites. The Multiangle Imaging 

Spectroradiometer (MISR) instrument measures the reflected solar radiation from the earth’s 

surface by nine different cameras positioned at different angles; nadir, ± 26.1°, ± 45.6°, ± 

60.0° and ± 70.5°, to monitor changes in global climate. Each of the nine cameras operates at 

four wavelengths; blue (443 nm), green (555 nm), red (670 nm), and infrared (865 nm) to 

provide various scientific datasets on aerosol and cloud properties beneficial for the proper 

characterisation of their impact on global climate. MISR possesses the advantage of being 

carefully calibrated to operate at optimal accuracy to provide data at high spatial resolution. 

Besides, the instrument offers the classification of aerosol particle size distribution among its 

peers. In the present study, level 3 daytime daily and monthly data at a spatial resolution of 

0.5° x 0.5° are utilised to present additional results. 

 On the other hand, Moderate Resolution Imaging Spectroradiometer (MODIS) possesses the 

radiometric capabilities to measure the reflectance from both cloud and earth surface at 36 

different spectrums ranging from visible to infrared wavelengths. The instrument monitors 

the activities of aerosol and cloud at a horizontal resolution between 250 m and 1 km. 

Datasets from MODIS instrument form the basis of several studies, particularly over vast 

areas with no ground instruments. Hence, it is crucial to validate the data available from this 
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instrument over all possible locations to assess the credibility in evaluating the past, present 

and future states of the atmosphere. Daily and monthly standard level 3, 1° x 1° gridded 

datasets are used for the analysis presented in this paper. 

4.4 Results 

4.4.1 Aerosol optical properties statistics 

The monthly averages of the parameters AOD, AE, FMF, AODabs, SSA and WVC over the 

study period 2015-2019 for Cape Town (CPT) and 2011-2019 for Pretoria (PRT) are 

presented in Figures 4.2 and 4.3. Generally, aerosol loading measured by AOD is lower in 

CPT (AODav_440 = 0.08 ± 0.014), typical of the maritime environment [18], compared to PRT 

(0.23 ± 0.050), which boasts of more industrial activities, especially in the heavy metal 

industries. These observed values agree well with reported ones from previous studies [11, 

36]. Also, noticeably, the two locations differ in the period of min-max occurrence of aerosol 

loading due to slight differences in climate patterns. Remarkably, the meteorological states 

are critical to aerosol characterisation owing to their roles in suspension and removal from the 

atmosphere. CPT is associated with the winter rainfall season resulting in the increase in 

aerosol removal by scavenging clouds ahead of the rainy season and is suggestively 

accountable for the minimum AOD (0.060) in April, as shown in Figure 4.2a, while the 

continuous suspension and the influx of air masses carrying aerosol is linked to maximum 

AOD (0.103) in August and most parts of spring. 

Meanwhile, the case slightly differs from Pretoria, as illustrated by Figure 4.2b, such that the 

minimum AOD (0.159) occurred in June and the maximum (0.341) in September extending 

the spring season like in CPT and often associated with the events of biomass burning (BB) 

during the pre-farming season. Studies have repeatedly linked the BB events accounting for 

the high aerosol turbidity over the two springs locations, mainly emanating from the northern 

parts of South Africa and neighbouring countries. The concentration over each site is a 

function of the proximity [11, 16, 32, 39]. 

Following the characteristic aerosol loading over the study sites, CPT demonstrated the 

predominance of coarse particles (i.e., AE < 1.0) with a multiyear monthly average of 0.733 ± 

0.128. At the same time, PRT tends more toward fine mode aerosols (i.e., AE > 1.0) with an 

average value of 1.517 ± 0.072. From Figure 4.2c, the minimum monthly mean AE (0.504 in 

March) and general lower AE over Cape Town occurs during the summer and autumn 
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months and coincide with the period of lower aerosol loading over the site. This variation 

significantly portrays the feature of a typical maritime site with the predominance of sea salt 

(SS) aerosol. Several studies over similar sites [18, 40] and this current site [11] have 

demonstrated comparable variation and linked to a coastal site predominated by coarse 

aerosol of sea salt origin. Similarly, the maximum monthly mean (0.929 in September) 

represents finer particles and corresponds to the period of high atmospheric turbidity and 

consists mainly of the spring months characterised by biomass burning and fossil fuel 

combustion. In contrast, aerosol suspension over Pretoria is chiefly dominated by fine mode 

aerosols, the mean monthly average AE (1.52). Emissions from industrial activities, vehicular 

movement, and other domestic activities are more likely to account for this variation. 

Meanwhile, the minimum AE (1.409 in July) and during the summer months suggest more 

coarse particles, mainly mineral dust (MD), due to the high AOD. The maximum (1.597 in 

December) and generally from spring to autumn indicates the enhanced emission and 

suspension of fine mode particles, which is also influenced by the BB influx from external 

sources. This AE characteristic over PRT is consistent with the observation from a previous 

study over the site [36]. 

To further examine the particle size characteristics over the study sites, the FMF variation 

from the spectral deconvolution algorithm (SDA) for the sites is presented in Figures 4.2d 

and e (i.e., for CPT and PRT, respectively). Coarse mode dominates atmospheric aerosol 

suspension over CPT, with FMF mostly less than 0.5 during most months of each season, 

such that the monthly average value (0.45 ± 0.056) reflects the dominance. This observation, 

coupled with the AOD and AE variation earlier described, strongly demonstrates SS as the 

primary aerosol type over the region. Hence, the minimum average FMF (0.360 in March) 

and most months display the strong dominance of SS aerosol over the area with less 

pollution, while the maximum mean (0.542 in September) and a large part of winter signify 

an increase in pollution and considerably align with the earlier description in this work and 

hypothesis from a previous study [11] of the influx of polluted air mass mainly linked to BB 

aerosol (i.e., aged smoke) from the northern part of South Africa. Contrastingly, FMF 

variation over PRT with a monthly mean value (0.780 ± 0.029) further illustrates the 

predominance of fine mode aerosol in the site. The minimum FMF (0.730 in November) 

represent the period of less influx of external air pollution (such as aged smoke), while the 

maximum (0.821 in September) demonstrates the enhancement of internal pollution 

suspension by the external influx of aerosol particles. 
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Figure 4.2 The graphs of the multiyear monthly mean AOD, AE and FMF for Cape Town; 

(a), (c) and (e), and Pretoria; (b), (d) and (f). 

Figures 4.3a and 4.3b illustrate the variation of absorbing AOD (AODabs or τabs) over Cape 

Town and Pretoria, respectively. AODabs also constitute a vital property in aerosol 

characterisation and enhance the identification of different aerosol types. Aerosols such as 

carbon soot (CS) and black carbon (BC) are strong absorbers of solar radiation, hence, 

identifiable by high τabs. Low or relatively moderate τabs can infer moderately absorbing 

aerosols such as organic carbon (OC) and MD; those with poor absorbing properties are 

differentiable by extremely low AODabs. On this note, τabs is generally low over CPT (mean 

τabs = 0.005 ± 0.002) compared to PRT (mean τabs = 0.019 ± 0.009) with ≈ 4-times absorbing 

characteristics of CPT. The features presented by the AODabs variations in the two locations 

support the pattern demonstrated by AOD, AE and FMF. Also, the differences in τabs between 
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the two sites beam more insight into the role of proximity in the aerosol characteristics over 

each location. 

Similar but opposite to τabs, the single scattering albedo (SSA or ω) variation over the study 

locations is described in Figures 3a and b for CPT and PRT, respectively. Over CPT, the 

monthly mean ω value is 0.932 ± 0.022 suggesting a considerable dominance of scattering 

suspensions. Factoring the variations portrayed by AOD, AE, FMF, and AODabs, the 

evidence of SS matching the predominance aerosol type over the Cape Town site is more 

apparent. The finding is consistent with the previous studies on the location [11]. 

Nevertheless, it is vital to note from the min-max SSA (i.e., 0.897- 0.967) that aerosol 

suspended over this site sometime constitutes the mix of coarse-fine mode particles leading to 

characteristics shift in the value of SSA from strong to less scattering. Internal emissions such 

as domestic and industrial emissions and aged smoke-bearing air mass influx are often liable 

to these changes. 

Similarly monthly mean ω in PRT is 0.899 ± 0.027, thus indicating a more absorbing-

scattering mix typical of an urban-industrial location. The minimum average SSA (0.860) 

occurs in August, and the maximum value (0.948) is recorded in December. Minimum SSA 

and lower values are chiefly associated with the winter and spring months, coinciding with 

the pre-planting period in South Africa and bordering countries. SSA variation combined 

with other aerosol properties over Pretoria gives a clearer picture of the dominance of 

Sulphate and nitrate and the influence of less scattering and more absorbing aerosols (black 

and organic carbon) around the winter and spring, thereby changing the spectral properties of 

suspended particles. 

Figures 3e and f illustrate the variations of atmospheric water vapour content (WVC) for CPT 

and PRT. AWV or precipitable water for both locations are similar in interpretation such that 

atmospheric vapour is lowest during winter (i.e., CPT - 1.17 cm and PRT - 0.67 cm, both in 

July) and highest in summer (CPT - 1.99 cm in January and PRT – 2.05 cm in December). 

This pattern is typical for all parts of South Africa, where WVC is all high during summer 

and lowest in winter. The monthly average WVC for the sites is 1.52 ± 0.29 cm and 1.35 ± 

0.54 cm for Cape Town and Pretoria, respectively. Notably, WVC over CPT is larger than the 

value for PRT and is linkable to the nearest to the ocean. 
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Figure 4.3 The plot of monthly mean AODabs, SSA440 and WVC for Cape Town; (a), (c) and 

(e), and Pretoria; (b), (d) and (f) over their respective study periods. 

4.4.2 Validation of satellite retrieved data 

Figure 4 shows the validation of satellite observation of aerosol parameters over the locations 

under investigation in this work against ground measured values. Figures 4.4a and 4.4b 

represent Cape Town and Pretoria, respectively, and the AOD from MODIS and MISR are 

validated against AERONET observation. For measurement over CPT, MISR observation 

demonstrate better agreement with AERONET with correlation (R) and significance (P) 

values R = 0.60 and P = 0.04 than MODIS (R = 0.48 and P = 0.12). However, MISR tends to 

overestimate AOD by over 40% compared to AERONET measurement at the location. As for 

MODIS, the mean-min-max values are slightly closed to that of AERONET but with 

inconsistent factors (i.e., by -3%; < -11%; > 4% for mean; min; max). Similarly, MISR 
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accuracy (R = 0.75; P = 0.005) is slightly better than MODIS (R = 0.74; P = 0.006) over 

PRT. Both instruments underestimated (MISR averagely by -14% and MODIS by -47%) 

AOD compared to AERONET measurement. 

AE measurements from the two instruments (MISR AND MODIS) over the locations under 

investigation are compared to AERONET obtained measurement is presented in Figures 4.4c 

(CPT) and 4.4d (PRT). MODIS shows better accuracy (R = 0.54; P = 0.07) compared to 

MISR (R = 0.01; P = 0.97) measurement of AE over CPT. The cause of this low accuracy 

demonstrated by MISR for AE estimate over CPT results from poor aerosol properties 

retrieval over the water surface, mainly owing to the location’s closeness to the sea. However 

for PRT the pattern quite differs with MISR portraying stronger but negative correlation (i.e., 

R = -0.48; P = 0.12) with AERONET compared to MODIS (R = 0.33; P = 0.30) 

measurement. The cause of the negative R-value in the case of MISR is not immediately 

clear. Still, suggestively, such divergence is likely to be inherited from the uncertainty in 

AOD retrieval, probably at one of the adopted wavelengths. 

The validation of AODabs for the satellite instruments over CPT and PRT is illustrated in 

Figures 4.4e and 4.4f, respectively. From the figures, again MISR dataset shows far better 

consistency with R = 0.42; P = 0.17 compared to MODIS (R = 0.052; P = 0.87). Although 

both instruments demonstrate poor performances in terms of statistical significance, their 

datasets still provide useful insights regarding aerosol absorbing properties over the region. 

As for PRT, the instruments still demonstrate their properties of better performance over land 

than over water surfaces. MISR maintain the lead in accuracy with R > 0.85; P << 0.001 as 

validated against AERONET measured values. In contrast, MODIS also post a strong 

accuracy (R = 0.70; P = 0.011) over the region.  

According to the SSA variation over CPT in Figure 4.4g, both instruments recorded negative 

and weak relationships against the AERONET dataset. MODIS measured ω displayed a 

stronger relationship (i.e., R = -0.34; P = 0.28) with the ground instrument compared to 

MISR (R = -0.23; P = 0.48). The negative correlation, which in this case represents the 

disagreement level exhibited by the satellite instruments, probably results from the sensitivity 

error over the observed environment. Meanwhile, the satellite instruments demonstrated far 

better accuracy against the ground instrument measurement of ω over PRT, as observed from 

Figure 4.4h, than observation over CPT. The SSA measurement over PRT by the MODIS 

instrument is more consistent (i.e., R = 0.80; P = 0.002) than MISR obtained measurements 
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(i.e., R = 0.71; P = 0.009). Overall, it is convenient to deduce that the accuracy of the 

instruments is significantly influenced by the environment and surface type, as observed from 

the two site measurements. 

Figures 4.4i and 4.4j illustrate the comparisons between MODIS and AERONET precipitable 

water measurements for CPT and PRT, respectively. The satellite (MODIS) instrument 

shows robust agreement with the ground counterpart in the two locations. As expected, the 

accuracy over PRT (R = 0.99; P << 0.0001) supersede that of CPT (R = 0.97; P << 0.0001), 

and obviously accountable to the satellite instrument retrieval precision over land compared 

to water surface. This result consistently agrees with previous global studies [11, 41, 42]. 

 

Figure 4.4 The plots of comparisons amongst AERONET, MISR and MODIS instrument data 

on AOD, AE, AODabs, SSA and WVC for CPT (left panels) and PTR (right panels). 

4.4.3 Relationships amongst optical properties 

In this section, the relationships AE vs AOD, SSA vs AOD, AE vs AODabs and aerosol index 

(AI) vs WVC are presented in Figure 4.5 to further understand the aerosol characteristics 

over the study locations through examining the interrelations among previously observed 

parameters. AI represent a new parameter defined as AOD *AE to factor the aerosol loading 

0.04

0.08

0.12

0.16

0.1

0.2

0.3

0.4

0.5

1.0

1.5

0.75

1.00

1.25

1.50

1.75

0.000

0.003

0.006

0.009

0.00

0.01

0.02

0.03

0.04

0.90

0.95

1.00

0.90

0.95

1.00

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC

1.2

1.5

1.8

2.1

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC

0.8

1.2

1.6

2.0

2.4

(a)

A
O

D
 (
)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

) (b)

A
O

D
 (
)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

)

(c)

A
E

 (


)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

)

(d)

A
E

 (


)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

)

(e)

A
O

D
a
b

s
 (
 a

b
s
)

 AERONET (
abs440

)   MISR (
abs440

)   MODIS (
abs470

)

(f)

A
O

D
a
b

s
 (
 a

b
s
)

 AERONET (
abs440

)   MISR (
abs440

)   MODIS (
abs470

)

(g)

S
S

A
 (


4
4
0
)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

)

(h)

S
S

A
 (


4
4
0
)

 AERONET (
500

)   MISR (
555

)   MODIS (
550

)

(i)

W
V

C
 (

c
m

)

Month

 AERONET     MODIS (j)

W
V

C
 (

c
m

)

Month

 AERONET     MODIS



 
- 129 - 

along with the size distribution in a single term. Figure 4.5a shows the relationship between 

AOD and AE for Cape Town. Mainly, low aerosol loading is characterised by small particle 

size (i.e., τ440 < 0.1 mostly for α440-870 < 1.0), AOD between 0.1 and 0.15 consist more mixed 

particle size (coarse and fine) and high atmospheric pollution over the location is dominated 

by fine-mode aerosols (τ440 > 0.15 correspond to α440-870 > 1.0). Similarly and more 

obviously, low aerosol loading over Pretoria is dominated by coarse-mode aerosols (i.e., τ440 

< 0.1 ≡ α440-870 < 1.0) and τ440 > 0.2 ≡ α440-870 > 1.0 as observed from Figure 4.5b. 

The plot of SSA vs AOD for CPT in Figure 4.5c demonstrate predominant scattering (i.e., ω 

> 0.9) for τ440 < 0.2, then the region of ω < 0.9 characterised by τ440 > 0.2 and the cluster of ω 

> 0.9 with mostly high aerosol loading (i.e., τ440 > 0.15). The first described region exhibits 

the characteristic of SS aerosols, the next is likened to carbon emission (including carbon 

soot, OC, and BC), and the last segment depicts sulphate and nitrate presence. This 

observation is consistent with the findings in the previous section and earlier study [11], 

considering the environmental characteristics of CPT, the biomass activities (including forest 

fire), the influx of aged smoke, and the level of industrial activities. For Pretoria in Figure 

4.5d, again the variation is more obvious with the predominant spread of SSA > 0.9 

extending from low to high aerosol loading (i.e., 0.15 < τ440 < 1.20) and the region of ω < 0.9 

for 0.15 < τ440 < 0.90. The first segment depicts the dominance of aerosols mostly from fossil 

fuel (FF) combustion (both domestic and industrial settings), such as sulphate and nitrate. 

The second part represents more mixed emissions from combustion activities (such as BB 

and FF) and mineral dust (MD). The characteristics of ω vs τ440 provide considerable 

evidence of CPT being SS rich, receiving low-moderate FF emissions and is seasonally 

polluted by the combined internal and external low emissions from BB. In contrast, PRT 

demonstrates a large suspension of sulphate and nitrate aerosols through regular emissions 

from FF activities and seasonal enhanced pollution by a large concentration of BB aerosol 

constituents (like BC, OC and soot). 

The relationship between particle size and absorption strength for CPT in Figure 4.5e shows 

relatively higher τabs (> 0.02) are mainly fine-mode aerosols such as BC and OC. At the same 

time, the lower absorbing feature is associated with predominantly coarse mode aerosols 

suspected to be SS and considerable fine-mode concentration typical of FF combustion 

emission (sulphate and nitrate). In the case of PRT (Figure 4.5f), aerosols of low absorption 

dominate the location. Hence, lower τabs-value mainly coincide with smaller sized particles 
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(AE > 1.0), likewise for AODabs with higher value (τabs > 0.04). The first feature is typical of 

sulphate and nitrate aerosols, and the second is more of BC and soot. Meanwhile, the cluster 

of AE < 1.0 and AODabs < 0.02 comprises coarse non-absorbing aerosols such as mainly MD 

considering the geographic location and presence of SS aerosol. 

Figure 4.5g and h respectively illustrate the variation of AI with WVC for CPT and PRT. For 

CPT, increasing vapour content is accompanied by a moderate rise in the AI, especially in the 

range of implies growth in the particle sizes due to water intake. Similarly, hygroscopic 

particle growth is evident for PRT following the rise in AI with WVC. This observation 

supports the evidence of WVC = 1 to 2.5 cm, which the predominance of SS aerosols in CPT 

and sulphate-nitrate combination in the case of PRT, as depicted by the earlier figures (i.e., 

Figures 5a-f). 

 

Figure 4.5 The plots of the relationships between AERONET, MISR and MODIS instrument 

measurement of the parameters AE vs AOD, SSA vs AOD, AE vs AODabs and AI vs WVC 

for CPT; (a), (c), (e) and (g), and PRT; (b), (d), (f) and (h). 
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4.4.4 Particle size distributions 

The multiyear monthly average particle size distribution (PSD) for CPT in Figures 4.6a and 

4.6b mainly displays bimodal characteristics distinctly signifying fine and coarse mode 

particles. Remarkably, the fine mode represents the region of radius (r) < 0.4μm, and the 

coarse mode is marked by r > 0.4μm. Obviously, from the PSD variation in the figures, the 

coarse mode aerosol demonstrates the predominance and association with SS and possibly 

traces of MD. Several studies have shown that CPT is not prone to MD aerosol due to its 

general environmental characteristics, including not being within the proxies of any desert 

region and possession of paved and tarred roads, such that the main dust source is through 

occasional sedimentary weathering of rocks [11, 34]. The rise in the buildup of coarse mode 

volume concentration is observed in March and January, while a significant increase in fine 

mode particles is noticeable July-September. These features are more apparent in the seasonal 

variation in Figure 4.6e, where distinct intensification of coarse mode particles is visible for 

summer, and peak concentration of fine mode aerosols is detectable in winter. 

A substantial and distinct rise in the fine mode aerosol concentration (i.e., r < 0.6μm) is 

evident in February and September over PRT, thus demonstrating the predominance of fine 

particles as illustrated by the monthly average in Figures 4.6c and 4.6d. Additionally, several 

other peaks are observable in the region of r > 0.6μm, particularly for May, June, and 

September, as seen in the figures. These peaks represent the suspension of a significant 

amount of large-sized particles mainly due to hygroscopic growth of hydrophilic aerosols 

(such as sulphate and nitrate) and emission from biomass burning activities (carbon soot), 

including from internal and external sources (i.e., considering the period of peak). This 

finding agrees well with the observation from several existing studies on the location [33, 36, 

42]. Further to the monthly variation of PDS over PRT, Figure 4.6f display the seasonal 

changes in the bimodal characteristics of the PSD. The highest concentration of both coarse 

and fine mode aerosols are registered in spring which depicts a scenario of mixed aerosol 

types linked to biomass burning and hydrophilic aerosols. 



 
- 132 - 

 

Figure 4.6 The illustration of monthly and seasonal average particle size distribution for CPT; 

(a), (b) and (e), and PRT; (c), (d) and (f). 
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The spectral behaviour of aerosol particles over the study location is examined for 
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Figure 4.7a shows moderate spectral dependence such that ω is approximately steady 
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observation from the MISR instrument shows a similar pattern but approximate flatness as 

the wavelength changes. However, for MODIS, a strong spectral dependence of increasing ω 

with λ is visible for the few wavelengths range (i.e., 440-660nm) available for the instrument. 

Similarly, Figure 4.7b displays SSA’s moderate spectral dependence on wavelength, 

following ω sparingly decrease with λ mainly at λ > 800 nm. This again indicates mixed-type 

aerosols of non-absorbing and absorbing properties which is consistent with the 

environmental situation of the PTR. MISR again exhibits closer similarity with the 

AERONET variation for the satellite instruments, while MODIS is more divergent, just as 

experienced for CPT. 

The variation of absorbing AOD for CPT illustrated in Figure 4.7c exhibits some spectral 

dependency, mainly around λ < 680nm for the three instruments. An approximately steady 

value is noticeable for λ > 680nm. This variation shows the dominance of absorbing aerosol 

by fine particles and scattering aerosols by mainly coarse mode. The result from the previous 

studies on this site has demonstrated similar variation. Meanwhile, a strong spectral 

dependence is shown by AODabs over PRT in Figure 4.7d. AODabs decrease with increasing 

λ, and the pattern tends to be more evident at λ < 680nm. Like the pattern shown for CPT, 

smaller aerosol particles demonstrated higher absorption characteristics than larger ones. The 

AODabs spectral variation in PRT indicates a significant presence of absorbing fine-mode 

aerosols such as BC and OC. Also, similarly to the observation for CPT, the spectral 

characteristics of AODabs retrieved from MISR and MODIS instruments agree well with the 

AERONET measurement. 

Apart from the spectral characteristics of ω and τabs that provide an insight into the scattering 

and absorption properties of particles for possible identification of aerosol types, the 

refractive indices (i.e., the real and imaginary refractive index RI) further reveals the 

absorption/scattering and size features for different aerosol types. Thus, the CPT’s real 

refractive index (RIr) in Figure 4.7e exhibits significant spectral changes such that RIr 

decreases with increasing wavelength. Since RIr tends more toward the particle size, the 

variation thus demonstrates the presence of a substantial amount of fine mode aerosols. In 

contrast, the RIr for PRT in Figure 4.7f does not show strong spectral dependence as seen in 

the RIr for CPT. The RIr is almost steady for all wavelengths for seasons (i.e., winter and 

spring) associated with the intense mix of BB aerosol and particles from incomplete 
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combustion of fossil fuel (FF). Regarding the other two seasons, only RIr at shorter 

wavelengths (λ < 650nm) exhibit relatively observable spectral dependence. 

 

Figure 4.7 The graph showing the monthly and seasonal average spectral variation of SSA, 

AODabs, RIr and RIi. 
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methods to distinguish the different aerosol types in an environment [18, 36, 43]. However, 

these studies consider mainly particle size and aerosol loading or size and 

absorbing/scattering only. In this work, the particle size (FMF), effect on light extinction 

(AOD), and absorption/scattering (ω and AODabs) are considered simultaneously to enhance 

the identification of the different aerosol types. Figure 4.8a shows the relationships between 

AOD, ω, and τabs for Cape Town. The cluster bounded by the red box represents the region of 

high scattering (ω > 0.89), low aerosol loading (τ440 < 0.10) and very low absorbing particles 

(AODabs < 0.01), which satisfy the features of SS aerosols and constitute the major aerosol 

type over the site. The yellow box corresponding to high aerosol loading (AOD > 0.10), 

scattering (ω > 0.90) and low absorption (AODabs < 0.02) is linked to sulphate and nitrate 

aerosols. The orange box represents AOD < 0.02, ω > 0.80 and AODabs < 0.02 resembles 

more MD. Also, the black box bounding particles with relatively high SSA (ω < 0.80), low to 

very high absorption, and AOD matches carbonaceous soot and OC. While the cluster of 

AOD > 0.10, high absorbing and ω < 0.90 (purple) coincide with BC. 

Figure 4.8b illustrates the identification of the different aerosol types over Pretoria based on 

the plot of AOD, SSA, and AODabs. From the figure, the smallest cluster (yellow box) of 

particles with high scattering and low absorption (ω > 0.9, AODabs < 0.02 and AOD < 0.01) 

constitutes SS aerosols. The red box bounding high scattering aerosols with low absorption 

and AOD extending to high-value matches sulphate and nitrate aerosols. Similarly, the region 

of high scattering, AOD and moderate to low absorbing feature correspond to MD aerosols 

(orange box). Also, the cluster of particles having ω < 0.90, low to moderate AODabs-values 

and AOD ranging from low to very high values bounded by the black box matches 

carbonaceous soot. 

Meanwhile, the segment of high absorbing, low scattering, and high aerosol loading indicated 

by the purple box correspond to OC and BC mix. Hence from the identification process, 

sulphate and nitrate aerosols demonstrate to be the predominant aerosol types in the region 

which is consistent with the urban-industrialised characteristic of the location. Likewise 

significant is the identification of a substantial amount of carbonaceous aerosols (soot, OC 

and BC) being in suspension over the region and earlier suggested to result from locally and 

externally activities of BB. Summarily, the results from aerosol observations and 

identifications for the two locations are in close agreement with several studies conducted 

over these sites and elsewhere globally [11, 18, 36, 43]. 
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Figure 4.8 The plot of SSA, AOD and τabs (colourbar) for (a) CPT and (b) PTE. 
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average temperature, is a function of the amount of incoming shortwave (SWR)solar 

radiation and outgoing longwave (LWR) terrestrial radiation [1, 26]. The effective RF mainly 

results in a net cooling effect when incoming SWR is lesser than outgoing LWR, piloted by 
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                                                            ( ) 

where, 

       radiative forcing at the top of the atmosphere 

       radiative forcing at the bottom of the atmosphere. 

Therefore, Figure 4.9 displays the multiyear average monthly RF for Cape Town and Pretoria 

as observed from the AERONET instrument at each site. In Figure 4.9a, the RF at the bottom 

of the atmosphere for CPT generally demonstrated a warming effect over the region with an 

overall average of 10.41 ±1.93Wm
-2

. The maximum monthly average of 13.37Wm
-2

 in 

September corresponds to the period of high aerosol loading associated with the influx of 

aged smoke from BB activities outside the region. In comparison, the minimum 7.75Wm
-2

 in 

May coincides with the period of low aerosol loading. Similarly, for Pretoria in Figure 4.9b, a 

positive RF of a monthly average of 22.81Wm
-2

 is observed at RFBOA leading to a warming 

effect. The maximum RF (40.56Wm
-2

) recorded in September is linked to the activities of BB 

in the region and from boundary communities. Also, the peak coincides with the maximum 

over CPT, emphasising the drift of BB aerosol from the dominating sources in the north to 

the southern part of Southern Africa. Meanwhile, the minimum monthly value (16.35) occurs 

in January tallies, with the period dominated by internally generated aerosols. 

Figure 4.9c illustrates the RF at the top of the atmosphere, in contrast to the pattern depicted 

in Figure 4.9a, a negative forcing is displayed over CPT at the top of the atmosphere (TOA). 

The average monthly RF for the multiyear statistics is -5.34 ±1.09Wm
-2

, representing a 

cooling effect. From the chat, the maximum cooling effect (-6.49Wm
-2

) occurs in September, 

while the minimum (-3.36Wm
-2

) is recorded in March. For the PRT station, Figure 4.9d 

display a similitude variation as earlier seen in the case of CPT. A cooling effect with a 

multiyear monthly average value of -10.30Wm
-2

 is observed at the top of the atmosphere over 

PRT. Meanwhile, the maximum negative RF at TOA is -14.20Wm
-2

 in February, and the 

minimum cooling effect is -7.56Wm
-2,

 which occurs in June. Therefore, the variation of RF at 

TOA demonstrated by both locations depicts the consequences of predominance scattering 

initiated by a differing factor such that coarse aerosol (SS) is linked to CPT and fine particles 

(sulphate and nitrate aerosol) are associated with PRT. 
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According to the expression in equation (1), the effective RF for the study locations is shown 

in Figures 4.9e and 4.9f, where they apparently display net cooling effects (negative RF) over 

the two sites. For the net effect over CPT in Figure 4.9e, an average net cooling effect of 

value -15.75 ±2.44Wm
-2

 is deduced over the study period. The maximum cooling effect (-

19.82Wm
-2

) is attained during September, and the minimum (-11.71Wm
-2

) is reached in 

April. Figure 4.9f shows a net cooling effect averaged at -33.11 ±8.04 in PRT during the 

study period. The monthly mean cooling effect at maximum (-53.69Wm
-2

) occurs in 

September, coinciding with the month of higher aerosol loading. And as expected, the 

minimum cooling effect (-25.92Wm
-2

) occurred during January, which is identified for low 

AOD. One can see that the net RF over the two locations result in a practical cooling effect. 

The magnitude of cooling is higher over PRT than CPT, and significantly depends on the 

aerosol loading and the predominance of aerosol types suspended over the regions. 

 

Figure 4.9 The graph of RF at BOA, TOA and average over CPT (a, c and e) and Pretoria (b, 

d and f). 
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4.5 Conclusion 

The optical properties and the consequential radiative effect of aerosol are investigated in 

Cape Town (CPT) and Pretoria (PRT), two renowned metropolitans with distinct background 

aerosol types and commonly influenced by biomass burning (BB) activities from the northern 

part of South Africa. Apart from the background aerosol, they differ in meteorological and 

climate circumstances due to geographical stance and internal activities. Thus, the followings 

are deduced from the observations. 

Cape Town is mainly characterised by low aerosol loading predominated by coarse particles 

identified as sea salt (SS). In contrast, Pretoria is found to experience high aerosol loading, 

largely fine mode particles ailing from different combustion activities (i.e., BB and fossil fuel 

combustion). Furthermore, the aerosol loading over the two metropolitans is frequently 

influenced by BB activities emitted north of South Africa, including PRT during the pre-

farming season in September. 

Aerosol suspension over CPT and PRT mainly demonstrated strong scattering characteristics 

and low absorption properties. While the high scattering and low absorption characteristics in 

CPT are linked to coarse mode aerosols mainly identifiable as sea salt (SS) aerosols, PRT is 

more of fine mode particles associated ascribed to sulphate and nitrate aerosols. Further, the 

absorption feature is found to increase in both locations during the period identified for 

predominance BB activities, with the extent more obvious for PRT. 

The amount of columnal precipitable water increases sharply over the two locations during 

summer, which represents more than 65% compared to the values in other sea seasons. Also, 

the average value for WVC is slightly higher in CPT than in PRT. Cape Town’s nearness to 

the ocean is suggested to account for the increase. 

Validation of satellite instrument measurements of aerosol parameters against the AERONET 

datasets shows considerable agreement. However, some parameters such as AE and AODabs 

for a specific location (i.e., CPT) but the different platforms. On a general note, MISR 

outperformed MODIS based on the instrument performance, exception for vapour 

measurement, which is unavailable for MISR. Considering the two locations, the satellite 

retrieval possesses better accuracy in PRT (mainly land surface) than for CPT (water 

environment). Also important is that the MODIS instrument is most accurate in atmospheric 

vapour measurement (i.e., for WVC, R > 0.95) over both locations. 



 
- 140 - 

According to the relationships amongst the optical parameters and the spectral characteristics 

of SSA, AODabs, RIr and RIi, the aerosol suspended over CPT is dominated by SS such that 

the prominence of aerosol types follows the hierarchy MD < OC < BC < sulphate/nitrate < 

SS. As for PRT, sulphate/nitrate aerosols are the chief aerosol type over the site; hence, the 

order of prominence follows SS < MD < OC < BC < sulphate/nitrate aerosols. 

The effective radiative forcing over the two locations is negative RF, therefore, resulting in a 

net cooling effect over the regions. Over CPT, the predominance of coarse, low absorbing 

and high scattering SS aerosols is responsible for the net cooling effect experienced in the 

location. Meanwhile, the prevalence of fine mode, highly scattering, and lower absorption 

sulphate/nitrate aerosols are responsible for the net cooling effect over the location. 
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5.1 Abstract. Developing a forecast model with a high accuracy and consistency level 

continues to be of global interest in weather prediction and climate projection studies. 

Precipitation constitutes one of the critical components of weather, surrounded by huge 

uncertainties but requires adequate information to enhance water resources management and 

sustainability of life. Machine learning techniques as data-driven tools have been found 

worthy in addressing these challenges and have shown promising results over the years, 

particularly in their robustness and moderate resources requirement. In this current study, two 

machine learning algorithms, including multiple linear regression (MLR) and multilayered 

perceptron artificial neural network (MLP-ANN), are deployed to develop a model for daily 

precipitation prediction based on cloud properties. The algorithms using cloud parameters 

comprising of cloud optical thickness (COT), cloud effective radius (CER), cloud top 

temperature (CTT), cloud top pressure (CTP), and liquid water path (LWP) as inputs 

performed well to produce models with good accuracies up to R > 0.7 and generally RMSE < 

5.5. In all, the models produced by MLP-ANN prove to be more accurate with higher R-

values and low errors for location-specific training and prediction. At the same time, MLR 

shows more consistent traits based on a multilocation forecast. Besides, the location with the 

highest number of samples results in better models compared to areas with lower data 

samples. Results obtained are helpful to weather and climate change stakeholders for accurate 

prediction of daily precipitation and management of water resources to support the 

ecosystem. 

 

Keywords: Cloud Parameters, Climate Change, Ecosystem, Precipitation, Prediction, 

Weather  

5.2 Introduction 

As an element of weather, precipitation plays a vital role in the global hydrology cycle and 

the earth’s climate system. The habitability and sustainability of life on the planet 

significantly depend on its occurrence and intensity. Precipitation constitutes one of the 

primary sources of freshwater available to humans for survival. It does have essential impacts 

on human livelihoods as well as several other aspects of their lives. These include but are not 

limited to agriculture, water availability, transportation, hygiene, environmental conditions, 

and socio-economic values, amongst others. Prolonged precipitating or non-precipitating 
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events could result in extreme weather conditions such as flooding and drought, thus, causing 

damage to the environment and hardship to the habitats [1]. Therefore, there is a need for an 

accurate forecast of precipitation for effective climate projection, adaptive strategies, and 

disaster and water resources management in a manner suitable for promoting stability and 

sustainability on the earth.  

Due to the complex nature and high precipitation variability caused by changes in the 

atmospheric condition, accurate and timely prediction of the event is highly challenging. It 

has also raised concerns both on regional and global scales [2, 3]. Different prediction 

methods have been employed for general weather and climate forecasts. These include 

modelling, data assimilation, and machine learning techniques, amongst others [4, 5, 6]. 

However, regardless of the adopted method, specific climate parameters are considered as 

input to be fed into the predicting model. These include meteorology parameters like surface 

temperature, relative humidity (RH), wind speed, solar irradiance, atmospheric parameters 

such as cloud properties, atmospheric pressure, ocean features like ocean circulation, sea 

surface temperature, and sea salinity that interact with precipitation.  

5.3 Literature Review 

Most studies that have employed a machine learning approach for precipitation prediction 

focused mainly on meteorology parameters, while the other climate parameters received less 

attention. Yet, to effectively describe precipitation in regional and global climate studies, the 

cloud is very critical to understanding the process. 

The cloud is crucial to precipitation formation processes, including the timing, distribution, 

and intensity of the event over any geographical environment. Studies have demonstrated the 

strong dependency of precipitation on variations in cloud macro and microphysical properties 

[7,8]. Besides, the clouds serve as incubation ground and a significant driver of precipitation 

production. Several studies have identified the influence of different cloud properties on 

precipitation development and how they induce changes to the pattern [9,10]. Therefore, 

these properties are valuable pathways in predicting both the occurrence and intensity of 

precipitation. They also constitute an important input toward regional and global climate 

change projection and the general assessment of possible extreme weather events. Following 

the advent of satellite observation of the earth, several cloud measurements capable of 

providing helpful information on its condition and clues regarding the expected precipitation 
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type becomes increasingly available. In addition, satellite measurement offers more spatial 

and temporal coverage of cloud measurements, allowing precipitation forecasting over any 

area and time, especially over remote locations without a weather station. However, there are 

some setbacks in the extent of accuracy relative to other measurement platforms. 

Indeed, the robust data archive offered by satellite remote sensing becomes the height of 

advantage in utilising machine learning techniques as standard methods of precipitation 

prediction and widely used tools in different forms of prediction and classification problems. 

Machine learnings are particularly suitable for dealing with problems that involve non-linear, 

highly dynamic variables like precipitation. These methods have been employed in a wide 

range of applications such as medical diagnosis, online marketing, stock analysis, 

engineering, and weather forecasting [11,12,13]. In terms of weather forecasting, machine 

learning is gaining more attention within the global community as a widely used method of 

forecasting precipitation events because of its robustness merged with moderate resource 

requirements [14].  

Several studies have applied machine learning techniques to forecast precipitation events and 

have yielded promising results. In the work of [15], RNN (recurrent neural network) and 

ANN machine learning techniques were used to predict hourly rainfall in southern Taiwan 

and yielded valuable results. 

Similarly, [16] applied the combined backpropagation-genetic algorithm, a modified form of 

ANN, to estimate the monthly rainfall pattern over the city of Tehran. One common feature 

of most of these studies is that meteorology parameters have been used as the input towards 

precipitation prediction parameters; hence, cloud parameters have mainly gained less 

attention. Since the cloud is critical to understanding climate and plays a crucial role in 

precipitation formation, a land-breaking outcome could also emanate by prioritising cloud 

properties as an essential input for precipitation prediction. Even in general climate models, 

the cloud is treated as a high-priority component necessary in defining any weather element.  

This current study develops a forecasting model for precipitation using two machine learning 

techniques based on cloud parameters as input over three cities in South Africa, namely 

Durban, Cape Town, and Port Elizabeth. The study will investigate the capability of cloud-

measured properties as effective variables in predicting precipitation events over 

multilocation sites. Besides, the rich data archive of satellite observation will be used to 
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evaluate how accurate precipitation prediction can be achieved over locations without a 

weather station. 

 

5.4 Materials and Method 

5.4.1 Study Areas’ Descriptions 

The study is conducted in three cities in the lower part of South Africa, namely, Cape Town 

(CPT), Durban (DBN), and Port Elizabeth (PTE), as shown in Figure 5.1. The cities have 

several features in common, including coastal sites, metropolitans, and the economic hubs of 

their respective provinces/region. Hence, precipitation forecast is typically crucial in these 

environments for adequately managing their waterfronts and protecting their socio-economic 

activities, which could endanger the entire province. Cape Town (33.92S 18.42E) is in the 

Western Cape province of the country and is home to several domestic, commercial, and 

industrial activities. The city is surrounded by two major oceans and endowed with 

mountainous and plain land, making it a favorite tourist destination. Besides being a 

commercial and industrialised region, the city also boasts massive agricultural activities, 

especially in the citrus and winery industries, which depend on the adequate water supply to 

boost production. The city is characterised by winter rainfall and experiences an annual 

rainfall of 470.5mm (average over 1981-2010), while it also often experiences low rainfall 

that sometimes leads to drought and water shortages. 

Durban (29.86S 31.01E) is in the KwaZulu-Natal province and is renowned for its 

commercial and industrial bustling. The city is surrounded by the Indian Ocean and shares 

the same climate as most parts of South Africa. DBN, experiences summer precipitation 

mainly from November-February and receive the highest amount of rainfall annually of the 

three locations under investigation, with thirty years average of 806.8mm. The region is also 

known for some agricultural activities, mainly around the outskirts. Even though Durban 

sometimes experiences precipitation decrease like other parts of South Africa, the area is 

known for flooding activities, resulting in damages and substantial economic loss. Port 

Elizabeth (33.95S 25.59E) is also notable for commercialisation and industrialisation. The 

region shares a similar rainfall pattern with Cape Town and receives an average of 540.6mm 

of downpour annually. Like Cape Town, Port Elizabeth faces the challenges of low rainfall 

and water shortages on a timely basis. Therefore, the need for an accurate forecast model to 
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enhance water resources and environmental management in the regions under study cannot be 

overemphasised. 

 

 

Figure 5.1 Map of South Africa showing the study areas locations. 

5.4.2 Data Acquisition and Processing 

The data used in this study are obtained from MODIS (Moderate Resolution Imaging 

Spectrometer) satellite and POWER (Prediction of Worldwide Energy Resources) project, 

two platforms known for their global coverage and temporal stability. MODIS onboard Aqua 

and Terra satellites are one of the A-train constellation satellites that swath the earth to 

observe the current conditions of the atmosphere, land, and ocean. The satellite swath the 

entire earth every 1-2 days to retrieve helpful information about the current conditions. This 

includes monitoring aerosol activities as well as cloud properties and atmospheric dynamics. 

The instrument provides daily, weekly, and monthly data products at three distinct levels 

(levels 1-3). However, the level 3 data is based on a 1° X 1° grid system of cloud properties 

comprising cloud optical thickness (COT), effective cloud radius (CER), cloud top 

temperature (CTT), cloud top pressure (CTP), and liquid water path (LWP) are employed 

towards this study. 

POWER project data provided by NASA (National Aeronautics and Space Administration) is 

processed using the data assimilation technique to produce global meteorology information 
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based on the grid system. The technique generates new datasets from historical observation of 

different meteorology parameters, producing current daily, weekly, monthly, and yearly data. 

Therefore, the precipitation data for the study locations are obtained from the POWER 

database. The daily datasets from both platforms (MODIS and POWER) obtained for over 

seven years from 2004-2011 (representing 2556 days) are used in this study. Furthermore, a 

correlation analysis is computed to evaluate the consistency of the datasets, and the result 

shows significant relationships amongst the parameters. While correlations amongst some 

parameters are strong (R>0.6), others are observed to be weak-moderate (|R>0.25|). A visual 

summary of the correlation between cloud parameters and precipitation (the target) is 

illustrated in the heatmap plot in Figure 5.2. 

 

              

CPT                           DBN 

 

PTE 

Figure 5.2 Summary of the correlations between the predictors and the targets. 

The raw dataset collected from the two platforms is initially processed by filtering samples 

with missing or void values for any parameter. Consequently, Cape Town accounts for the 
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highest population sample with 2111 data points, followed by Port Elizabeth (1895) and 

Durban (1794). A statistical summary of the filtered data for the study locations is shown in 

Table 5.1. 

Table 5.1 The statistical summary of filtered data samples available for each location. 

 CPT DBN PTE 

Sample count 2111 1794 1895 

Precipitating 1041 1319 1104 

Non-Precipitating 1070 475 791 

Mean 1.60 2.87 1.69 

Standard Deviation 4.21 5.44 4.04 

Minimum 0 0 0 

Maximum 67.60 72.04 56.04 

25
th

 Percentile 0.02 0.16 0.03 

50
th

 Percentile 0.18 0.93 0.35 

75
th

 Percentile 1.18 3.20 1.66 

 

The datasets are then subjected to training and testing processes using two machine learning 

techniques: multiple linear regression (MLR) and artificial neural network (ANN), which are 

deployed from MATLAB neural network toolbox and PYTHON software, respectively to 

develop a model for precipitation prediction. The MLR algorithm, an advanced form of 
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simple linear regression, is a statistical tool used to linearly model the relationship between a 

target (dependent variable) and multiple predictors (independent variables). Therefore, the 

algorithm is suitable for stochastic systems such as precipitation and has yielded promising 

results. The MLR model for k-number of predictors P1, P2, P3, …, Pk, and a target T is thus 

expressed as follows: 

T = β0 + β1P1 + β2P2 + β3P3 + … + βkPk + ε       (1) 

where β0, β1, β2, β3, …, βk are the regression coefficients, ε is the residual, and other 

parameters (T, k and P1, P2, P3, …, Pk) are as earlier defined. 

On the other hand, ANN is a machine learning technique used in the classification and 

prediction of a non-linear dynamic system. The network of neurons imitates the human brain 

function to detect the relationship between an input and a target by learning the patterns using 

a concept of weight and bias estimation and passing through an activation function to link the 

target [17]. The network consists of layers in which input data are processed and matched 

with the appropriate output data. During the training process in ANN, the input information is 

scaled based on random weight and bias and passed through the activation function, which 

evaluates the compatibility with the target. In this work, the network used comprises two 

layers consisting of an input layer and one hidden layer with various neurons. The hidden 

layer uses the sigmoid function as the activation function based on the Levenberg-Marquardt 

algorithm. The input layer consists of the five cloud parameters: cloud optical thickness 

(COT), effective cloud radius (CER), cloud top temperature (CTT), cloud top pressure (CTP), 

and liquid water path (LWP) fed into the network as input features of each sample to be 

trained/tested. The output layer implements a linear function and represents the predicted 

precipitation value. An illustration of the network is shown in Figure 5.3. 

         

Figure 5.3 The ANN architecture for precipitation prediction. 
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For a model to be widely accepted as an appropriate tool for predicting an event such as 

precipitation, certain conditions are fundamental, including the accuracy, error value, and 

level of consistency. To this effect, two experimental procedures are employed to develop a 

precipitation prediction model suitable for a multilocation forecast. The term 

‘’multilocation’’ prediction refers to the prediction made on any other locations with a model 

developed from data from another area. For instance, using a model created using the data of 

Durban (a location) to predict any other sites globally. The first procedure involves splitting 

the dataset for each location into training and testing partitions (according to split ratio), then 

processing using both machine learning methods earlier described, one at a time to obtain the 

most suitable prediction model. For instance, Cape Town, with a total sample size of 2111, 

will have 1689 (80%) samples for training and 422 (20%) for testing the MLR model. 

Consequently, two sets of models emerged per location, consisting of a model resulting from 

each learning process initiated by the algorithms. In the second procedure, the models 

generated for each site in the first procedure are used to predict precipitation events over the 

other locations. During the machine learning process for each method, some specific training 

parameters are randomly varied along with trials. These include the split ratio (SR), numbers 

of random states (MLR model), or neurons (ANN). For MLR, SR between 70:30 and 80:20 is 

chosen for better performance. This value is based on the outcome of a preliminary 

investigation that shows values outside this range to perform poorly or result in overfitting. 

Also, the random state is selected between 20-30 according to data size for the adequate 

spread of data features. 

Similarly, for ANN, SR follows the same rule as MLR, and the number of hidden neurons 

between 10-30 generated better models. Outcast values are either poorly performed or yield 

no improvement. Also, the adoption of the sigmoid function lies in its capability to extract 

more features compared to its peers.  Meanwhile, the number of epochs is fixed at 1000 for 

the entire process. The experiment involves several trials to obtain the most relevant and 

consistent results. Evaluation of the accuracy of the results is based on the correlation value R 

and root mean square error (RMSE) metrics and is described in the next section. 

5.5 Results and Discussion 

Modelling a complex variable such as precipitation can be rigorous and highly challenging; 

hence, identifying suitable proxies will significantly ease the task. In this manner, this work 
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evaluates the strength of cloud properties as predicting variable for precipitation. Besides, the 

MLR algorithm is compared with ANN. On a broad scale, the models generated from the 

experiments in this study averagely have R > 0.50 and RMSE < 5.0 for location-based 

prediction. This result is an indication of cloud properties being potentially suitable for 

precipitation forecasts using machine learning techniques. Furthermore, the model developed 

based on ANN shows better accuracy with an R-value in the range of 0.39 - 0.72 and RMSE 

between 2.90 – 5.76 than the R-value range of 0.44 - 0.55 and RMSE 3.39 – 4.90 recorded by 

MLR. A summary of the model performances is shown in Table 5.2 below. 

Table 5.2 Summary of training parameters and results of the models for the locations. 

 

 

 

 

 

 

 

 

Furthermore, while ANN prediction models are more accurate location-wise (over dedicated 

location), the MLR model seems better for a multilocation forecast. These features are well 

observed for all sites, with ANN losing strength up to 30% for multilocation prediction, while 

the MLR model is approximately stable in a similar condition. In terms of consistency, the 

MLR model performs better since it is more generalised if found to predict accurately over all 

domains. On the other hand, ANN may possess high accuracy for domesticated prediction, 

but the substantial divergence in the case of the multilocation forecast is a severe setback. 

Perhaps introducing additional parameters in the process of developing the model could 

enhance the detection of more features between the input parameters and target by the 

machine learning process, leading to more stable prediction in the case of ANN and general 

improvement in accuracy for the MLR. 

Site Model Training parameters Model 

outcome 

Other site’s outcome 

(R/RMSE) 

SR NRS Neurons R RMSE CPT DBN PTE 

CPT MLR 80/20 25 - 0.54 3.53 - 0.44/4.89 0.53/4.44 

DBN 70/30 25 - 0.46 4.83 0.50/3.64 - 0.51/3.48 

PTE 80/20 23 - 0.55 3.39 0.53/3.33 0.44/4.90 - 

CPT ANN 80/10/10 - 30 0.72 2.90 - 0.39/5.38 0.53/3.96 

DBN 70/15/15 - 20 0.62 4.26 0.48/5.40 - 0.44/4.49 

PTE 80/10/10 - 30 0.67 2.99 0.50/3.69 0.39/5.76 - 

*SR= split ratio and NRS= number of random states. 

 



 
- 157 - 

In Figure 5.4, the fittings for the prediction models for all three locations under investigation 

are shown. Cape Town is observed to possess the most accurate prediction model with R > 

0.7 and RMSE < 3.00, followed by Port Elizabeth with R = 0.67 and RMSE < 3.00, while 

Durban is making the least, have values R < 0.65 and RMSE > 3.00, according to ANN 

learning process. One noteworthy fact is that Cape Town has the highest population sample 

while Durban has the least. This observation is consistent with the result from typical 

machine learning studies whereby a huge amount of data yields a better model than a lesser 

number of samples [18,19]. In the case of MLR model, the pattern is slightly different with 

Durban (R = 0.46, RMSE = 4.83) still the least accurate but, Port Elizabeth (R = 0.55, RMSE 

= 3.39) slightly surpass Cape Town (R = 0.54, RMSE = 3.53). The prediction models are thus 

summarised in Table 5.3, and a year observation-prediction plot for the period January-

December 2005 is shown in Figure 5.5. 

Table 5.3 Summary of models. 

                     

 

 

 

 

 

 

 

 

 

Location MLR-model Output ANN-model Output 

CPT 0.296T + 1.112 0.53T + 0.73 

DBN 0.199T + 2.345 0.37T + 1.74 

PTE 0.284T + 1.205 0.44T + 0.97 
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(a) 

  

(b) 

  

                                                                  (c) 

Figure 5.4 Plots of model outputs based on MLR (left panels) and ANN (right panels) for (a) 

CPT (b) DBN, and (c) PTE. 
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(a) 

   

(b) 

   

(c) 

Figure 5.5 Comparison plots of observed precipitation and prediction for MLR (left panels) 

and ANN (right panels) models for January – December 2005: (a) CPT (b) DBN (c) PTE. 
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5.6 Conclusion 

The capability of cloud properties as a potential predictor in the daily prediction of 

precipitation events is demonstrated using two machine learning techniques: multilinear 

regression (MLR) and artificial neural network (ANN) algorithms. Generally, cloud 

properties significantly proved valuable for multilocation precipitation forecast considering 

the measured accuracy (averagely, R-value is > 0.50 and RMSE relatively small in the order 

of < 5.00) across all the locations. Subsequently, the model produced by ANN demonstrated 

better accuracy than MLR on a broad scale. However, MLR proves to be more stable for 

multilocation prediction. Besides, model accuracy tends to depend on the data size available 

for the learning process and consequently a reduction in error. Therefore, the results obtained 

suggest that a more accurate, consistent, and negligible error model can be developed by 

factoring in more closely related input parameters. 
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Chapter 6 – 

Summary and challenges 
6.1 Summary 

This work described the grand challenge associated with climate change, such as poor 

assessment and vulnerability, and the components involved, like aerosols, based on existing 

literature (see Chapter 1). The research further presented an insightful description of the 

various elements that drive climate change (such as aerosol, cloud, and precipitation), 

illustrated their interactions and methods of measurements, and the current understanding of 

their processes (Chapter 2). Subsequently, the project examined the mechanism and processes 

of atmospheric aerosols from emission to their role in clouds and precipitation formation in 

South Africa (SA). The research provided answers and clarification to the cause of some 

identified climate change impacts such as low precipitation and drought, flooding, and 

surface temperature rise experienced over the region. Further insight into aerosol-cloud-

precipitation interactions (ACPI) is provided using SA as a case study. Also evaluated is the 

effective radiative forcing over the region and the cause, including identification and the 

emission sources. Furthermore, the study assessed the accuracy of satellite instruments in 

retrieving aerosol optical and spectral properties over the region. Finally, the research 

demonstrated the capabilities and improvement of satellite retrieved cloud properties to 

accurately and timely predict precipitation using machine learning techniques. 

Fundamentally, atmospheric aerosols and greenhouse gases (GHG) are significant influencers 

of changes in global climate and regional weather conditions. Conventionally, GHG is 

established to possess a net positive radiative (warming) effect on global climate, and it is 

well represented in global climate models mainly due to its homogeneous characteristics. 

However, quantifying the aerosol impact on climate constitutes considerable vagueness due 

to their heterogeneous characteristics as a function of multiple types mixed in the natural 

environment. Different aerosol types basically exhibit distinct features and interact differently 

with the environment, making evaluating their impacts complex in space and time. With the 

deployment of more satellite instruments and earth observing systems, a sharp rise in the 

amount of data available to monitor the activities of aerosols and clouds, including extensive 

spatio-temporal coverage, set a new era in the attempt to understand ACPI and climate 

change better. However, this advancement cannot adequately address the existing challenges 
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owing to the unreliable data retrieved from satellite measurements. Therefore, enhancing the 

capabilities through intensified research of existing infrastructures, especially satellite 

systems, in evaluating earth changes is essential. 

As a progress, the project in Chapter 3 examining ACPI using satellite data identified 

flooding, drought and steady temperature rise over the years as the critical impacts of climate 

change in SA. Further findings from the study show that the high temporal variability in 

aerosol emissions consistently influences specific atmospheric parameters like the cloud 

water and droplet size to drive changes that causes flooding and sometimes drought 

experienced in SA. The chapter further presented a new knowledge of a threshold for liquid 

water path and a dynamic minimum for cloud effective radius depending on cloud type for 

precipitation to occur as part of understanding ACPI better. The project in Chapter 4 

identified sulphate, nitrate, sea salt and black and organic carbon as the significant aerosol 

types found over SA and mainly result from anthropogenic and natural sources. Also, these 

aerosols predominantly originate from the northern parts of the region. Furthermore, the 

study found the accuracy of satellite instruments observation of aerosol properties varies 

amongst parameters and surface type. Finally, the project in Chapter 5 demonstrated the 

capabilities of predicting daily rainfall from satellite retrieved cloud properties using machine 

learning (ML) methods. The chapter concluded that considering more cloud parameters and 

more sophisticated  ML algorithm will enhance the prediction of weather and climate 

variation. 

6.2 Challenges 

Acquiring the appropriate information and tools to sufficiently characterise, model, and 

understand the coupling effect amongst the atmosphere, land and oceans constitute a 

contending challenge. Any attempt to define the relationship amongst the components that 

drive climate change requires analysing a vast amount of data and solving complex physics 

equations. Yet, not all available data is suitable to characterise the mechanism and process as 

they influence climate change. Therefore, the transformation of data is a typical challenge 

during this research. Another crucial challenge involves the computational aspect because 

one way to handle the huge data requires high-level programming. Therefore, one needs to be 

acquainted with one or more programming languages. Finally, acquiring data through in-situ 

and ground remote sensing instruments to enhance satellite data is the most challenging 

aspect. Satellite instruments are poor in measurements and therefore require proper 
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calibration and validation. Meanwhile, ground data are scanty and limited in coverage but are 

highly necessary for the reliability of research.  

6.3 Future work 

In this project, I provided a better insight into the process and mechanism of aerosol-cloud-

precipitation interactions (ACPI) in the context of drought and flooding events and the 

implications of climate change. Unlike in my previous work, this research considered other 

factors, including the atmospheric dynamic and thermodynamics, to better explain and 

understand events around precipitation development and occurrences. Also, I have improved 

aerosols' characterisation, which will enhance the accuracy of satellite observations in 

yielding better data quality and spatiotemporal coverage. One other critical component that 

drives global climate is the oceans. Therefore, in the future, I will focus more on the ocean 

dynamics and thermodynamics impacts on coastal and continental climates. The expected 

results will explore improving modelling of the coupling effect of the atmosphere, land, and 

ocean on climate change.  Furthermore, future work will improve instruments and methods of 

aerosol and cloud evaluation, especially regarding the qualitative and quantitative 

tropospheric-stratospheric gas exchange and concentration of greenhouse gases. This will 

provide a clearer understanding of climate change and further close the gap of uncertainty. 




