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Abstract

In wireless communications systems, estimation of Direction of Arrival (DOA) has been used both

for military and commercial purposes. The signal whose DOA is being estimated, could be a signal

that has been reflected from a moving or stationary object, or a signal that has been generated from

unwanted or illegal transmitter. When combined with estimating time of arrival, it is also possible to

pinpoint the location of a target in space. Localization in space can also be achieved by estimating

DOA using two receiving nodes with capability of estimating DOA. The beamforming pattern in

smart antenna system is adjusted to emphasize the desired signal and to minimize the interference

signal. Therefore, DOA estimation algorithms are critical for estimating the Angle of Arrival (AOA)

and beamforming in smart antennas. This dissertation investigates the performance, angular accuracy

and resolution of the Minimum Variance Distortionless Response (MVDR), Multiple Signal

Classification (MUSIC) and our proposed method Advanced Multiple Signal Classification

(A-MUSIC) as DOA algorithms on both Non-Uniform Array (NLA) and Uniform Linear Array

(ULA). DOA is critical in antenna design for emphasizing the desired signal and minimizing

interference.

The scarcity of radio spectrum has fuelled the migration of communication networks to higher

frequencies. This has resulted into radio propagation challenges due to the adverse environmental

elements otherwise unexperienced at lower frequencies. In rainfall-impacted environments, DOA

estimation is greatly affected by signal attenuation and scattering at the higher frequencies.

Therefore, new DOA algorithms cognisant of these factors need to be developed and the performance

of the existing algorithms quantified. This work investigates the performance of the Conventional

Minimum Variance Distortion-less Look (MVDL), Subspace DOA Estimation Methods of Multiple

Signal Classification (MUSIC) and the developed hybrid DOA algorithm on a weather impacted

wireless channel. The performance of the proposed Advanced-MUSIC (A-MUSIC) algorithm is

compared to the conventional DOA estimation algorithms of Minimum Variance Distortionless

Response (MVDR) and the Multiple Signal Classification (MUSIC) algorithms for both NLA and

ULA antenna arrays. The developed simulation results show that A-MUSIC shows superior

vi
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Abstract

performance compared to the two other algorithms in terms of Signal Noise Ratio (SNR) and the

number of antenna elements. The results show performance degradation in a rainfall impacted

communication network with the developed algorithm showing better performance degradation.
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Introduction and Background

In wireless communication systems, estimation of Direction of Arrival (DOA) has been used both

for military and commercial purposes. The signal whose DOA is being estimated, could be a signal

that has been reflected from a moving or stationary object, or a signal that has been generated from

unwanted or illegal transmitter. When combined with estimating time of arrival, it is also possible to

pinpoint the location of a target in space. Localization in space can also be achieved by estimating

DOA using two receiving nodes with capability of estimating DOA. Estimation of DOA angles from

multiple sources plays an important role in array processing because both the base and mobile stations

can employ multiple antenna array elements and their array signal processing can increase the capacity

and throughput of the system significantly. In most applications, the first task is to estimate the DOAs

of incoming signals. This information can be used to localize the signal sources. DOA estimation is

considered a key issue in array signal processing and thus the focus of this work.

Antenna array processing has received much attention in the last two decades. Research in this area

has been applied in many fields, such as seismology [1], acoustics [2], sonar [3], radar [4], and

mobile communication systems [5-7]. Signal parameter estimation using an antenna array has

attracted research in mobile communications. For example, the estimation of Direction of Arrival

(DOA) is an important issue in many applications, especially in cellular communications. The

Direction of Arrival (DOA) estimation determines the angle at which an electromagnetic or acoustic

wave arrives at an array of antennas or sensors [8]. Using an array of antennas has an advantage over

single antenna in achieving an improved performance in; the overall gain, provision of diversity

reception, reduction of interference from a particular direction, steering the antenna array at desired

direction, and determining the DOA of the incoming signals. Furthermore, estimating the DOA of

multiple source signals is very important in extracting the useful signal from a noisy and

interference-prone environment. Through smart antenna systems based on appropriate spatial

filtering, direction finding techniques can be used to separate the direction of the desired signal and

interference signal [9]. In the last few decades, the DOA estimation has been among the most active

areas of research in signal processing. Practically, it has found many applications in the field of sonar
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and navigation, radar, radio astronomy, tracking of various objects, rescue missions, mobile

communication, internet broadcasting, conferencing and other emergency assistance activities [10].

Due to its convenience and flexibility, DOA estimation has contributed a lot in the popularity of

wireless communication systems. Indeed, the need of increasing the wireless capacity is very

important because of over usage of low end of the spectrum which has led to the higher frequency

band exploitation. With higher frequencies, higher data rate and higher user density, multipath fading

and interference pose severe limitations in data transmission [11]. Thus, the localization of a signal

source by DOA estimation is vital in the attempt to increase the wireless network capacity by the

reduction of multipath effects and other interferences.

DOA algorithms can be classified into non-parametric methods and the high resolution classical

subspace methods [12-23]. Non-parametric algorithms includes conventional beamforming and

Capon’s method whereas subspace-based algorithms include the MUSIC method. Most of these

algorithms are based on the eigenvalue decomposition (EVD) of the cross-spectral matrix or the

singular value decomposition (SVD) of the received data. These algorithms were first introduced to

find the one-dimensional (1-D) DOA and further extended for the two-dimensional (2-D) DOA

estimation of finding the azimuth and elevation angles for incident sources. Other algorithms have

been developed to perform the 2-D estimation [24-30, 17]. The problem with these methods is

finding the correct pair of azimuth and elevation angles for the multiple incident sources. To

overcome this problem, many algorithms were proposed [31-34, 24], but the computational

complexity for these algorithms is high. Therefore, pair matching problems are considered a key

concern in 2-D DOA estimation. A new subspace method suggested by Marcos and co-workers

[35-38] called the “propagator method” (PM) for array signal processing estimates of DOA does not

require any EVD for the cross-spectral matrix or SVD for the received data. The goal of using 2-D,

the PM is to reduce the computational complexity with only a small degradation in performance. The

PM proposed for the 2-D estimation [28] based on the ESPRIT algorithm [13] requires a pair

matching for azimuth, elevation angles and has failure estimation for a region of practical interest in

mobile communication systems. Most of the Eigen subspace methods for estimating angles of arrival

for multiple sources must know the noise covariance matrix explicitly. Moreover, most authors

assume that the noise is white Gaussian noise. For non-white, they propose the prewhitening

approach with the knowledge of the covariance matrix. On the other hand, some algorithms [39-41]

are proposed to estimate the DOA for an unknown covariance matrix under different assumptions. In

this work we focus on the signal source DOA estimation, especially on Uniform Linear Array (ULA)

and Non-uniform Linear Array (NLA) configuration, with the aim of increasing its angle accuracy

and its resolution. Furthermore, the performance of several DOA algorithms is investigated and the
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1. EVOLUTION OF COMMUNICATION NETWORKS

factors that affect the accuracy and resolution of the system checked. Advanced-MUSIC (A-MUSIC)

which employs the signal subspace, and the noise subspace is proposed. The proposed method,

A-MUSIC, takes advantage of the signal subspace and the noise subspace, by making them

orthogonal to each other through repeatedly reconstructing covariance matrix, to obtain the two noise

subspaces and signal subspaces. By averaging previous results and reconstructing covariance

matrixes of signals and noise, DOA is estimated through the spectrum function. The evolution of

communication networks, antenna arrays, DOA estimation algorithms, challenges, radio propagation

environment and modelling, problem statement and motivation, system model and contributions of

this research are widely discussed in the following sections.

1 Evolution of Communication Networks

Communication network technologies have evolved through different paths targeting improved

performance, high efficiency, and full guaranteed Quaity of Service (QoS). The first generation (1G)

network used analog technologies to fulfil the fundamental basics of mobile voice, while the second

generation (2G) introduced the concept of network capacity and extended coverage. The radio

signals used by the 1G network were analog, while 2G networks were digital. 2G capabilities were

achieved by allowing multiple users on a single channel via multiplexing. The third generation (3G)

standard utilizes Universal Mobile Telecommunications System (UMTS) as its core network

architecture. 3G network combines aspects of the 2G network with new technologies and protocols

to deliver a significantly faster data rates. The fourth generation (4G) is a pure data wireless

connection network, providing access to a wide range of end-to-end internet protocol (IP)

communication services, which includes advanced services such as mobility, flexibility, reliability,

and affordability. The main difference between 3G and 4G is the data rate. The key technologies that

have made 4G possible are MIMO (Multiple Input Multiple Output) and OFDM (Orthogonal

Frequency Division Multiplexing). The most important 4G standards are WiMAX and LTE where

4G LTE is a major improvement over 3G speeds. The fifth generation (5G) is highly anticipated to

offer low-latency, high throughput and massive connectivity of billions of devices around the world.

For its realization, the 5G faces the challenges of proliferation of data traffic, high energy

consumption, increasing spectral resource efficiency, and power optimization. 5G uses a scalable

orthogonal frequency-division multiplexing (OFDM) framework. 5G benefits greatly from this and

can have latency as low as one millisecond with realistic estimates to be around 1-10 seconds. The

explosive growth of new communication services such as the internet, rapid widespread proliferation

of mobile communications, and the global alliance of communication carriers, following
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1. EVOLUTION OF COMMUNICATION NETWORKS

communication deregulation in many countries, suggest that we are entering an advanced

information age of true substance. The implementation of infrastructure technologies which support

the basis of communication networks, such as transmission and switching, has been promoted to

match the changes in social needs at good cost-performance, based on the evolution of

semiconductor devices, computers and software technology [42]. The incredible demand for wireless

data bandwidth shows no sign of slowing down in the foreseeable future. At the same time, the

mobile data experience for users continues to expand and develop, putting an increasing strain on

network use of the available wireless spectrum. With this projected growth in mind, the cellular

industry looked to other frequency bands that could possibly be utilized in the development of new

5G wireless technologies. The high-frequency bands in the spectrum above 24 GHz were targeted as

having the potential to support large bandwidths and high data rates, ideal for increasing the capacity

of wireless networks. These high-frequency bands are often referred to as “mmWave” due to the

short wavelengths that can be measured in millimeters. Although the mmWave bands extend all the

way up 300 GHz, it is the bands from 24 GHz up to 100 GHz that are expected to be used for 5G.

The mmWave bands up to 100 GHz are capable of supporting bandwidths up to 2 GHz, without the

need to aggregate bands together for higher data throughput. These higher frequency band pose a

serious challenge to signal propagation making the determination of DOA tricky.

1.1 Transmission Design of millimeter Wave (mmWave) Communication

In recent years [43], millimeter wave (mmWave) communication systems have attracted significant

interest regarding meeting the capacity requirements of the future 5G network. The mmWave

systems have frequency ranges in between 30 GHz and 300 GHz where a total of around 250 GHz

bandwidths are available. Although the available bandwidth of mmWave frequencies is promising,

the propagation characteristics are significantly different from microwave frequency bands in terms

of path loss, diffraction and blockage, rain attenuation, atmospheric absorption, and foliage loss

behaviors. In general, the overall loss of mmWave systems is significantly larger than that of

microwave systems for a point-to-point link. Fortunately, the small wavelength of mmWave

frequencies enable large number of antenna elements to be deployed in the same form factor, thereby

providing high spatial processing gains that can theoretically compensate for at least the isotropic

path loss. Nevertheless, as mmWave systems are equipped with several antennas, a number of

computation and implementation challenges arise to maintain the anticipated performance gain of

mmWave systems.
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2. ANTENNA ARRAYS

1.2 Challenges of millimeter Wave (mmWave) Communication

There are fundamental differences between mmWave communications and existing other

communication systems, in terms of high propagation loss, directivity, and sensitivity to blockage.

These characteristics of mmWave communications pose several challenges towards exploiting their

full potential and include; integrated circuits and system design, interference management, spatial

reuse, anti-blockage, and dynamics control [44] among others. This challenges directly impact on

DOA estimation. Due to the fundamental differences between mmWave communications and

existing other communication systems operating in the microwaves band (e.g., 2.4 GHz and 5 GHz),

there are many challenges in physical (PHY), medium access control (MAC), and routing layers for

mmWave communications to make a big impact in the 5G wireless networks. The high propagation

loss, directivity, sensitivity to blockage, and dynamics due to mobility of mmWave communications

require new thoughts and insights in architectures and protocols to cope with these challenges and

affect DOA estimation.

The challenges on the integrated circuits and system design include the nonlinear distortion of power

amplifiers, phase noise, IQ imbalance, highly directional antenna design, etc. Due to the directivity

of transmission, coordination mechanism becomes the key to the MAC design, and concurrent

transmission (spatial reuse) should be exploited fully to improve network capacity. Typically, there

are two essential challenges in mmWave DOA beamforming for mobile scenarios. Firstly, narrow

beams in mmWave systems focus their transmitted power in the set direction, yet less robust to the

movement as beam misalignment causes sharp connectivity loss. Secondly, the low-efficiency and

time-consuming beam training scheme that appropriates network resources utilized for

communication. To effectively support system design, deployment, and to tackle these challenges the

following has emerged in literature; new emerging technologies for 5G systems e.g massive

multiple-input multiple-output (MIMO) technologies, multiple access technologies, hybrid

analog-digital precoding and combining non-orthogonal multiple access (NOMA), cell-free massive

MIMO, and simultaneous wireless information and power transfer (SWIPT) technologies. New DOA

estimation algorithm is another way of one way of combating the challenges on a lower scale.

2 Antenna Arrays

Modern antennas use a geometric arrangement of a set of two or more antenna elements for

transmitting and/or receiving electromagnetic waves. These antennas are systematically connected in
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2. ANTENNA ARRAYS

such a way that their individual currents are in specific amplitude and phase relationship [45]. Smart

antenna arrays allow the antenna system to be electronically directed to receive or transmit

information primarily from a particular direction without mechanically moving the structure. As the

field of signal processing improved, arrays could be utilized to receive energy (or information) from a

particular direction while denying information or nulling out the energy in unwanted directions.

Consequently, the arrays could be used to decrease the intentional interference such as jamming or

unintentional interference. The main source of unintentional interference is the radiation from other

sources not meant for the system in question [46]. Furthermore, the growth in signal processing led

to the concept of adaptive antenna arrays. These arrays adapted their radiation or reception pattern

based on the operational environment. This significantly raised the capacity available in wireless

communication systems [47]. While there has been a large amount of work and development on the

signal processing aspects, the physical geometry has had relatively little attention. The reason for this

is in mathematical complexity when dealing with the optimization of the element positions for

various situations. Array geometry optimization can be therefore expected to support the ongoing

advancement performance of wireless communication system [48].

Using the array antenna has an advantage over single antenna of achieving an improved performance

when applying DOA estimation algorithm. The improved performance involves an increase in the

overall gain, improvement of the spatial resolution, provision of diversity reception, reduction of

interference from a particular direction, steering the antenna array at desired direction, and

determining the DOA of the incoming signals. Antennas with a given radiation pattern may be

arranged in a pattern (line, circle, plane, etc.) to yield a different radiation pattern. For an antenna

array, a configuration of multiple antennas (elements) is arranged to achieve a given radiation pattern.

Some of the common geometric arrays are:

(i) Linear array: The antenna elements are arranged along a straight line with equal spacing distance

between two adjacent antenna elements.

(ii) Non-linear array: The antenna elements arranged along a straight line with spacing distance

between two adjacent antenna elements and phase difference.

(iii) Circular array: The antenna elements arranged around a circular ring.

(iv) Planar array - antenna elements arranged over some planar surface (example - rectangular array).

(v) Conformal array - antenna elements arranged to conform to some non-planar surface (such as an

aircraft skin). An investigation of DOA on some of the antenna configuration at migrating frequencies

is important and subject of this work.
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2. ANTENNA ARRAYS

Beamforming is used along with an array of antennas sensors to transmit or receive signals to or from

a specified spatial direction in the presence of interference and noise. Hence, it acts as a spatial filter

[49]. It is a classic yet continuously developing field that has enormous practical applications. In the

last decade, there has been renewed interest in beamforming driven by applications in wireless

communications, where multiantenna techniques have emerged as one of the key technologies to

accommodate the explosive growth of the number of users and rapidly increasing demands for new

high data-rate services. The techniques for estimating the DOA of signals using an antenna array

have been booming in recent years. Many methods exist and are classified according to the technique

used, the information they require (external or not) and finally the criterion used conventional

methods, projection on the noise or source subspace, maximum likelihood method. A receive

beamformer is commonly used to estimate the signal arriving from a specific direction in the

presence of noise and interfering signals. In a receive beamformer, the output of the array of sensors

are linearly combined using spatial filter coefficients weight vector so that the signals coming from a

desired direction are passed to the beamformer output undistorted, while signals from other

directions are attenuated.

With a central focus on bearing estimation, the prime objective here is to locate the source of

transmitted communication/ radar signal. DOA estimation algorithms in the literature [50][51] have

different capabilities and limitations. The DOA estimation problem in some cases, is first solved by

estimation methods of the number of sources [52][53][54] and then applying a high-resolution

method to estimate the angular position of these sources. These high-resolution methods are known

to be more robust than conventional techniques. The most general beamforming techniques include

conventional as well as adaptive beamformers. For the conventional non-adaptive beamformers, the

weight vector for a specific Direction of Arrival (DOA) depends on the array response alone and can

be pre-calculated, independent of the received data. Hence, they are data independent beamformers

and they present a constant response for all signal/interference scenarios. The adaptive beamformers

are data-dependent since the weight vectors are calculated as a function of the incoming data to

optimize the performance subject to various constraints [50]. They have better resolution and much

better interference rejection capability than the data-independent beamformers and hence are used in

this work

However, in practical array systems, traditional adaptive beamforming algorithms are known to

degrade, if some of exploited assumptions on the environment, sources, or sensor array become

wrong or imprecise. Similar types of degradation can occur when the signal array response is known

exactly, but the training sample size is small. Therefore, the robustness of adaptive beamforming
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2. ANTENNA ARRAYS

techniques against environmental and array imperfections and uncertainties remains one of the key

issues that needs investigation. The commonly used algorithms acquire the source signals at the

Nyquist rate and transmits all measurements to a central processor in order to estimate just a small

number of source bearings. The communication load between sensors can be drastically reduced,

however, by exploiting spatial sparsity, i.e., the fact that the number of sources we are trying to find is

much less than the total number of possible source bearings.

2.1 Beamforming and Performance of Antenna Array Structure

Array beam forming techniques exist that can yield multiple, simultaneously available beams. The

beams can be made to have high gain and low sidelobes, or controlled beamwidth. Adaptive beam

forming techniques dynamically adjust the array pattern to optimize some characteristic of the received

signal. In beam scanning, a single main beam of an array is steered and the direction can be varied

either continuously or in small discrete steps. Antenna arrays using adaptive beamforming techniques

can reject interfering signals having a Direction of Arrival (DOA) different from that of a desired signal

[55]. Multipolarized arrays can also reject interfering signals having different polarization states from

the desired signal, even if the signals have the same DOA. These capabilities can be exploited to

improve the capacity of wireless communication systems. An array consists of two or more antenna

elements that are spatially arranged and electrically interconnected can be used to produce a directional

radiation pattern. The interconnection between elements, called the feed network, can provide fixed

phase to each element or can form a phased array. In optimum and adaptive beamforming, the phases

(and usually the amplitudes) of the feed network are adjusted to optimize the received signal. The

geometry of an array and the patterns, orientations, and polarizations of the elements influence the

performance of the array [56]. Antenna array signal Direction of Arrival (DOA) estimation is a key

task of array signal processing. Array signal processing emerged in the recent few decades as an active

area and was centred on the ability of using and combining data from different antenna arrays to deal

with specific spatial and temporal estimation tasks.

The challenge of estimating the wave number or angle of arrival of a plane wave is referred to as

direction finding challenge. It has a large application in radar, sonar, seismic systems, electronic

surveillance, medical diagnosis and treatment, radio astrology and other areas. The application of the

array processing requires either the knowledge of a reference signal or the direction of the desired

signal source to achieve its desired objectives. Antenna arrays are widely used to solve direction

finding. The main objective of this research investigation is to build on Direction of Arrival (DOA)

estimation measurement system using Uniform Linear Array (ULA) and Non-uniform Linear Array

9
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3. DOA ESTIMATION ALGORITHMS

(NLA). The evaluation of sub-space-based techniques implementation is given by underlying the

factors that affect the accuracy and resolution of the DOA estimation. Those factors include the

number of array elements, number of snapshots, number of signal sources, and signal to noise ratio.

Due to some applications in wireless communication systems that need more than a half wavelength

of the distance between the adjacent array elements, the Non-uniform Linear Array (NLA) in a form

of DOA estimation with combined MUSIC for Co-prime Array (DECOM) was proposed. Its most

remarkable property is that it increases the degrees of freedom. In addition, the autocorrelation of

signals can be estimated in a much denser spacing other than the physically sparse sampling spacing,

and sinusoids in noise can be estimated in a more effective way. These obviously contribute to

improving wireless network capacity.

3 DOA Estimation Algorithms

The Direction of Arrival (DOA) algorithms applied in this dissertation are the conventional Minimum

Variance Distortion-less Response (MVDR), subspace DOA estimation methods of Multiple Signal

Classification (MUSIC), and the developed estimation algorithm Advanced-MUSIC (A-MUSIC).

They are known as subspace techniques which use the eigenvectors obtained by an eigen

decomposition of sample covariance matrix of the data matrix. These techniques have shown to be

effective and high resolution of the system compared to other techniques. They are popular and the

most promising to give an accurate DOA estimation with limited sensors, low complexity of

computation and with the capacity of identifying multiple targets [10]. These algorithms allow the

systems to get the desired angle of arrival of the incoming narrow band radio signal from the far field

source to the receiver arrays. They have the ability to produce a high precision measurement for

multiple signals sources and can be implemented in real time using digital signal processing

technology [57].

The uniform and non-uniform linear array based MVDR and MUSIC algorithms are used to prove the

accuracy and the effectiveness of the DOA estimation. For uniform linear array, the MVDR algorithm

and MUSIC algorithm are used to find a Direction of Arrival (DOA) spectrum. The signal is sent

at 2.4GHz frequency band, the same frequency used in wireless communication [58] with the angle

interval in the range: [−π2, π2]. Then, the DOA estimation method using non-uniform linear array

is given. At first, the decomposition of non-uniform linear array into two uniform linear arrays for

the corresponding co-prime arrays is done, then the combined MUSIC results of the two decomposed

uniform linear arrays is done to get DOA estimation [59][60]. A mathematical model is given and the
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performance of the DOA estimation based on MVDR, MUSIC and the proposed A-MUSIC algorithm

simulation are presented in papers section of dissertation.

Several methods have been applied in DOA estimation; among them the maximum likelihood

method of Capon [61], many researchers take the first category of estimators to consist of the spectral

estimation method that covers MVDR estimator, linear prediction method, maximum entropy

method, Maximum Likelihood method (ML) and beamforming. The second category consists of the

eigen structure methods that includes the min-norm method, the estimation of Signal Parameters via

Rotational Invariance Technique (ESPRIT) algorithm, and burg’s maximum entropy method which is

among the non-subspace techniques [61]. Although they have been often successful and widely used,

these methods have some major limitations especially bias and sensitivity in parameter estimates,

generally due to the incorrect model of the measurements. Then, Schmidt in 1979 revised and

corrected the measurement model in case of the sensor arrays of arbitrary form and proposes a new

subspace technique called Multiple Signal Classification (MUSIC) algorithm [62]. MUSIC technique

is based on exploiting the Eigen structure of input covariance matrix. According to MUSIC spatial

spectrum, DOA of the multiple source signals can be easily estimated by identifying the peaks.

Huang and Lee proposed the adaptive array beamforming in the presence of errors due to steering

vector mismatch and finite sample effect [63]. The method proposed a fully data-dependent loading

to overcome the difficulties. No additional sophisticated scheme is needed to choose the required

loading. The loading factor can be completely obtained from the received array data. In [64] a

comprehensive survey on beamforming techniques for DOA estimation has been given. The survey

was based on studying various beamforming techniques and algorithms to estimate the Direction of

Arrival (DOA) of a signal. An assessment on the background robust algorithms using Nyquist

sampling rate and its compressive sensing alternative was made. Hence, the methods that specifically

exploit the spatial sparsity property are advantageous because they use very small number of

measurements in the form of random projections of the sensor data along with one full waveform

recording at one of the sensors. The researchers in [65], have worked with DOA using MUSIC

algorithm in uniform linear array antennas. This literature showed how the performance of smart

antenna greatly depends on the effectiveness of DOA estimation algorithm. It analysed the

performance of MUSIC (Multiple Signal Classification) algorithm for DOA estimation and

simulation results showed that MUSIC provides better angular resolution for increasing number of

array element, distance between array element and number of samples. All the simulations were done

using MATLAB. A new algorithm for improving DOA estimation accuracy has been carried out.

Two contributions are introduced. First, Doppler frequency shift that resulted from the target
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movement is estimated using the displacement invariance technique (DIT). Second, the effect of

doppler frequency is modelled and incorporated into ESPRIT algorithm in order to increase the

estimation accuracy. It is worth mentioning that the subspace approach has been employed by

ESPRIT and DIT methods to reduce the computational complexity and the model’s nonlinearity

effect. The simulation results of the proposed algorithm are better than those of the previous

estimation techniques leading to the estimator performance enhancement [66]. Most of the methods

used to locate the DOA in uniform linear array considered the spacing distance between two adjacent

array elements to be a half wavelength. However, in wireless communication, there are some cases

where such half wavelength minimum spacing is not applicable; for instance many parabola

antennas, their physical size are designed to have a large size for enhanced directivity. Also, in an

array that operates over a wide spectrum. For example, over-the-horizon radar (OTHR) is a unique

radar system that performs wide-area surveillance by exploiting the reflective and refractive nature of

high-frequency radio wave propagation through the ionosphere [67].

Recently, Non-uniform Linear Array (NLA) in a form of co-prime array has been proposed. Its most

remarkable property is that it increases the degree of freedom. In addition, the autocorrelation of

signals can be estimated in a much denser spacing other than the physically sparse sampling spacing,

and sinusoids in noise can be estimated in a more effective way. Due to the useful properties of the

NLA, its importance has been realized and many research from different aspects of it have been run

in recent four years. The interest has shifted to the super resolution using the co-prime arrays. Many

researchers have discovered many methods to improve on the Direction of Arrival (DOA) estimation.

For example, in [67], the authors have proposed a novel array structure for the DOA estimation with

increased degrees of freedom. This was a new method for a super resolution spectral estimation from

the perspective of degree of freedom. In [68], the authors proposed a new search free DOA estimation

for co-prime arrays by using a projection-like method to eliminate the phase ambiguities for obtaining

the unique estimation of DOA. In [69], the researcher proposed a DECOM DOA Estimation with

Combined MUSIC for Co-prime Array. They proposed a combination scheme to obtain the unique,

DOA estimation for co-prime array from the MUSIC of the decomposed uniform linear arrays and

give prove of the existence and uniqueness of the solution. They also designed a two-phase adaptive

spectrum search scheme to obtain the accurate DOA estimation with low computational complexity.

Multiple signal classification is a subspace technique based on exploiting the eigen structure of input

covariance matrix suggested by Schmidt in 1979 [70]. The eigenvectors are easily obtained by either

an eigen decomposition of sample covariance matrix or a singular value decomposition of the data

matrix [68]. MUSIC algorithm, the powers and cross correlations between the various input signals
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with a set of input parameters such as number of array elements, number of snapshots, element

spacing, angular separation, signal-to-noise ratio can be readily obtained. The Direction of Arrival

(DOA) of the multiple incident signals can be estimated by locating the peaks of a MUSIC spatial

spectrum at a high resolution. This leads to high quality wireless communication. The multiple

signal classification algorithm is normally of high performance in DOA estimation; however, at a

very small difference of angle of arrival between two adjacent signals and close array elements, it

fails to perform well.

3.1 DOA Estimation Algorithm Challenges

The Direction of Arrival (DOA) estimation is not only affected by the incident signal coming from the

transmitter but also by the sparse complex environment [47], [71]. The DOA estimation is affected

by many factors such as signal to noise ratio, number of array elements, number of snapshots and

number of signal source. The Signal to Noise Ratio (SNR) can be increased by providing the source

with a higher level of signal output power if necessary. In wireless systems, it is always important to

optimize the performance of the transmitting and receiving antennas. Thus, the signal to noise ratio

directly affects the performance of super-resolution DOA estimation algorithm [9], [72].

Basically, the number of array elements can affect the estimation performance for super resolution

algorithm. Generally, if the remaining array parameters are the same, the greater number of array

elements, the better estimation performance for super resolution algorithm. In the time domain, the

number of snapshots is defined as the number of samples. In the frequency domain, the number of

snapshots is defined as the number of time sub-segments of Discrete Fourier Transform (DFT). The

estimation of Direction of Arrival (DOA) gives better estimation performance for super resolution

algorithm when the number of snapshots is high and other array parameters remain constant [73].

Briefly, there are many factors that affects the performance of DOA estimation in practical

applications such as the array element amplitude and phase inconsistencies, mutual coupling between

array elements, multipath environment and the wrong position of sensors.

3.2 Proposed DOA Estimation Algorithm

The main idea in the Direction of Arrival (DOA) estimation is to use an array of antennas to receive

a narrowband signal from a far field sources in the diverse directions. The signal received is then

processed using a sub-space method that has a high resolution and an accurate DOA estimation. In

the past, many directions of arrival (DOA) estimation algorithms have been proposed. Among them
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are non-subspace methods and subspace methods. In this work, the attention has been on Minimum

Variance Distortion-less Response (MVDR) and Multiple Signal Classification (MUSIC) algorithms

because of their popularity, their high performance and mostly their low computational complexity

compared to other techniques. Therefore, these algorithms were applied to Uniform Linear Array

(ULA) and to Non- uniform Linear Array NLA to check their performance on the accuracy issue.

Although the DOA estimation theory and other technologies in array antennas settings have become

well established some further investigations can be conducted:

(i) Currently, one-dimension (1D) of Non-uniform Linear Array (NLA) setup issues is in place, but

little research on two-dimension (2D) arrays has been done. The two-dimension investigation is more

in accordance with the real-time environments where both elevation and azimuth angles are needed.

(ii) Direction of Arrival (DOA) estimation and array calibration can all contribute to the parameters

optimization problems. Therefore, a faster algorithm for solving optimization functions is worthy of

further research.

(iii) In the spatial spectrum algorithms, most of researchers are concerned with the reception of the

narrowband, though there are other applications of the spatial spectrum estimation techniques such

as the DOA estimation for wideband signal, correction of path in multi-array conditions and error

correction for broadband arrays. Particularly, for the array calibration and angle joint estimation of the

parameters.

(iv) Multiple signal classification algorithm as one of the super high algorithms plays a big role in DOA

estimation computation, but it still has a large amount of computation complexity. Also, enhancing the

real time character and robustness will be an important part of the link for spatial spectrum estimation

technology.

(v) Current research efforts have paid more attention in removing errors and ambiguities in the spatial

spectrum from array amplitude, phase difference, mutual coupling, and positions errors. There are

other factors such as near field scattering, electromagnetic interference, channel bandwidth

inconsistency, non-uniform linear channel amplifier, quantization and quadrature sampling errors

which impact on the estimated errors.

4 Radio Propagation Environment and Modelling

Propagation mechanisms are very complex and diverse. First, due to the separation between the

receiver and the transmitter, attenuation of the signal strength occurs. In addition, the signal
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4. RADIO PROPAGATION ENVIRONMENT AND MODELLING

propagates by means of diffraction, scattering, reflection, transmission, refraction, etc. Diffraction

occurs when the direct line of the sight propagation between the transmitter and the receiver is

obstructed by an opaque obstacle whose dimensions are considerably larger than the signal

wavelength [74]. The diffraction occurs at the obstacle edges where the radio waves are scattered,

and, as a result they are additionally attenuated. The diffraction mechanism allows the reception of

radio signals when the line-of-sight (LoS) conditions are not satisfied, whether in urban or rural

environments. Scattering occurs when the propagation path contains the obstacles whose dimensions

are comparable to the wavelength [75]. The nature of this phenomenon is similar to the diffraction,

except that the radio waves are scattered in a greater number of directions. Out of all the mentioned

effects, the scattering is the most difficult to be predicted. Reflection occurs when the radio wave

impinges the obstacle whose dimensions are considerably larger than the wavelength of the incident

wave. A reflected wave can either decrease or increase the signal level at the reception point. In cases

when many reflected waves exist, the received signal level tends to be very unstable. This

phenomenon is commonly referred to as multipath fading, and the signal is often Rayleigh

distributed. Transmission occurs when the radio wave encounters an obstacle which is to some extent

transparent for the radio waves. This mechanism allows the reception of radio signals inside of

buildings in cases when the actual transmitter locations are either outdoor or indoor. This

phenomenon is very important in the macrocell radio system design. Due to an inconstant refractive

index of the atmosphere, the radio waves do not propagate along a straight line, but rather along a

curved one. Therefore, the coverage area of an actual transmitter is usually larger. As a result of the

fluctuations of the atmosphere parameters, the received signal strength level is fluctuating as well.

Since there is frequently no LoS between the transmitter and the receiver, the received signal is a sum

of components which often stem from several previously described phenomena. Therefore, the

received signal level is quite variable with respect to time and especially with respect to the receiver

or transmitter displacement. Even a displacement of just a fraction of the wavelength can cause the

signal level to change by more than 30 dB. These fluctuations are known as short-term (or multipath)

fading. On the other hand, the local average of the signal varies slowly with the displacement. These

slow fluctuations depend mostly on environmental characteristics and they are known as long-term

fading. Furthermore, most of these parameters are frequency dependent and affected by the migration

to higher frequencies.
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4.1 Rain Attenuation over Communication Links

Transmission of a radio signal through a wireless radio channel is affected by refraction, diffraction

and reflection, free space loss, object penetration, and absorption that corrupt the originally transmitted

signal before radio wave arrives at a receiver antenna. The propagation of electromagnetic wave occurs

when energy transference from local antenna system is allowed to travel through free space. Once in

free space, the forward travelling component of the electromagnetic wave interacts with different

media often consisting of gases, microscopic granules, and rainfall. The rainfall media is usually of

great concern as it is highly sensitive to the frequency of the travelling wave energy, as well as its

amplitude. Thus, in a rainy medium, the attenuated portion of this wave is approximately equal to the

exponential factor of distance, and propagation constant [76].

4.2 Rain Attenuation model and Free Space Loss

Most communication systems at microwave and millimetre bands may experience a loss due to rain

attenuation which temporarily makes the link unavailable for use at a given time. Rain attenuation

depends on rain rate characteristics, rain shape, rain drop size, and volume density. In instances where

the rain attenuation measurements are not available, the rain rate becomes an important parameter for

estimating the level of fade due to the rain. An empirical relationship between the rain rateR(mm/hr)

and the αr rain attenuation is denoted below. The total attenuation AT is given by

AT = αr + Lfs, (1)

where αr is the rain attenuation. The ITU rainfall model [77] is used for attenuation as

αr = cra, (2)

where r is the expected rain rate. The parameter c and exponent a depend on the frequency, f(GHz),

the polarization state, and the elevation angle of the signal path. In wireless communications, as the

signal propagates through the medium, it disperses with distance [78]. This type of attenuation, known

as free space loss(Lfs), can be expressed as the ratio of the signal power between the transmitter and

the receiver in dB as

Lfs = 10 ∗ log10

(
Pt
Pr

)
= 20 ∗ log10

(
4πd

λ

)
, (3)

where Pt is the transmitted signal power, Pr is the received signal power, and d is the distance between

transmitter and receiver and λ is the signal wavelength in metres. The free space loss is proportional to

the square of the distance between the transmitter and the receiver. Thus, as this distance is increased,

the free space attenuation becomes very large.
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4. RADIO PROPAGATION ENVIRONMENT AND MODELLING

4.3 Diffraction Fading

Diffraction fading (k-factor fading) takes place when the signal travelling from the transmitting

antenna to the receiving antenna is intercepted by any obstacle. This kind of fading is a direct

consequence of the refraction of radio wave as they traverse the lower atmosphere. As such, the radio

path should be clear of any obstacles or a minimum path clearance criterion should be adhered to

during terrestrial line of sight link planning as outlined in ITU-R Recommendation P.530-14 [79].

The degree of wave bending will determine whether or not electromagnetic waves are likely to be

intercepted by obstacles along the radio link path. The degree of bending is usually modelled through

the effective earth radius factor (k-factor). However, other quantities like the atmospheric radio

refractivity, the atmospheric refractive index or the vertical refractivity gradient can also be used to

characterize the refractive properties of the atmosphere. The refractive index, n, is the primary

parameter used to describe refraction in the atmosphere. It is defined as the ratio of the velocity of an

electromagnetic wave travelling in air to that in a vacuum (free space) [80]:

n =
c

v
=
√
µε (4)

where c is the velocity of an electromagnetic wave in a vacuum (free space), v is the speed of a radio

wave in air, µ is the relative permeability of air, ε is the relative permittivity of air. Since the refractive

index is very close to unity in the troposphere,n = 1.000312, the atmospheric radio refractivity, N

which defines the refractive index in parts per million is usually used to define the refraction and is

given by [81, 82]:

N = (n− 1)106 =
77.6

T
P + 3.3× 105 e

T 2
(5)

where P is the atmospheric pressure (hPa), e is the water vapour pressure (hPa), T and is the absolute

temperature (K). From the foregoing equations, the point k-factor, k is obtained from the following

expression [83]:

k =

[
1 +

dN
dh

157

]−1

(6)

where dN
dh is the vertical refractivity gradient. Atmospheric pressure, temperature, and water vapour

content decrease with height above the earth’s surface in the troposphere, but temperature will also

increase with height in layers with temperature inversion in the troposphere. The decrease in dry air

pressure and water vapour pressure is usually approximated as an exponential function of height. The

variation of the tropospheric refractivity can also, as a result of these approximations, be approximated

by an exponential function of height, as follows [84]:

N = Nse
− h
H (7)
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4. RADIO PROPAGATION ENVIRONMENT AND MODELLING

where h is the height above the ground level,Ns is the surface level refractivity andH is the applicable

scale height.

4.4 Multipath Propagation (Fading)

Multipath propagation occurs when a signal travelling from the transmitter to the receiver takes

different paths. The main signal, that is the straight path signal, is then received together with other

multiple copies that are delayed and attenuated. The delays and attenuations suffered will vary from

one copy of the signal to the other depending on the route taken to the receiver, which at times could

involve multiple reflections arising from the signal encountering obstacles along the path that are

much greater than its wavelength. Depending on the way the signals superimpose at the receiver, the

net effect could be destructive (multipath fading) or constructive (multipath enhancement).

In [79], the ITU-R proposes three methods for the determination of multipath fading and enhancement

in terrestrial line of sight links. The methods include; small percentages of time, all percentages of

time and predicting enhancement. For the small percentages method, both gross and detailed planning

cases are considered. For the gross planning case, the percentage of time, ρw, a fade depth, A, that is

exceeded in the average worst month is given by [79]:

ρw = Kd3.1(1 + |εp|)−1.29f0.8 × 10−0.00089hL− A
10 (8)

where εp is the path inclination factor in radians, f is the frequency in GHz, hL is the altitude of the

smaller of the transmitting antenna and the receiving antenna and K is the geoclimatic factor, and is

obtained using the following equation [79]:

K = 10−(4.6+0.0027dN1) (9)

where dN1 is the refractivity gradient in the lowest 65m of the atmosphere not exceeded for 0.01%

of the time of an average year. For detailed link design, the percentage of time, ρw a fade depth, A is

exceeded in the average worst month is given by [79]:

ρw = Kd3.4(1 + |εp|)−1.03f0.8 × 10−0.00076hL− A
10 (10)

where all parameters are as defined in equation (8), exceptK, the geoclimatic factor, which is obtained

using the following equation [85]:

K = 10−(4.4+0.0027dN1)(10 + Sa)
−0.46 (11)

where dN1 is as defined in equation (9) and Sa is the terrain roughness factor. Large signal

enhancements are usually experienced under ducting conditions and for cases where the value is
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5. PROBLEM STATEMENT AND MOTIVATION

above 10dB, the following equation is used [79]:

ρw = 100− 10
(−1.7−0.2A0.01−E)

3.5 (12)

where E is the enhancement in dB, w is as defined in (8) and A0.01 is the attenuation exceeded for

0.01% of the time. Thus, we can conclude that multipath fading is affected by the following [79, 86];

point atmospheric refractivity gradient, frequency of operation, percentage of time a particular fade

depth is exceeded, the height of the antennas , the terrain roughness factor and the inclination of the

path among others. Most of these factors are affected by the migration of communication networks to

higher frequencies.

5 Problem Statement and Motivation

Spectrum scarcity has necessitated the migration of radio frequencies from the lower to the higher

frequencies. This has resulted in radio propagation challenges due to the adverse environmental

elements otherwise unexperienced at lower frequencies. A re-design and re-evaluation of the

performance of traditional lower frequency technologies and algorithms for implementation at higher

frequencies especially for both Uniform Linear Array (ULA) and Non-uniform Linear Arrays (NLA)

antenna are therefore necessary. Specifically, the performance of Direction of Arrival (DOA)

algorithms for ULA and NLA on weather impacted environments needs to be quantified and new

algorithms developed to counteract the migration challenges. This work investigates the performance

of Minimum Variance Distortionless Response (MVDR), Multiple Signal Classification (MUSIC)

and the proposed Advanced-MUSIC (A-MUSIC) for ULA and NLA algorithms on a

weather-impacted wireless channel. The Multiple Signal Classification (MUSIC) algorithm and its

variants is applied directly to the ULA and NLA geometry resulting in high computational

complexity due to the multiple searches for the maximum. This work proposes the

Advanced-MUSIC (A-MUSIC) DOA algorithm that employs forward-backward averaging

pre-processing technique on the cross correlation of array output to improve the performance of the

DOA techniques. The application of these techniques in a weather impacted radio propagation

scenario for ULA and NLA is challenging and is the focus of this work.

6 System Model

The system model of Fig. 1 is used in this work. It illustrates the uniform spaced linear array antenna

with transmitting and N receiving antenna array. A source transmits signals s(t) that after passing
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6. SYSTEM MODEL

through a weather-impacted environment arrives at the antenna at an angle θ. The signals x(t) induced

on the antenna arrays are multiplied by adjustable complex weights w and then combined to form the

system output y(t). The processor receives array signals, system output, and direction of the desired

signal as additional information. In our model for a wave front narrow band signal si(t), the received

signal at antenna i = 1, 2. . . , N , xi(t), is given by

xi(t) =
N∑
i=1

αisi(t)ai(θi + ∆θi) + vi(t), (13)

Fig. 1: System model

where αi is the rainfall attenuation, θi the angle of arrival, ∆θi the rainfall angle deviation and vi(t)

the measured noise at antenna i. The response function of the array element i to the signal source

ai(θ̂i) is

ai(θ̂i) = exp[−j(i− 1)
2πdsinθ̂i

λ
], (14)

where λ is the wavelength and d is the spacing difference between array elements. The total received

signal vector X(t) is expressed as:

X(t) = A(θ̂)S̃(t) + V (t), (15)
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where

X(t) = [x1(t), x2(t), ..., xN (t)]T ,

A(θ̂) = [a1(θ̂1), a2(θ̂2), ..., aN,(θ̂I)]
T ,

S̃(t) = [s̃1(t), s̃2(t), ..., s̃N (t)]T ,

V (t) = [v1(t), v2(t), ..., vN (t)]T .

(16)

where s̃i(t) = αisi(t) and θ̂i = θi+∆θi. The modelling and investigation of the rainfall attenuation αi

and angle deviation ∆θi due to the weather impacted rainfall channel is the focus of this investigation.

Furthermore, the performance of the DOA algorithms and development of a better algorithm is done

in this work.

7 Research Objectives

The dissertation aims to achieve the following main objectives:

1. To develop, model and investigate the performance of the conventional Minimum Variance

Distortion-less Look (MVDL), subspace DOA Estimation Methods of Multiple Signal

Classification (MUSIC) and the proposed estimation algorithm on a weather impacted wireless

channel, Advanced-MUSIC (A-MUSIC).

2. To develop, model and investigate the performance Multiple Signal Classification (MUSIC),

Root-MUSIC and the proposed Advanced-MUSIC (A-MUSIC) Non-uniform Linear Array

(NLA) algorithms on a weather impacted wireless channel.

3. To conduct the investigations of 1) and 2) above on different channel models and at higher

frequencies and develop practical results.

8 Research Methodology

This work was done through mathematical analysis and computer simulation, and verification is done

through development of a simple prototype. DOA estimation method for both uniform and non-

uniform linear array under various weather conditions is done through MATLAB simulation.
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9 Research Main Contributions

The work done in this dissertation has resulted into several publications outlined below:

9.1 Paper A: Direction of Arrival (DOA) Estimation for Smart Antennas in Weather

Impacted Environments (Published in PIER).

Abstract: Direction of Arrival estimation (DOA) is critical in antenna design for emphasizing the

desired signal and minimizing interference. The scarcity of radio spectrum has fuelled the migration

of communication networks to higher frequencies. This has resulted in radio propagation challenges

due to the adverse environmental elements otherwise unexperienced at lower frequencies. In rainfall-

impacted environments, DOA estimation is greatly affected by signal attenuation and scattering at the

higher frequencies. Therefore, new DOA algorithms cognisant of these factors need to be developed

and the performance of the existing algorithms quantified. This work investigates the performance

of the conventional Minimum Variance Distortion-less Look (MVDL), subspace DOA Estimation

Methods of Multiple Signal Classification (MUSIC) and the developed estimation algorithm on a

weather impacted wireless channel, Advanced-MUSIC (A-MUSIC). The results show performance

degradation in a rainfall impacted communication network with the developed algorithm showing

better performance degradation.

9.2 Paper B: Performance Evaluation of DOA Algorithms for Non-uniform Linear

Arrays (NLA) in a Weather Impacted Environment (Under Review in Earth and

Space Science Open Archive (ESSOAr)).

Abstract: Spectrum scarcity has necessitated the migration of radio frequencies from the lower to

the higher frequencies. This has resulted in radio propagation challenges due to the adverse

environmental elements otherwise unexperienced at lower frequencies. This necessitates a rethink

and re-evaluation on the performance of the traditional lower frequency technologies and algorithms

at the higher frequencies, especially for non-uniform linear antenna arrays. A redesign or

modification of the technologies for the higher frequencies is required. Specifically, the performance

of Direction of Arrival (DOA) algorithms for non-linear antenna arrays on weather impacted

environments need to be quantified and new algorithms developed to counter the migration

challenges. This work investigates the performance Multiple Signal Classification (MUSIC),

Root-MUSIC and the proposed Advanced-MUSIC (A-MUSIC) Non-uniform Linear array (NLA)
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algorithms on a weather impacted wireless channel. The results indicate that the developed NLA

achieves better DOA estimation than the conventional NLA with all at reduced performance in a

weather impacted scenario.
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1. INTRODUCTION

Abstract

Direction of Arrival (DOA) estimation is critical in antenna design for emphasizing the desired

signal and minimizing interference. The scarcity of radio spectrum has fuelled the migration of

communication networks to higher frequencies. This has resulted in radio propagation challenges

due to the adverse environmental elements otherwise unexperienced at lower frequencies. In rainfall

impacted environments, DOA estimation is greatly affected by signal attenuation and scattering at

the higher frequencies. Therefore, new DOA algorithms cognisant of these factors need to be

developed and the performance of the existing algorithms quantified. This work investigates the

performance of the Conventional Minimum Variance Distortion-less Look (MVDL), Subspace DOA

Estimation Methods of Multiple Signal Classification (MUSIC), and the developed estimation

algorithm on a weather impacted wireless channel, Advanced-MUSIC (A-MUSIC). The results show

performance degradation in a rainfall impacted communication network with the developed

algorithm showing better performance degradation.

1 Introduction

Smart antenna systems merge antenna arrays with intelligent digital signal processing ability in order

to transmit and receive in a versatile and spatially delicate way. Different users are served with

narrow beam radiation patterns, thus reducing multipath and co-channel interference and enhancing

frequency reuse. They determine spatial signal signature, Direction of Arrival (DOA) or Angle of

Arrival (AOA), and use it to estimate the beamforming vectors, to track and identify the antenna

beam. Thus, the most critical parts of smart antennas are DOA estimation and beamforming [1]. The

accurate estimation of the DOA of all signals transmitted to the adaptive array antenna enables the

maximization of its performance with respect to recovering the required transmitted signal and

suppressing any presence of interfering signals. The beamforming technique also ensures less

interference to the system, thus increasing the overall system performance. The development of

efficient DOA algorithms is critical for the performance of the communication networks.

Traditionally, the developed DOA algorithms are popularly classified into two main categories: the

conventional Beamforming [2,3], e.g., Barltett and Capon (Minimum Variance Distortionless

Response (MVDR)) and the Subspace DOA Estimation Methods such as the Multiple Signal

Classification (MUSIC) and Estimation of Signal Parameters via Rotational Invariance Techniques

(ESPRIT). In the conventional MVDR technique, the Bartlet algorithm, Fourier based spectral
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1. INTRODUCTION

analytical techniques are applied to the spatio-temporarily sampled data of mostly a single signal. It

was extended to multiple signals by Capon to contain signal contributions from the desired angle as

well as the undesired angle as the Minimum Variance Algorithm [4]. The Bartlet algorithm

maximises the power of beamforming output for a given input signal whereas the Capon algorithm

attempts to minimize the power contributed by noise and any signals coming from other direction

than desired. Both methods involve spectrum evaluation followed by finding the local maxima that

give the estimated DOA. However, these methods are highly dependent on physical antenna aperture

array size resulting in poor resolution and accuracy [2,4]. In addition, they do not exploit the

structure of the narrowband input data model of the measurements.

Subspace techniques conduct characteristic decomposition of the covariance matrix for any array

output data, resulting in a signal subspace orthogonal with to noise subspace corresponding to the

signal components. Estimation of DOA is performed from one of these subspaces, assuming that

noise in each channel is highly uncorrelated. The popularity of the MUSIC algorithm [5] is due to its

generality. It is applicable to arrays of arbitrary but known configuration and response, used to

estimate multiple parameters per source. MUSIC algorithm has the ability to simultaneously measure

multiple signals with high precision and resolution among others. However, the conventional MUSIC

algorithm requires a priori knowledge of the second-order spatial statistics of the background noise

and interference field. It also involves a computationally demanding spectral search over the angle,

therefore, expensive in implementation. The ESPRIT [6] is a computationally efficient and robust

subspace method of DOA estimation. It uses two identical matched array pairs aiding it in reducing

complexity. Although ESPIRIT alleviates the computational complexity of MUSIC algorithm, it is

more prone to errors [7]. Other algorithms also exist for DOA estimation. The development and

performance evaluation of these algorithms and their variants has been exhaustively done for the

legacy communication network environments [4,7–10] and need not be reemphasised.

The increasing demand on mobile broadband services has led to the scarcity of radio spectrum due to

spectrum exhaustion [11]. This has led to migration to higher frequency millimetre-wave (mmW)

bands, which range from 30GHz to 300GHz, for mmW communication with additional large

bandwidths. Apart from the merits of expanded bandwidth and high frequency reuse packing due to

shorter wavelengths, mmW communication, possess its own challenges including large path loss

suffered by mmW signals, and the effect of the weather effectors to signals in this band. Rainfall is a

common weather phenomenon that affects signal transmission at this band. In link budget planning

and design at lower frequencies, rainfall is considered as a fixed propagation attenuation [12]. The

transmitted signal suffers from absorption from the rain causing signal attenuation. In mmW
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2. SYSTEM MODEL

systems, the wavelengths of the signals are comparable to the raindrop size from 0.1mm to 10mm

[13]. Hence, apart from attenuation, the signals undergo scattering when being transmitted through

rain leading to both amplitude attenuation and phase fluctuation [14]. Rain attenuation and scattering

are a function of the rain rate, polarization, physical size of drops and operating frequency [15, 16].

Rainfall attenuation, frequency attenuation, and phase distortion affect the received signal. For these

mmW systems, DOA algorithms that do not consider the effect of the weather are not realistic. This

work is among the first that investigates the performance of the DOA algorithms in a

rainfall-impacted network and develops a hybrid algorithm to combat the rainfall effects in DOA

estimation. A realistic Markovian rainfall channel model is used to accurately capture the rainfall

variations in three cases; widespread, shower and thunderstorm rain events.

The rest of the paper is organized as follows. In Section 2, the system model is presented. Section 3,

represents the weather channel parameter modelling. The proposed method of efficiently estimating

the DOA and other conventional and subspace DOA estimation algorithms are presented in Section 4.

In Section 5, the performance measures and overall performance evaluation algorithm is done while

simulation results and discussion are presented in Section 6. The paper concludes in Section 7.

Notation: The bold upper and lower-case letters represent the matrices and column vectors,

respectively. I is an identity matrix. The following superscripts (•)∗, (•)H , (•)−1 and (•)T represent

optimality, Hermitian, inverse and transpose operators, respectively and E(•) is the mathematical

expectation, d is the spacing difference between array elements, c is the speed of light and λ is the

wavelength.

2 System Model

The DOA algorithms estimate the angle of arrival of all incoming signals. In Fig. A.1 a Uniform

Linear Array (ULA) of N equally spaced sensors is shown. A source transmits signals s(t) that after

passing through a weather-impacted environment arrives at the antenna at an angle θ. The signals x(t)

induced on the antenna arrays are multiplied by adjustable complex weights w and then combined to

form the system output y(t). The processor receives array signals, system output, and direction of the

desired signal as additional information. In our model, for a wavefront narrow band signal si(t), the

received signal xi(t) at antenna element, i = 1, 2, ..., N , is given by
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2. SYSTEM MODEL

Fig. A.1: Non-uniform Linear Array (NLA) with d = λ
2
∗ [0, d2, . . . , d(M−1)].

xi(t) =
N∑
i=1

αisi(t)ai(θi + ∆θi) + vi(t), (A.1)

where αi is the rainfall attenuation, θi the angle of arrival, ∆θi the rainfall angle deviation, and vi the

measured noise at antenna i. The response function of the array element i to the signal source ai(θ̂i)

is

ai(θ̂i) = exp[−j(i− 1)
2πd sin θ̂i

λ
] (A.2)

where λ is the wavelength, and d is the spacing difference between array elements. The total received

signal vector X(t) is expressed as

X(t) = A(θ̂)S̃(t) + V (t), (A.3)

where

X(t) = [x1(t), x2(t), ..., xN (t)]T ,

A(θ̂) = [a1(θ̂1), a2(θ̂2), ..., aN (θ̂I)]
T ,

S̃(t) = [s̃1(t), s̃2(t), ..., s̃N (t)]T ,

V (t) = [n1(t), n2(t), ..., nN (t)]T .

(A.4)
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3. WEATHER CHANNEL PARAMETER MODELLING

In Equation (A.4), S̃(t) = αisi(t) and θ̂ = θi + ∆θi. The modelling and investigation of the rainfall

attenuation αi and angle deviation ∆θi due to the weather impacted rainfall channel are done in the

next section.

3 Weather Channel Parameter Modelling

3.1 Rainfall Modeling

The magnitude of attenuation experienced by signals depends on the rain intensity. Based on its

intensity, a rain event may be classified as drizzle (D), widespread (W), shower (S) or thunderstorm

(T). The rainfall is modelled by four or fewer states of a Markov Chain, R, given by

R = {D,W,S, T}, (A.5)

Table A.1 presents the rain event intensities.

Table A.1: Rain Rates Categories.

Description Rain rate (mm/hr) Steady state (πn)

Drizzle 1-5 πD

Widespread 5-10 πW

Shower 10-40 πS

Thunderstorm >40 πT

Practical rainfall, widespread, shower and thunderstorm events consists of a mix of the different rain

events [17]. This work utilizes Markov models developed from actual rain data to model practical rain

events, with the transition diagram and state transition probabilities as given bellow:

i) Widespread rainfall: Consists of drizzle and widespread events. The transition diagram shown in

Fig. A.2, with the transitional probabilities, PWi,j , from state i to j, with i, j ∈ R, given by equation

(A.6)

PWi,j =

PDD PDW

PWD PWW

 , (A.6)

where PDW is the probability of transitioning from drizzle to widespread, PWD is the probability

of transitioning from widespread to drizzle, PDD is the probability of no transition from drizzle and

PWW is the probability of no transition from widespread.
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3. WEATHER CHANNEL PARAMETER MODELLING

Fig. A.2: Widespread rainfall.

ii) Shower rainfall consists of drizzle, widespread and shower events. The transition diagram shown

in Fig. A.3, with the transitional probabilities, PSi,j , from state i to j, with i, j ∈ R, given by equation

(A.7)

Fig. A.3: Shower rainfall.

PSi,j =


PDD PDW PDS

PWD PWW PWS

PSD PSW PSS

 , (A.7)

where PDS is the transition probability from drizzle to shower, PWS is the transition probability from

widespread to shower, PSD is the transition probability from shower to drizzle, PSW is the transition

probability from shower to widespread and PSS is the no transition probability from shower.

iii) Thunderstorm rainfall consists of drizzle, widespread, shower and thunderstorm events. The

transition diagram shown in Fig. A.4, with the transitional probabilities, P Ti,j , from state i to j, with

i, j ∈ R, given by equation (A.8)
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3. WEATHER CHANNEL PARAMETER MODELLING

Fig. A.4: Thunderstorm rainfall.

P Ti,j =


PDD PDW PDS PDT

PWD PWW PWS PWT

PSD PSW PSS PST

PTD PTW PTS PTT

 , (A.8)

where PDT is the probability of transitioning from drizzle to thunderstorm, PWT is the probability of

transitioning from widespread to thunderstorm, PST is the probability of transitioning from shower

to thunderstorm, PTD is the probability of transitioning from thunderstorm to drizzle, PTW is the

probability of transitioning from thunderstorm to widespread, PTS is the probability of transitioning

from thunderstorm to shower and PTT is the no transition probability from thunderstorm. The

transitional probabilities used are practically obtained from [17]. The steady state probability of an

event n, πn = {πD, πW , πS , πT }, is solved by the standard Markov chain solution methods. The

expected rate for a rainfall occurrence is derived from the probabilities as

E[r] =
∑
n

rnπn, (A.9)
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3. WEATHER CHANNEL PARAMETER MODELLING

where rn is the median rain event and πn is the steady state probability of the nth state of the Markov

model. The actual rain rate r is computed from a lognormal distribution with the given mean

[17][18]19].

3.2 Attenuation Model

We consider a radio propagation environment where the signal is affected by attenuation due to the

weather-impacted factors. The total attenuation AT is given by

AT = αi + Lfs, (A.10)

where αi is the rain attenuation. The ITU rainfall model [20] is used for attenuation as

αi = kra, (A.11)

where r is the rain rate in mm/hr, of section 3.1. The constant parameter k and exponent a depend on

the frequency f(GHz), the polarization state, and the elevation angle of the signal path. Free space loss

attenuation, Lfs, is given by

Lfs = 20 ∗ log10

4πd

λ
, (A.12)

where λ is the signal wavelength in metres, and d is the distance from the transmitter.

3.3 Angle Deviation Model

The weather related factors result in the delay and scattering of the transmitted signal as well as phase

angle, and angle deviation change. The angle deviation, ∆θi, is modelled as a normal distributed

random variable with a mean µθ bounded as follows

∆θmin ≤ ∆θi ≤ ∆θmax, (A.13)

where ∆θmin and ∆θmax are the minimum and maximum angle deviations respectively. The mean

µθ is derived from the normalised rain rate

µθ =
r

rmax
, (A.14)

and rmax is the maximum rain rate. The assumption is reasonable as the heavier the rain the more

the scattering. Though the weather elements affect the mean and the standard deviation, we keep the

standard deviation constant.
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4. DOA ESTIMATION ALGORITHMS

4 DOA Estimation Algorithms

4.1 MVDR Algorithm

The MVDR algorithm minimizes the output power and constraints the gain of the direction of desired

signal to unity [21] as follows,

minE{| yn(t) |2} = min{wHσ(x, x)w}, (A.15)

subject to w.a(θ̂) = 1 where

yn(t) = wHσ(x, x)w, (A.16)

is the output of the array system, w is the weight vector,H is the Hermitian matrix, a(θ̂) is the steering

vector and σ(x, x) is covariance matrix of the received signal x. The covariance matrix σ(x, x) is given

by

σ(x, x) =
1

N

N∑
i=1

xxH , (A.17)

where N is the number of elements. From the block diagram of Fig. A.1, the signal vector x(t)

defined at different angles θ̂i induced on the antenna arrays is multiplied by weight vectors w and

then combined to form the system output y(t). The weighted vector w is obtained by using Lagrange

multiplier in (A.15) as

w =
(σ(x, x))−1a(θ̂)

aH(θ̂)(σ(x, x))−1a(θ̂)
. (A.18)

Thus, MVDR computed as a Capon’s output power spectrum is given by

PMVDR(θ̂) =
1

aH(θ̂)(σ(x, x))−1a(θ̂)
. (A.19)

The MVDR technique is summarized in Algorithm 1.

Algorithm 1 MVDR algorithm

1: Input: x = {xi(t)} = f(αi, θ̂i), N, d, λ,K and µ←step size

2: Compute the weight vector w, equation (A.18)

3: Compute covariance matrix σ(x, x), equation (A.17)

4: Compute the output array system, equation (A.16)

5: Minimize the output power, equation (A.15), subject to w.a(θ̂) = 1

6: Compute spectrum function, equation (A.19), spanning θ

41



i
i

“output” — 2022/1/24 — 20:10 — page 42 — #61 i
i

i
i

i
i

4. DOA ESTIMATION ALGORITHMS

4.2 MUSIC Algorithm

MUSIC is a high-resolution subspace DOA algorithm where an estimate σ(x, x) of the covariance

matrix is obtained and its eigenvectors decomposed into orthogonal signal and noise subspace [22].

The DOA is estimated from one of these subspaces. The noise in each channel is assumed

uncorrelated. The algorithm searches through the set off all possible steering vectors to find those

orthogonal to the noise subspace. The diagonal covariance matrix σ(x, x) is given by (A.17). The

covariance matrix is decomposed to

σ(x, x) = A(θ̂i)S̃i(t)A(θ̂i)
H + σ2I = QΛQH , (A.20)

whereA(θ̂i) = [a1(θ̂1), a2(θ̂2), ..., aN (θ̂I)]
T is aMxD array steering matrix, σ2 is the noise variance,

I is an identity matrix of sizeMxM and S̃i(t) the received signal withQ unitary and a diagonal matrix

Λ = diag{λ1, λ2, ..., λM}, of real eigenvalue ordered as λ1 ≥ λ2 ≥ ... ≥ λM ≥ 0. The vector that is

orthogonal to A is the eigenvector of R having the eigenvalues of Λ. The MUSIC spatial spectrum is

defined by

PMUSIC(θ̂) =
1

aH(θ̂)QnQHn a(θ̂)
, (A.21)

where a(θ̂) is the steering vector corresponding to one of the incoming signals and Qn is the signal

substance. The MUSIC technique is summarized in Algorithm 2.

Algorithm 2 MUSIC algorithm

1: Input: x = {xi(t)} = f(αi, θ̂i), N, d, λ,K

2: Compute covariance matrix σ(x, x), equation (A.17)

3: Decomposition σ(x, x) into eigenvectors and eigenvalues in equation (A.20)

4: Rearrange the eigenvectors and eigenvalues into the signal subspace and noise subspace.

5: Compute the spectrum function (A.21) by spanning θ.

6: Determine the substantial peaks of PMUSIC(θ) to acquire estimates of the angle of arrival.

4.3 Proposed A-MUSIC Algorithm

In rain impacted mmW systems, the SNR is low leading to small signal intervals. The existing MVDR

and MUSIC algorithms are adversely affected and need modifications. We propose an A-MUSIC

algorithm that repeatedly reconstructs the covariance matrix to continuously obtain two noise and

signal subspaces averaged over several iterations. The reconstructed covariance matrix σ̂(x, x) is

given by

σ̂(x, x) = σ(x, x) + Jσ(x, x)∗J, (A.22)
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4. DOA ESTIMATION ALGORITHMS

where J is MATLAB constructions given as J = fliplr(eye(N)) which returns columns flipped in

the left-right direction and N is the number of elements. The eigen decomposition on reconstructed

covariance matrix σ̂(x, x) is

σ̂(x, x) = Q̂ΛQ̂H = QS1ΛS1Q
H
S1 +QN1ΛN1Q

H
N1, (A.23)

where σ̂(x, x) is divided into signal subspace QS and noise subspace QN . Using low rank of matrix

instead of full rank matrix σ̂(x, x) can be reconstructed into ωx as

ωx = QS2ΛS2Q
H
S2 +QN2ΛN2Q

H
N2. (A.24)

The average signal subspace (QS), signal eigenvalue (ΛS), noise subspace (QN ), and the noise

eigenvalue (ΛN ) are given by

QS =
QS1 +QS2

2
,

QN =
QN1 +QN2

2
,

ΛS =
ΛS1 + ΛS2

2
,

ΛN =
ΛN1 + ΛN2

2
.

(A.25)

The A-MUSIC spectrum is then defined by

P(A−MUSIC)(θ̂) =
aH(θ̂)[ (σ(s,s))(σ(s,s))H

N ]a(θ̂)

aH(θ̂)σ(n, n)a(θ̂)
, (A.26)

where σ(s, s) = QSΛ−1
S QHS , and σ(n, n) = QNΛ−1

N QHN are signal and noise subspace covariance

matrix. The A-MUSIC technique is summarized in Algorithm 3.

Algorithm 3 Proposed A-MUSIC Algorithm

1: Input:x = {xi(t)} = f(αi, θ̂i), N, d, λ,K

2: Compute the covariance matrix, equation (A.20)

3: Compute reconstructed covariance matrix σ̂(x, x), equation (A.22)

4: Compute the Eigen decomposition on reconstructed covariance matrix σ̂(x, x)

5: Compute reconstructed covariance matrix ωx, for equation (A.24)

6: Compute the average signal subspace, noise subspace, signal eigenvalues, and the noise

eigenvalue, QS , QN ,ΛS ,ΛN equation (A.25)

7: Determine signal and noise subspace averaged covariance matrix σ(s, s) and σ(n, n)

8: Compute the spectrum function, equation (A.26), spanning θ
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5 Performance Measures

The performance of the DOA estimation algorithms is evaluated in terms of spectrum functions,

equations (A.19), (A.21) and (A.26), the Root Mean Square Error (RMSE) and the signal to noise

ratios. The RMSE is given by

RMSE =

√√√√ 1

K ∗N

K∑
j=1

N∑
i=1

(θ̃ij − θi)2, (A.27)

where K is the number of simulation trials, N is the number of elements and the estimate of the ith

angle of arrival in the jth trial is θ̃ij . Where utilised, the signal to noise ratio (SNR) is given by

SNR = 20 log10(
x

v
), (A.28)

where x is the received signal strength in dB and v is the noise strength in dB. The overall performance

evaluation is done as in algorithm 4.

Algorithm 4 System Algorithm

1: Input: Required rainfall

2: Compute expected rain rate, equation

3: Compute the actual rain rate r from lognormal distribution with given mean

4: for i number of antennas < Nmax

5: Compute the rain attenuation αr, total attenuation given

6: AT and the angle θ̂i. find the angle deviation ∆θi as shown

7: in (A.13) and the mean µθ.

8: Determine the received signal xi(t).

9: end for

10: Determine DOA, Algorithm 1,2 and 3.

The complexity of MVDR and MUSIC algorithm has been derived as shown in Table A.2 [23][24].

For A-MUSIC, there are three major computational steps needed to estimate the DOA. The complexity

of the first step is the covariance function and reconstruction of the covariance matrix, O(N2K). The

second step is the eigen value decomposition operation, which has a complexity of O(N3). The third

step is obtaining the spatial pseudo spectrum, which has a complexity of O(Jθ.J∆θ(N + 1)(N −

K)/2),with J being the number of spectral points of the total angular field of view. Therefore, the

total complexity of A-MUSIC is given by O(N2K +N3) +O(Jθ.J∆θ(N + 1)(N −K)/2).
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6. RESULTS AND DISCUSSION

Table A.2: Computational Complexity of DOA Estimation Algorithms.

DOA algorithm Computational Complexity

MVDR O(N2K +N3 + (2N2 + 3N))

MUSIC O(N2K +N3 + JN)

A-MUSIC O(N2K +N3) +O(Jθ.J∆θ(N + 1)(N −K)/2)

6 Results and Discussion

The performances of the general MVDR, MUSIC and the proposed algorithm A-MUSIC are

investigated and discussed in this section. The performance of the algorithms for different number of

array elements, rain rates and SNR is investigated. Unless otherwise specified for a particular result

the simulation parameters are as given in Table A.3. The developed results are for a case where four

signals impinge on the ULA sensors from the same signal source. The signal consists of the first

direct path signal and the scaled and delayed replicas of the first signal representing multipath signals

known priori. The background noise is modelled as a stationary Gaussian white random process. The

Table A.3: Simulation Parameters for MVDR, MUSIC and A-MUSIC Algorithm.

Simulation Parameters Values

Input θ [00, 100, 350, 600]

Number of elements N = 5, N = 15

Spacing difference d = 0.5λ

Signal-to-noise ratio SNR = 20dB

Snapshots K = 100

Rain rate in (mm/hr) [0, 2.5, 6, 12, 20]

a at f(GHz) 0.7103

k at f(GHz) 1.16995

∆θmin, ∆θmax [00 − 650]

results of Fig. A.5-A.8 show the spatial output spectrum in dB’s of the MVDR, MUSIC and the

proposed A-MUSIC for different rain rates from zero to 20mm/hr representing the following cases;
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6. RESULTS AND DISCUSSION

no rain, widespread, shower and thunderstorm rain conditions with the number of elements N = 5

for 100 snapshots. Note that without rain the spectrum results for MVDR and MUSIC are similar to

the ones in [25] respectively. From the results, the following can be observed; the accuracy of DOA

estimation reduces with increasing rain rate and the performance of the A-MUSIC is better than

MUSIC followed by MVDR. This is because of the multiple averaging nature of A-MUSIC

algorithm. It can also be observed that at a higher rain rate of 20mm/hr MVDR and MUSIC fail to

estimate the Direction of Arrival (DOA).

Fig. A.5: DOA estimation attenuation with rain rate r = 0mm/hr for N = 5.
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6. RESULTS AND DISCUSSION

Fig. A.6: DOA estimation attenuation at drizzle rain rate r = 2mm/hr for N = 5.

Fig. A.7: DOA estimation attenuation at widespread rain rate r = 8mm/hr for N = 5.
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6. RESULTS AND DISCUSSION

Fig. A.8: DOA estimation attenuation at shower rain rate r = 20mm/hr for N = 5.

To analyse the performance of the DOA algorithms and the proposed method, a simulation was done

for four neighbouring signals and the results tabulated in Table A.4. The results depict the accuracy

of the three DOA algorithms. There is a degradation in accuracy for the developed algorithm as the

rain rate increases. From zero to 20mm/hr the degradation of MVDR is 47%, for MUSIC is 33%

and for A-MUSIC is 3.3% at reference point -20dB. Similarly, the results of Fig. A.9-A.12 shows

the spatial output power spectrum in dB’s of the three algorithms discussed in section 4 for different

rain rates representing no rain, widespread, shower and thunderstorm rain conditions. However, the

number of elementsN = 15 for 100 snapshots. Note that without rain the spectrum results for MVDR

and MUSIC are similar to the ones in [26][27] respectively. The results reinforce the notion that the

accuracy of DOA estimation reduces with increasing rain rate and the performance of the A-MUSIC

is better than MUSIC followed by MVDR.
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6. RESULTS AND DISCUSSION

Table A.4: Spectrum Performance for actual DOA = [00, 100, 350, 600].

Fig. A5 Estimated DOA Error %

MVDR 0.02010, 9.90, 35.010, 59.80 3.372

MUSIC 0.020, 10.0010, 35.020, 600 2.067

A-MUSIC 00, 100, 350, 600 0

Fig. A6 Estimated DOA Error %

MVDR −0.0320, 9.80, 34.00,58.80 10.057

MUSIC 1.20, 10.50, 34.780, 60.10 17.796

A-MUSIC 0.0010, 100, 350, 600 0.1

Fig. A7 Estimated DOA Error %

MVDR 0.220, 9.50, 34.760, 620 31.018

MUSIC 0.10, 10.30, 34.80, 61.10 15.404

A-MUSIC 0.0010, 10.0020, 35.030, 60.010 0.2217

Fig. A8 Estimated DOA Error %

MVDR −0.320, 11.10, 35.70, 63.20 50.33

MUSIC 0.20, 10.20, 36.00, 63.00 29.86

A-MUSIC 0.010, 10.20, 35.10, 60.010 3.303

Fig. A.9: DOA attenuation with rain rate r=0mm/hr for N=15.
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6. RESULTS AND DISCUSSION

Fig. A.10: DOA attenuation in light rain rate of r=2mm/hr for N=15.

Fig. A.11: DOA attenuation in moderate rain rate of r=8mm/hr for N=15.
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6. RESULTS AND DISCUSSION

Fig. A.12: DOA attenuation in heavy rain rate of r=20mm/hr for N=15.

The results of estimated DOAs are tabulated in Table A.5. Similarly, the results depict the accuracy

of the three DOA algorithms. There is a degradation in accuracy for the developed algorithm as the

rain rate increases. From zero to 20mm/hr the degradation of MVDR is 38%, for MUSIC is 23% and

for A-MUSIC is 1.23%. at reference point -20dB. For different number of antennas, comparison of

the results in Fig. A.5-A.8 for N = 5 and Fig. A.9-A.12 for N = 15 is done. We observe that DOA

estimation improves with increasing the number of antenna elements. At the -40dB reference point

we observe that the width of the spectrum function is wide and leading to high error estimation of the

angle of arrival.
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Table A.5: Spectrum Performance for actual DOA = [00, 100, 350, 600].

Fig. A9 Estimated DOA Error %

MVDR 00, 10.0010, 35.020, 60.010 0.5977

MUSIC 0.0020, 10.010, 35.010, 60.020 0.3623

A-MUSIC 00, 100, 350, 600 0

Fig. A10 Estimated DOA Error %

MVDR 0.20, 10.10, 33.70, 59.60 25.381

MUSIC 0.010, 10.20, 34.70, 60.10 4.024

A-MUSIC 0.0010, 10.010, 35.010, 600 0.2286

Fig. A11 Estimated DOA Error %

MVDR 0.230, 9.60, 35.30, 57.50 32.024

MUSIC 0.10, 10.20, 35.010, 60.010 12.0453

A-MUSIC 0.010, 100, 350, 600 1.0

Fig. A12 Estimated DOA Error %

MVDR −30, 9.50, 34.50, 58.50 38.929

MUSIC −20, 10.20, 35.10, 59.50 23.00

A-MUSIC 0.0020, 9.90, 35.010, 600 1.2286

Fig. A.13: MUSIC, MVDR and A-MUSIC Accuracy Comparison at -20dB and -40dB with DOA = [200, 400, 500].
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The results of Fig. A.13 represent the RMSE value vs rain rate at a different angle of arrival

[200, 400, 500] for two different reference spectrum function levels -20dB and -40dB with N = 10.

As expected, the RMSE increases with an increase in rain rate. It is also higher at -40dB as compared

to -20dB. The performance order of the algorithms is MVDR, MUSIC and A-MUSIC. Similarly, the

results of Fig. A.14-A.16 represent the RMSE error comparison for different rain conditions albeit at

variable antenna elements N = 5, N = 10 and N = 20 for SNR = 20dB. The RMSE increase with

increase in rainfall and the proposed A-MUSIC performs better than the other models due to

repeatedly reconstruction of the covariance matrix to obtain two noise and signal subspaces

continuously that are averaged for several iterations. An additional deduction from the result is that

the RMSE errors reduce with the increase in antenna elements.

Fig. A.14: DOA estimation attenuation error comparison for N=5.
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Fig. A.15: DOA estimation attenuation error comparison for N=10.

Fig. A.16: DOA estimation attenuation error comparison for N=20.
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To reiterate the deduction from Fig. A.14-A.16, Fig. A.17 presents the results of the RMSE error vs

the number of elements for no rain and the rate of 15mm/hr. It can be observed that as the number of

elements increases the RMSE decreases. Still the proposed A-MUSIC outperforms MVDR and

MUSIC algorithm in terms of error comparison. We conclude that the statistical channel model

proposed in this paper is highly recommended in both rainfall and non-rainfall regions due to its

excellent performance.

Fig. A.17: Comparison of DOA estimation algorithms in Non-weather and weather impacted environment.

To further investigate the performance of the system, the DOA estimation algorithms are tested at

different rain rates leading to different SNR conditions and results presented in Fig. A.18 for N =

10. As expected the RMSE reduces with an increase in the values SNR and A-MUSIC outperforms

MVDR and MUSIC making it highly recommended in estimation of DOA in both normal and rainfall

environments.
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Fig. A.18: Error comparison in various rain rates vs SNR.

Fig. A.19 shows the performance comparison in rainfall for various number of snapshots at SNR =

20dB, r = 20mm/hr and N = 5. As expected the RMSE decreases as we increase the number of

trials from 100-500. Therefore increasing number of simulation trials can improve the performance of

the algorithms. It can be intuitively observed that the proposed A-MUSIC surpasses the MVDR and

classical MUSIC estimator over the range of the number of snapshots that we simulated.
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7. CONCLUSION

Fig. A.19: Error comparison in RMSE vs number of snapshots.

7 Conclusion

This work has investigated the performance of the existing DOA algorithms, MVDR and MUSIC

compared with our proposed A-MUSIC on a weather-impacted network. The investigation is

conducted for conditions of no rain, widespread, shower and thunderstorm rainfall. The deduction

from the investigation indicates that the algorithms performance accuracy degrades by up to 43% and

28% for MVDR and MUSIC respectively from no rain condition to thunderstorm rainfall condition

with MUSIC performing better than MVDR. The RMSE performance of the algorithms is shown to

decrease by increasing the values of SNR and number of antenna elements. The work develops an

A-MUSIC algorithm for the weather impacted conditions. The performance of the developed

A-MUSIC is superior to the existing algorithm in terms of accuracy and RMSE parameters. The

performance accuracy degrades by up to 2.3% from no rain condition to thunderstorm rainfall

condition. However, its complexity is higher than the other algorithms. This work opens further

investigation into the performance of DOA algorithms in weather impacted environment and the need

for redesign of the existing algorithms. The accuracy of the investigation could be validated further

by the derivation of the Cramer-Rao lower bounds and other statistical measures.
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1. INTRODUCTION

Abstract

Spectrum scarcity has necessitated the migration of radio frequencies from the lower to the higher

frequencies. This has resulted in radio propagation challenges due to the adverse environmental

elements otherwise unexperienced at lower frequencies. A re-design and re-evaluation of the

performance of traditional lower frequency technologies and algorithms for implementation at

higher frequencies especially for non-uniform linear antenna arrays are therefore necessary.

Specifically, the performance of Direction of Arrival (DOA) algorithms for non-linear antenna arrays

on weather impacted environments needs to be quantified and new algorithms developed to

counteract the migration challenges. This work investigates the performance of Minimum Variance

Distortionless Response (MVDR), Multiple Signal Classification (MUSIC) and the proposed

Advanced-MUSIC (A-MUSIC) Non-uniform Linear Array (NLA) algorithms on a weather-impacted

wireless channel. The results indicate that the developed NLA achieves better DOA estimation than

the conventional NLA albeit at a reduced performance for both, in a weather-impacted scenario.

1 Introduction

Direction of Arrival (DOA) estimation is critical in antenna design for emphasizing the desired signal

and minimizing interference. Smart antenna systems utilize DOA algorithms to estimate the

beamforming vectors, to track and identify the antenna beam, making DOA estimation critical in

smart antenna design and beamforming [1]. The accurate estimation of the DOA of the transmitted

signals at the adaptive array antenna results in improved performance in the recovery of the

transmitted signal and suppression of other interfering signals. The motivation for adopting

Non-Uniform Linear Arrays (NLA) as opposed to the Uniform Linear Arrays (ULA) include the

following [2] [3]: Firstly, the failure of any antenna sensor element(s) renders ULA to become NLA

in harsh applications field and this could lead to data loss. Secondly, physical and geographical

conditions may prohibit the construction of uniformly spaced sensors leading to NLA. Thirdly, the

need to reduce the number of sensors to decrease the production cost and minimize the impact on

performance, and finally the need to increase the aperture of an antenna using the same number of

sensors in order to obtain better performance, among others. NLA allow better resolution for the

same number of array elements compared to the ULA. Generally, NLA have larger antenna aperture,

smaller main lobe width resulting in better performance in angle resolution, estimation precision, and

other aspects. Therefore, the performance of NLA is of paramount importance especially with the
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1. INTRODUCTION

migration to higher frequencies that are more susceptible to the adverse weather environmental

factors.

Estimation accuracy of a given array depends upon characteristics of the array geometry and the

employed estimation algorithm; therefore, accurate DOS algorithms are required. DOA estimation for

NLA is more critical. Their uneven number of source and receiver antennas leads to different degrees

of freedom and irregular geometry. This results in different antenna sensor separation and aperture

sizes. Furthermore, the migration to higher frequencies makes it worse due to the adverse effect of

weather elements at these frequencies. New geometries requiring different degrees of freedom for

NLA have been proposed [4] [5]. They involve the studying of the covariance matrix of the received

signals among different sensors. Sparse arrays can be considered as a ULA where some sensors are

omitted or irregular linear arrays where the inter-sensor separations are chosen in an arbitrary way [6].

The irregular spacing results in difficulties in covariance between the various elements because of

the mutual coupling. These factors make DOA estimation for NLA challenging. NLAs give similar

performance to ULA with a smaller number of physical elements. Co-prime array [4] [5] and array

interpolation [7] [8] have become the most popular algorithms for evaluating NLA. A co-prime array

comprises of two spatially under-sampled ULAs with co-prime spatial sampling rates [9]. Array

interpolation maps the covariance matrix of a real array to a virtual array and enables the reduction of

DOA estimation problems in NLA to much simpler virtual ULA problems. Both these algorithms are

investigated in this work for NLA in a weather-impacted environment.

The most popular DOA algorithms used include the Minimum Variance Distortionless Response

(MVDR) algorithm that enforces a unit response at the direction of the desired signal and places nulls

in the directions of the interferences [10]. The Multiple Signal Classification (MUSIC) algorithm and

its variants is applied directly to the NLA geometry resulting in high computational complexity due

to the multiple search for the maximum [11]. This work proposes the Advanced-MUSIC (A-MUSIC)

DOA algorithm that employs forward-backward averaging preprocessing technique on the cross

correlation of array output to improve the performance of the DOA techniques for NLAs. The

application of these techniques in a weather impacted radio propagation scenario for NLA is

challenging and is the focus of this work.

The increasing demand on mobile broadband services has led to the scarcity of radio spectrum due to

spectrum exhaustion [12]. This has led to migration to higher frequency millimetre-wave (mmW)

bands, which range from 30 GHz to 300 GHz, for mmW communication with additional large

bandwidths. Apart from the merits of increased bandwidth and high frequency reuse packing due to

shorter wavelengths, mmW communication possesses its own challenges including large path loss
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2. SYSTEM MODEL

suffered by mmW signals and the effect of the weather effectors to signals in this band. Rainfall is a

common weather phenomenon that affects signal transmission at this band. In link budget design at

lower frequencies, rainfall is considered as a fixed propagation attenuation taken into account in the

planning [13]. The signal suffers from absorption from the rain causing signal attenuation. Apart

from attenuation, the signals undergo scattering when transmitted through rain leading to both

amplitude attenuation and phase fluctuation [14]. Rain attenuation and scattering are a function of the

rain rate, polarization, physical size of drops and operating frequency [15] [16]. Rainfall attenuation,

frequency attenuation and phase distortion affect the received signal. It is therefore mandatory for

DOA algorithms to consider weather effects for the systems. This has rarely been done in literature

and therefore, addressed in this work.

The performance of the DOA algorithms for NLA in weather affected channels needs to be

evaluated. Moreover, better DOA algorithms design is required to mitigate against the weather

effects. This work investigates and compares the performance of the NLA DOA algorithms on a

rainfall-impacted network and develops a hybrid algorithm to combat the weather effects. We employ

realistic markovian rainfall channel model to accurately capture the rainfall variations in the

following cases: widespread, shower and thunderstorm rain events.

The structure of this paper is organized as follows. Section 2 presents the NLA system model. Section

3 presents the evaluation of NLA as co-prime array or with array interpolation. In section 4, the

weather impacted propagation channel is modelled. The proposed method for efficiently estimating

the DOA and other conventional and subspace DOA estimation algorithms are presented in section 5.

In section 6, the performance measures and overall performance evaluation algorithm are presented.

The simulation results and discussion are presented in section 7 and the main conclusions drawn from

them summarized in section 8.

Notation: The bold upper and lower-case letters represent the matrices and column vectors,

respectively. I is an identity matrix. The following superscripts (•)∗, (•)H , (•)−1 and (•)T represent

optimality, Hermitian, inverse and transpose operators, respectively and E(•) is the mathematical

expectation, d is the spacing difference between array elements, c is the speed of light and λ is the

wavelength.

2 System Model

The system model consists of a source transmitting a signal s(t) that traverses through a weather-

impacted environment to impinge on the antenna elements at an angle θ. Assuming there are K
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2. SYSTEM MODEL

uncorrelated narrowband plane-wave signals. The signals x(t) induced on the antenna arrays are

multiplied by adjustable complex weights w and then summed to form the system output y(t).

A sparse NLA is considered with L existing elements. The sensors are separated with a distance di,

a multiple of a half wavelength from each other. As shown in Fig. B.1, the array has configuration,

D = [d1, d2, . . . , d(L−1)] such that d = 2 ∗ [0, d2, . . . , d(L−1)]. The system is assumed to be confined

to an azimuth-only system with isotropic sensors.

The received signal on the lth element at the tth snapshot is expressed as

xl(t) =

K∑
i=1

αisi(t)ai(θi + ∆θi) + vi(t), fori = 1, 2, . . .K (B.1)

where αi is the rainfall attenuation, θi the angle of arrival, ∆θi the rainfall angle deviation, si(t) is

signal associated with the ith wave front and vi(t) is the additive white Gaussian noise at the lth

element. The total received signal vector X is expressed as

X(t) = A(θ̂)S̃(t) + V (t), (B.2)

where

X(t) = [x1(t), x2(t), ..., xK(t)]T ,

A(θ̂) = [a1(θ̂1), a2(θ̂2), ..., aK(θ̂I)]
T ,

S̃(t) = [s̃1(t), s̃2(t), ..., s̃K(t)]T ,

V (t) = [n1(t), n2(t), ..., nK(t)]T .

(B.3)
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3. NLA METHODS

Fig. B.1: Non-uniform Linear Array (NLA).

where S̃(t) = αisi(t) and θ̂ = θi + ∆θi. The modelling and investigation of the rainfall attenuation

αi and angle deviation ∆θi due to the weather impacted rainfall channel for NLA is the key focus on

this work.

3 NLA methods
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3.1 Co-prime Array Scheme

The NLA with L elements is divided into a co-prime array comprising of two spatially under sampled

ULAs with co-prime spatial sampling rates [9]. This work utilizes the extended co-prime array

configuration proposed in [9]. In this configuration, the array is a union of two ULAs, one with N

sensors and spacing Md and the other with sensors 2M − 1 and spacing Nd as shown in the Fig. B.2,

where d = λ
2 to avoid spatial aliasing. The total number of physical elements is L = 2M +N − 1.

Fig. B.2: Co-prime array.

Denote di = λ/2 ∗ [0, d2, . . . , d(L−1)] as the positions of the array sensors where i = 1, . . . , 2M +

N − 1, the first sensor is assumed as the reference, i.e., d1 = 0. From equation B.1 the data vector

received at the co-prime array is expressed as

xl(t) =
K∑
i=1

αisi(t)ai(θi + ∆θi) + vi(t), (B.4)

where

ai(θi) = [1, e
(2πd2)
λ

sin θ̂i , ..., e
(2πd2L)

λ
sin θ̂i ]T (B.5)

is the steering vector of the array corresponding to θ̂ii. The elements of the noise vector v(t) are

assumed to be independent and identically distributed (i.i.d) random variables with a complex

Gaussian distribution. The received signal vectors are similarly defined as in equation B.2 and B.3.

The covariance matrix of data vector xl(t) is obtained as [17]

σ(x, x) = E[xl(t)x
H
l (t)]

= Aσ(s, s)AH + ϑ2

=
K∑
i=1

ρ2
i a(θ̂i)a

H(θ̂i) + ϑ2I

(B.6)

where σ(s, s) = E[sl(t)s
H
l (t)] = diag([ρ2

1, . . . , ρ
2
I ]) is the source covariance matrix, diag(•) denotes

a diagonal matrix that uses the elements of a vector as its diagonal elements, ρ2
i denotes the input

67



i
i

“output” — 2022/1/24 — 20:10 — page 68 — #87 i
i

i
i

i
i

3. NLA METHODS

signal power of the ith signal, ϑ2 denotes the noise variance and I is the identity matrix. In practice,

the exact covariance matrix σ(x, x) is approximated by its sample estimate σ̂(x, x) using the available

Z snapshots, given by

σ(x, x) =
1

Z

Z∑
j=1

xl(t)x
H
l (t) (B.7)

The sample covariance matrix σ̂(x, x) approaches the theoretical version σ(x, x) as the number of

snapshots tends to infinity. The covariance matrix is utilised by the applied coprime DOA algorithms

of section 5.

3.2 Modified Array Interpolation Scheme

The implemented interpolation considers an interpolation sector [θb, θf ] with the source DOA’s

assumed to be inside the sector θ̂ ∈ [θb, θf ]. The interpolation sector is uniformly divided into ∆θ

intervals such that θ̂i = i∆θ, i = 0 to b(θf − θb)/∆θc . With A(θ̂) and Ā(θ̂) the manifold matrices

of ULA and NLA respectively, the mapping matrix of the conventional interpolation array B is given

by [18] [19]

B = (A(θ̂)A(θ̂)H)−1A(θ̂)Ā(θ̂)H (B.8)

Then an interpolation matrix B is designed to satisfy the least squares problem i.e.

min
B

=
∥∥∥BHA(θ̂)− Ā(θ̂)

∥∥∥2

F
(B.9)

where ‖•‖F denotes the Frobenius norm of a matrix. The finite interpolation points results in

interpolation mapping errors making the estimations not statistically optimal [20]. To alleviate this,

the new transformation matrix G is reconstructed by projecting the transformational matrix with the

sample array covariance matrix

G = (B̄HB̄)−
1
2 B̄H (B.10)

whereB̄ = σ̂(x, x)B. The real antenna array steering vector a(θ̂) and the virtual array steering vector

ā(θ̂) have the following relationship, Ga(θ̂) = (B̄HB̄)−
1
2 ā(θ̂) = ˆ̄a(θ̂). As a result of noise pre-

whitening for cases where background noise becomes non-Gaussian after virtual transformation. The

covariance matrix of the virtual antenna can be computed by using the transformation matrixG as [19]

as

ˆ̄σ(x, x) = Gσ(x, x)GH = ˆ̄Aσ(s, s) ˆ̄AH + ϑ2I (B.11)

with ˆ̄σ(x, x) the covariance matrix and array manifold ˆ̄A are the pre-whitened values of the virtual

antenna array and σ(s, s) = E[sl(t)s
H
l (t)]. The covariance matrix is utilised by the applied DOA

algorithms of section 5.
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4 Weather channel parameter modelling

4.1 Rainfall modelling

The signal attenuation magnitude largely depends on the rain intensity. Based on its intensity, rain

event may be classified into drizzle (D), widespread (W), shower (S) and thunderstorm (T). Table B.1

presents the rain intensities of the four classes of rain. The rainfall is modelled by four or fewer states

of a Markov Chain, R, given by

R = {D,W,S, T}, (B.12)

Table B.1 presents the rain event intensities. Practical rainfall, widespread, shower and thunderstorm

Table B.1: Rain Rates Categories.

Description Rain rate (mm/hr) Steady state (πn)

Drizzle 1-5 πD

Widespread 5-10 πW

Shower 10-40 πS

Thunderstorm >40 πT

events consist of a mix of the different rain events [21]. This work utilizes Markov models developed

from actual rain data to model practical rain events, with the state transition diagram and state

transition probabilities as given below:

i) Widespread rainfall: Consists of drizzle and widespread events. The markovian transition among

states in this event is shown in Fig. B.3, with the transition probabilities, PWi,j , from state i to j, with

i, j ∈ R given by equation B.13

Fig. B.3: Widespread rainfall.

PWi,j =

PDD PDW

PWD PWW

 , (B.13)
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4. WEATHER CHANNEL PARAMETER MODELLING

where PDW is the transition from drizzle to widespread, PWD is the transition from widespread to

drizzle, PDD is the no transition from drizzle and PWW is the no transition from widespread. ii)

Shower rainfall consists of drizzle, widespread and shower events. The markovian transition among

states in this event is shown in Fig. B.4, with the transition probabilities, PSi,j , from state i to j, with

i, j ∈ R given by equation B.14

Fig. B.4: Shower rainfall.

PSi,j =


PDD PDW PDS

PWD PWW PWS

PSD PSW PSS

 , (B.14)

where PDS is the transition from drizzle to shower, PWS is the transition from widespread to shower,

PSD is the transition from shower to drizzle, PSW is the transition from shower to widespread and

PSS is the no transition from shower.

iii) Thunderstorm rainfall consists of drizzle, widespread, shower and thunderstorm events. The

markovian transition among states in this event is shown in Fig. B.5, with the transition probabilities,

P Ti,j , from state i to j, with i, j ∈ R given by equation B.15

P Ti,j =


PDD PDW PDS PDT

PWD PWW PWS PWT

PSD PSW PSS PST

PTD PTW PTS PTT

 , (B.15)

where PDT is the transition from drizzle to thunderstorm, PWT is the transition from widespread to

thunderstorm, PST is the transition from shower to thunderstorm, PTD is the transition from
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4. WEATHER CHANNEL PARAMETER MODELLING

Fig. B.5: Thunderstorm rainfall.

thunderstorm to drizzle, PTW is the transition from thunderstorm to widespread, PTS is the transition

from thunderstorm to shower and PTT is the no transition from thunderstorm. The transition

probabilities used are practically obtained as in [21]. The steady state probability of an event

n, πn = {πD, πW , πS , πT }, is solved by the standard Markov chain solution methods. The expected

rate for a rainfall occurrence is derived from the probabilities as

E[r] =
∑
n

rnπn, (B.16)

where rn is the mean rain event and πn is the steady state probability of the nth state of the Markov

model. The actual rain rate r is computed from a lognormal distribution with the given mean [22] [23].
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4.2 Attenuation Model

We consider a radio propagation environment where the signal is affected by attenuation due to the

weather-impacted factors. The total attenuation AT is given by

AT = αi + Lfs, (B.17)

where αi is the rain attenuation. The ITU rainfall model [24] is used for attenuation as

αi = kra, (B.18)

where r is the rain rate in mm/hr, of section 3.1. The constant parameter k and exponent a depend on

the frequency f(GHz), the polarization state, and the elevation angle of the signal path. Free space loss

attenuation, Lfs, is given by

Lfs = 20 ∗ log10

4πd

λ
, (B.19)

where λ is the signal wavelength in metres, and d is the distance from the transmitter.

4.3 Angle Deviation Model

The weather related factors result in the delay and scattering of the transmitted signal as well as phase

angle, and angle deviation change. The angle deviation, ∆θi, is modelled as a normal distributed

random variable with a mean µθ bounded as follows

∆θmin ≤ ∆θi ≤ ∆θmax, (B.20)

where ∆θmin and ∆θmax are the minimum and maximum angle deviations respectively. The mean

µθ is derived from the normalised rain rate

µθ =
r

rmax
, (B.21)

and rmax is the maximum rain rate. The assumption is reasonable as the heavier the rain the more

the scattering. Though the weather elements affect the mean and the standard deviation, we keep the

standard deviation constant.

5 DOA Estimation Algorithms

5.1 MVDR Algorithm
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5.1.1 MVDR Co-prime NLA

The MVDR algorithm minimizes the output power and constrains the gain in the direction of desired

signal to unity as follows [10],

minE{| yi(t) |2} = min{wH σ̂(x, x)w}, (B.22)

subject to w.a(θ̂) = 1 where where yi(t) is the output of the array system and is given by

yi(t) = wH σ̂(x, x)w, (B.23)

The weight vector w is given by

w =
(σ̂(x, x))−1a(θ̂)

aH(θ̂)(σ̂(x, x))−1a(θ̂)
. (B.24)

where σ̂(x, x) is covariance matrix of the received signal for the L number of elements given by

equation B.7. H is the Hermitian matrix and a(θ̂) is the steering vector. The MVDR spatial spectrum

is defined by

PMVDR:Co−Prime(θ̂) =
1

aH(θ̂)(σ̂(x, x))−1a(θ̂)
(B.25)

The computational steps of MVDR algorithm using co-prime array are summarized in Algorithm 1.

Algorithm 5 MVDR Algorithm using Co-prime array

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Compute covariance matrix σ̂(x, x) equation B.7

3: Compute the weight vector w, equation B.24

4: Compute the output array system yi(t), equation B.23

5: While w.a(θ̂) 6= 1

6: do Minimize the output power, equation B.22,

7: Subject to w.a(θ̂) = 1

8: Compute MVDR spectrum for co-prime array, equation B.25

5.1.2 MVDR Interpolation NLA

The spectrum of MVDR by array interpolation is given by [25]

PMVDR:AI(θ̂) =
1

aH(θ̂)(ˆ̄σ(x, x))−1a(θ̂)
(B.26)

where a(θ̂) is the steering vector and ˆ̄σ(x, x) is the covariance matrix of the virtual antenna derived

in equation B.11. The computational steps of MVDR array interpolation algorithm are summarized in

Algorithm 2.
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Algorithm 6 MVDR Algorithm using array interpolation

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Determine the ULA array manifold a(θ̂)

3: Compute the real array covariance matrix σ̂(x, x) equation B.7

4: Compute the virtual array manifold Ā(θ̂) and the mapping matrix of the conventional interpolation

array B using B.8 and the least squares problem B.9.

5: Compute transformation matrix T in equation B.10.

6: Compute the covariance matrix ˆ̄σ(x, x) in equation B.11 of the virtual array using the

transformation matrix T in step 5.

7: Compute the weight vector w, equation B.24, but using variance of step 6 ˆ̄σ(x, x).

8: Compute the output array system yi(t), equation B.23.

9: While w.a(θ̂) 6= 1

10: do Minimize the output power, equation B.22,

11: Subject to w.a(θ̂) = 1

12: Compute MVDR array interpolation spectrum for NLA, equation B.26.

5.2 MUSIC Algorithm

5.2.1 MUSIC Co-prime NLA

For MUSIC, an estimate σ(x, x) of the covariance matrix is obtained and its eigenvectors decomposed

into orthogonal signal and noise subspace [26] [27], where the DOA is estimated from one of these

subspaces. The algorithm searches through the set off all possible steering vectors to find the ones

orthogonal to the noise subspace. The diagonal covariance matrix σ̂(x, x) given by equation B.7 is

vectorized into

σ̂(x, x) = QΛQH (B.27)

where a(θ̂) is the steering vector corresponding to one of the incoming signals and Qn is the noise

subspace of the eigenvectors. The MUSIC technique for co-prime array is summarized in Algorithm

3.
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Algorithm 7 MUSIC Algorithm using co-prime

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Compute covariance matrix σ̂(x, x) equation B.7

3: Decompose σ̂(x, x) into eigenvectors and eigenvalues in equation B.27

4: Rearrange the eigenvectors and eigenvalues into the signal subspace and noise subspace.

5: Compute the co-prime array MUSIC spectrum equation B.28 by spanning θ̂ to acquire estimates

of the angle of arrival

6: Determine the substantial peaks of P(MUSIC:Co−Prime)(θ̂)to acquire estimates of the angle of

arrival

5.2.2 MUSIC Interpolation NLA

The autocorrelation matrix is decomposed into signal and noise subspaces. From equation B.11 the

covariance matrix ˆ̄σ(x, x) is decomposed as [19]

ˆ̄σ(x, x) = USΣSU
H
S + UNΣNU

H
N (B.28)

where US represents the signal subspace, UN represents the noise subspace;

ΣS = diag(λ1, λ2, ..., λM ) is the signal eigenvalue; ΣN = diag(λ(M+1), λ(M+2), ..., λN ) is the

noise eigenvalue. The noise subspace ΣN is orthogonal to all M signal steering vectors. The

spectrum of the MUSIC, algorithm is given by

P(MUSICAI)θ̂ =
1

aH(θ̂)UNUHN a(θ̂)
=

1∥∥∥UHN a(θ̂)
∥∥∥ (B.29)

If θ̂ is equal to DOA, the noise subspace UN is orthogonal to the signal steering vectors and
∥∥∥UHN a(θ̂)

∥∥∥
becomes zero when θ̂ is a signal direction and the denominator is identical to zero. It is obvious that

in practice, UHN a(θ̂) 6= 0 due to finite samples. If this happens, the performance of MUSIC algorithm

will not be optimal.

The MUSIC technique using array interpolation is summarized in Algorithm 4.

5.3 A-MUSIC Algorithm

5.3.1 A-MUSIC Co-prime NLA

The existing MVDR and MUSIC algorithms are adversely affected by the low SNR in rain-impacted

systems and need modifications. The A-MUSIC algorithm [28] repeatedly reconstructs the covariance
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Algorithm 8 MUSIC Algorithm using array interpolation

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Determine the ULA array manifold A(θ̂)

3: Compute the real array covariance matrix σ̂(x, x) equation B.7

4: Compute the virtual array manifold Ā(θ̂) and the mapping matrix of the conventional interpolation

array B using B.8 and the least squares problem B.9.

5: Compute transformation matrix G in equation B.10.

6: Compute the covariance matrix ˆ̄σ(x, x) in equation B.11 of the virtual array using the

transformation matrix G in step 5.

7: Decompose ˆ̄σ(x, x) into eigenvectors and eigenvalues in equation B.29

8: Rearrange the eigenvectors and eigenvalues into the signal subspace and noise subspace.

9: Compute MUSIC array interpolation spectrum for NLA, equation B.30 by spanning θ̂ to acquire

estimates of the angle of arrival

10: Determine the substantial peaks of P(MUSICAI)θ̂ to acquire estimates of the angle of arrival.

matrix to obtain two noise and signal subspaces continuously that are averaged for several iterations

mitigating against the low SNR effects. From B.7, the covariance matrix σ̃(x, x) is reconstructed as

σ̃(x, x) = σ̂(x, x) + Jσ̂(x, x)∗J (B.30)

where J is MATLAB constructions given as J = fliplr(eye(L)) which returns columns flipped in

the left-right direction and L is the number of elements. The eigen decomposition on reconstructed

covariance matrix σ̃(x, x) is

σ̃(x, x) = Q̂ΛQ̂H = QS1ΛS1Q
H
S1 +QN1ΛN1Q

H
N1 (B.31)

where σ̃(x, x) is divided into signal subspace QS and noise subspace QN . Using low rank of matrix

instead of full rank matrix, σ̃(x, x) can be reconstructed into ωx as

ωx = QS2ΛS2Q
H
S2 +QN2ΛN2Q

H
N2 (B.32)

The average signal subspace, signal eigenvalue, noise subspace, and the noise eigenvalue are given by

QS =
(QS1 +QS2)

2
,

QN =
(QN1 +QN2)

2
,

ΛS =
(ΛS1 + ΛS2)

2
,

ΛN =
(ΛN1 + ΛN2)

2

(B.33)
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The A-MUSIC spectrum is then defined by

PAdvanced−MUSIC(θ̂) =
aH(θ̂)

[
σ̆(s,s)σ̆(s,s)H

K

]
a(θ̂)

aH(θ̂)σ̆(n, n)a(θ̂)
(B.34)

where σ̆(s, s) = QSΛ−1
S QHS and σ̆(n, n) = QNΛ−1

N QHN are signal and noise subspace covariance

matrix. The A-MUSIC technique using co-prime array is summarized in algorithm 5.

Algorithm 9 Proposed A-MUSIC Algorithm using co-prime array

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Compute the covariance matrix σ̂(x, x), equation B.7

3: Compute reconstructed covariance matrix σ̆, equation B.31

4: Compute the eigen decomposition on reconstructed covariance matrix σ̆, equation B.32

5: Compute reconstructed covariance matrix ωx in equation B.33

6: Compute the average signal subspace, noise subspace, signal eigenvalues, and the noise

eigenvalue, QS , QN , ΛS , ΛN in equation B.34.

7: Determine signal and noise subspace averaged covariance matrix σ̆(s, s), σ̆(n, n)

8: Compute the spectrum function, equation B.35 spanning θ̂

5.3.2 A-MUSIC Interpolation NLA

In A-MUSIC array interpolation, we reconstruct the decomposed autocorrelation matrix into signal

and noise subspaces. Using equation B.11, the reconstructed covariance matrix−→σ (x, x) can be written

as
−→σ (x, x) = ˆ̄σ(x, x) + J ˆ̄σ(x, x)∗J (B.35)

with ˆ̄σ(x, x) the covariance matrix of equation B.29. The eigen decomposition on reconstructed

covariance matrix −→σ (x, x) is

−→σ (x, x) = Φ̂ΠΦ̂H = ΦS1ΠS1ΦH
S1 + ΦN1ΠN1ΦH

N1 (B.36)

where −→σ (x, x) is divided into signal subspace ΦS and noise subspace ΦN . Using low rank of matrix

instead of full rank matrix, −→σ (x, x) can be reconstructed into $x as

$x = ΦS2ΠS2ΦH
S2 + ΦN2ΠN2ΦH

N2 (B.37)
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The average signal subspace, signal eigenvalue, noise subspace, and the noise eigenvalue are given by

ΦS =
(ΦS1 + ΦS2)

2
,

ΦN =
(ΦN1 + ΦN2)

2
,

ΠS =
(ΠS1 + ΠS2)

2
,

ΠN =
(ΠN1 + ΠN2)

2

(B.38)

The A-MUSIC spectrum is then defined by

PAdvanced−MUSIC(θ̂) =
aH(θ̂)

[−→σ (s,s)−→σ (s,s)H

I

]
a(θ̂)

aH(θ̂)−→σ (n, n)a(θ̂)
(B.39)

where −→σ (s, s) = ΦSΠ−1
S ΦH

S and −→σ (n, n) = ΦNΠ−1
N ΦH

N are signal and noise subspace covariance

matrix. The A-MUSIC technique is summarized in Algorithm 6.

Algorithm 10 Proposed A-MUSIC Algorithm using array interpolation

1: Input: x = {xi(t)} = f(αi, θ̂i),M,N,K,L, d, λ, Z and µ←step size

2: Determine the ULA array manifold A(θ̂)

3: Compute the covariance matrix σ̂(x, x), equation B.7

4: Compute the virtual array manifold Ā(θ̂) and the mapping matrix of the conventional interpolation

array B using B.8 and the least squares problem B.9.

5: Compute transformation matrix G in equation B.10.

6: Compute the covariance matrix ˆ̄σ(x, x) in equation B.11 of the virtual array using the

transformation matrix G in step 5.

7: Compute reconstructed covariance matrix −→σ (x, x) equation B.36

8: Decompose −→σ (x, x) into eigenvectors and eigenvalues, equation B.37

9: Compute the average signal subspace, noise subspace, signal eigenvalues, and the noise

eigenvalue ΦS , ΦN , ΠS , ΠN , equation B.39.

10: Determine signal and noise subspace averaged covariance matrix −→σ (s, s), −→σ (n, n)

11: Compute the spectrum function P(Advanced−MUSIC)(θ̂) spanning θ̂ equation B.40.

6 Performance Measures
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6.1 Root Mean Square Error (RMSE)

The performance of the DOA estimation algorithms is evaluated in terms of algorithms spectrum

functions, equations B.25, B.26, B.28, B.30, B.35 and B.40, the Root Mean Square Error (RMSE) and

the signal to noise ratios. The RMSE is given by

RMSE =

√√√√ 1

Z ∗K

Z∑
j=1

K∑
i=1

(θ̃ij − θi)2, (B.40)

where Z is the number of simulation trials, K is the number of elements and the estimate of the ith

angle of arrival in the jth trial is θ̃ij . Where utilised, the signal to noise ratio (SNR) is given by

SNR = 20 log10(
x

v
), (B.41)

where x is the received signal strength in dB and v is the noise strength in dB. The overall performance

evaluation is done as in algorithm 7.

Algorithm 11 System Algorithm

1: Choose an event

2: Compute expected rain rate, equation B.16 Compute the actual rain rate r from lognormal

distribution with given mean

3: for i number of antennas < Lmax

4: Compute the rain attenuation αr, total attenuation given

5: AT and the angle θ̂i. Determine the angle deviation ∆θi as shown

6: in B.20 and the mean µθ.

7: end for

8: Determine the received signal xi(t).

9: Compute DOA, Algorithm 1,2 and 3.

6.2 Cramer Rao Bound (CRB)

To validate our DOA estimators, the Cramer Rao Bound (CRB) which shows the limit that can be

achieved by an unbiased estimator is applied. The general CRB formula for the case of multiple DOA

parameters per source and spatially uncorrelated white noise is developed in [29]. The following

compact matrix expression for the stochastic CRB was derived in [30] and is applied in our case with

the few required modification,

CRB =
σ2

2T

(
Re(H

⊙
GT )

)−1
(B.42)
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where T is the number of data snapshots, H = DH [I − A(AHA)−1AH ]D,

G = σ(s, s)AH(σ(x, x))−1Aσ(s, s), D = [d(θ1), ..., d(θK)], d(θi) = da(θ)
dθ |θ=θi ,

σ(x, x) = E[x(t)xH(t)] = Aσ(s, s)AH + ϑ2I , σ(s, s) = E[s(t)sH(t)], I is the identity matrix, ϑ2

is the noise variance, and E(•) denotes the expectation.

6.3 DOA Estimation Algorithm complexity

The complexity of MVDR and MUSIC algorithm has been derived and shown in Table B.2 [31]. For

A-MUSIC, there are three major computational steps needed to estimate the DOA. The complexity

of the first step is the covariance function and reconstruction of the covariance matrix, O(L2K). The

second step is the eigenvalue decomposition operation, which has a complexity of O(L3). The third

step is obtaining the spatial pseudo spectrum, which has a complexity of O(Jθ . . . J∆θ(L + 1)(L −

K)/2), with J being the number of spectral points of the total angular field of view. Therefore, the

total complexity of A-MUSIC is given by O(L2K + L3) +O(Jθ • J∆θ(L+ 1)(L−K)/2).

Note that the complexity of deriving the covariance matrix for co-prime and array interpolation, and

the complexity of deriving the weather effectors is same for all the algorithms and is not included in

the derivation.

Table B.2: Computational Complexity of DOA Estimation Algorithms.

DOA algorithm Computational Complexity

MVDR O(L2K + L3 + (2L2 + 3L))

MUSIC O(L2K + L3 + JL)

A-MUSIC O(L2K + L3) +O(Jθ • J∆θ(L+ 1)(L−K)/2)

7 Simulation Results

An investigation into the performance of MVDR, MUSIC and the proposed A-MUSIC DOA

algorithms for NLA is presented in this section. The performance investigation is based on co-prime

array and array interpolation methods of a pair of sparse NLAs for different number of array

elements, rain rates and SNR. The developed results are for a case where signals impinge on the NLA

sensors from the same signal source. It is assumed that the signals are mutually independent and that
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7. SIMULATION RESULTS

noise is additive white Gaussian noise (AWGN) with a zero mean. Unless explicitly stated, the

simulation parameters are as in Table B.3.

Table B.3: Simulation parameters

Simulation Parameters Values

Input θ [50, 250, 250, 650]

Number of elements L = 10

Spacing difference d = λ
2 ∗ [0, 3, 5, 6, 9, 10, 12, 15, 20, 25]

Signal-to-noise ratio SNR = 20dB

Snapshots Z = 300

Rain rate in (mm/hr) [0, 2.5, 6, 15, 40]

a at f(GHz) 0.7103

k at f(GHz) 1.16995

∆θmin, ∆θmax [00 − 600]

M ,N 3, 5

The results of Fig. B.6-B.9 and Fig. B.10-B.13 show co-prime array and array interpolation based

spatial output spectrum of the MVDR, MUSIC and the proposed A-MUSIC for different rain rates;

no rain, widespread, shower and thunderstorm rain conditions. Note that without rain, the spectrum

results for MVDR and MUSIC are similar to the ones in [26] [27] respectively. From the results, the

following can be observed, the accuracy of DOA estimation reduces with increasing rain rate due to

the high signal distortion at higher rain rates. The performance of the A-MUSIC is better than MUSIC

followed by MVDR. This is because of the multiple averaging nature of the A-MUSIC algorithm. It

can further be observed that at higher rain rates in the thunderstorm events, MVDR and MUSIC do

not estimate the Direction of Arrival (DOA) accurately.
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Fig. B.6: DOA estimation attenuation using Co-prime array with no rain.

Fig. B.7: DOA estimation attenuation using Co-prime array for widespread rainfall.
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Fig. B.8: DOA estimation attenuation using Co-prime array for shower rainfall.

Fig. B.9: DOA estimation attenuation using Co-prime array for thunderstorm rainfall.
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Fig. B.10: DOA estimation attenuation using array interpolation with no rain.

Fig. B.11: DOA estimation attenuation using array interpolation for widespread rainfall.
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Fig. B.12: DOA estimation attenuation using array interpolation for shower rainfall.

Fig. B.13: DOA estimation attenuation using array interpolation for thunderstorm rainfall.

The results of Fig. B.14-B.16 represent the RMSE value vs rain rate comparison of co-prime array

and array interpolation of DOA algorithms for different number of elements. As expected, the RMSE

increases with increasing rain rates while the error reduces with an increase in the number of antenna

elements. A noticeable difference in performance is when the rain rate exceeds 10 mm/hr. It can also

be observed that the co-prime array configuration results in a higher error than the array interpolation

method.
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Fig. B.14: MVDR RMSE vs rain rate for coprime and array interpolation at L=7, 10, 20.

Fig. B.15: MUSIC RMSE vs rain rate for coprime and array interpolation at L=7, 10, 20.
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Fig. B.16: A-MUSIC RMSE vs rain rate for coprime and array interpolation at L=7, 10, 20.

The results of Fig. B17-B.19 represent a comparison of the three DOA algorithms for different rain

rates at different antenna elements. As observed above, the RMSE increases with increase in rainfall

and reduction in number of antenna elements. The proposed A-MUSIC performs better than MUSIC

and MVDR in that order. This can be attributed to the repeated reconstruction of the covariance matrix

to obtain two noise and signal subspaces continuously that are averaged for several iterations.
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Fig. B.17: DOA estimation attenuation error comparison for L = 7.

Fig. B.18: DOA estimation attenuation error comparison for L = 10.
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Fig. B.19: DOA estimation attenuation error comparison for L = 20.

The performance of the system is investigated further at different SNR conditions for a co-prime

configuration in Fig. B.20 and array interpolation in Fig. B.21 At r = 10 mm/hr. It is observed

that as the SNR increases, the RMSE decreases. The A-MUSIC co-prime array-based algorithm

outperforms the MVDR and MUSIC algorithm, and its performance trend is within the CRB bounds.

This demonstrates that the proposed method can still achieve satisfactory performance at lower SNR

conditions.
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Fig. B.20: DOA estimation using co-prime array error comparison vs SNR.

Fig. B.21: DOA estimation using array interpolation error comparison vs SNR.

In Fig. B.22, the systems error performance at various number of snapshots is presented for condition

where r = 10 mm/hr and SNR = 20dB. As expected, the RMSE decreases as we increase the number

of trials from 100 to 500. Therefore, this shows that by increasing the number of simulation trials,

the algorithm’s performance can be greatly improved. Furthermore, one can intuitively observe that

the performance of the proposed A-MUSIC surpasses the classical MUSIC and the MVDR estimator

over the range of the number of snapshots simulated.
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Fig. B.22: DOA estimation CRB error comparison vs number of snapshots.

In Fig. B.23, the computational complexity of A-MUSIC and the other DOA estimation algorithms is

compared at different antenna elements. Although A-MUSIC algorithm have high performance in

estimating the DOA, its computational complexity is high compared to MVDR and MUSIC

estimations. This is because of the multiple averaging nature of A-MUSIC algorithm.

Fig. B.23: Comparison of computational complexity.
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8 Conclusion

This work has investigated and evaluated the performance of DOA algorithms for Non-uniform

Linear Arrays (NLA) in weather-impacted environment. The investigation is conducted with no rain,

widespread, shower and thunderstorm rainfall events. From the investigation, the algorithm’s

performance accuracy significantly reduce from no rain condition to thunderstorm rainfall condition

with MUSIC performing better than MVDR. In terms of RMSE, the algorithm’s performance decline

as the SNR values and number of snapshots are increased. The work develops an A-MUSIC

algorithm for the weather impacted conditions in NLA. The performance of the developed A MUSIC

is superior to the existing algorithm in terms of accuracy and RMSE parameters. This work opens

further investigation of performance of DOA algorithms in weather-impacted environment and the

need for a re-design of the existing algorithms. The accuracy of the investigated algorithms needs to

be validated further while considering other statistical, analytical and computational measures.
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Conclusion

We conclude this dissertation by summarizing the contributions and present potential future research

trends that are related to our accomplished work.

The introduction detailed the evolution of communication networks, Direction of Arrival (DOA)

estimation algorithms and the modelling of radio propagation in rainfall environment, the research

motivation, methodology, and contributions were also clearly stated in the introduction. The DOA

plays a very big role in wireless communication systems particularly in array signal processing. It

has many application in engineering fields such as radar, sonar, weather forecasting, tracking targets,

ocean and geological exploration, seismic survey and biomedical, and communications in general.

The main idea in the DOA estimation is to use an array of antennas to receive a narrowband signal

from a far field sources in the diverse directions. The signal received is then processed using a

sub-space method that has a high resolution and an accurate DOA estimation. Thus, the investigation

for efficient solutions to encourage improvement in DOA estimation performance are the main

objective this of research. The summary of the research contributions is comprehensively outlined in

the section below, which sets the direction for the future works.

1 Summary of research contribution

In paper A, we studied the Direction of Arrival (DOA) estimation for smart antennas in weather

impacted environments. The investigated DOA, included: MVDR, MUSIC, and our proposed DOA

method the A-MUSIC that addressed the issues signal attenuation in weather impacted environment

and improved system-capacity. The investigation was carried in various rainfall condition such as

drizzle, shower, widespread and thunderstorm. The simulation results show performance degradation

in a rainfall impacted communication network with the developed algorithm showing better

performance degradation.

In paper B, we study the performance evaluation of DOA algorithms for non-uniform linear arrays in

a weather impacted environment. The performance of Minimum Variance Distortionless Response
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2. POSSIBLE FUTURE WORK

(MVDR), Multiple Signal Classification (MUSIC) and our proposed Advanced-MUSIC (A-MUSIC)

non-uniform linear array (NLA) algorithms on a weather impacted wireless channel is investigated.

The co-prime and array interpolation NLA configurations are investigated on a markovian rainfall

channel model capturing widespread, shower and thunderstorm rain events. The results indicate that

the algorithms experience severe performance degradation in a weather affected environment.

However, the developed NLA algorithm achieves better Direction of Arrival (DOA) estimation than

the conventional NLA.

2 Possible Future Work

This section provides some insight on possible future trends that could extend to this work and other

contributions related to DOA, radio propagation signal and rainfall attention. The Direction of Arrival

(DOA) estimation methods, theory and other technologies in smart array antennas have become well

established some further investigations can be conducted as:

1. In future, one can work on the other geometry of antenna used in array signal processing like L

shape and 2L shape parametric estimation.
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