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Abstract 

Energy demand has been on the increase globally whilst there has been continuous depletion of 

energy sources.  This has prompted investigative research towards sustainable energy through the 

synthesis of carbon nanotubes (CNTs) for energy storage and conversion devices.  Multiwalled 

carbon nanotubes (MWCNTs) were synthesised using two methods, the thermal chemical vapour 

deposition (CVD) method and purpose built non-equilibrium plasma-enhanced chemical vapour 

deposition (PECVD) method.  The synthesis temperatures were 850 and 200 °C for CVD and PECVD.  

In non-equilibrium PECVD the low temperatures used retained the properties of indium tin oxide 

(ITO) coated glass substrate.  MWCNTs synthesis involved the use of either, commercially available 

ferrocene or synthesised metal nanoparticle catalysts such as iron (Fe), cobalt (Co), nickel (Ni), nickel 

ferrite (NiFe), nickel cobaltite (NiCo) and cobalt ferrite (CoFe).  The metal nanoparticles (MNPs) were 

synthesised using the co-precipitation method in the presence of hexadecylamine (HDA) as a 

surfactant.  The MNPs and the MWCNTs were characterised using transmission electron microscopy 

(TEM), scanning electron microscopy (SEM), energy dispersive X-ray spectroscopy (EDX), Fourier 

transform infrared (FTIR) spectroscopy, thermogravimetric analysis (TGA) and Raman spectroscopy.  

Growth, physical and chemical properties of the MWCNTs were studied.  The synthesised MWCNTs 

were used as part of the electrode material in organic solar cells (OSC), where poly(3,4-

ethylenedioxythiophene) polystyrene sulfonate (PDOT: PSS) was used as an electron transporter and 

poly-3-hexyl thiophene (P3HT) as an electron donor.  The OSC performance was tested in a solar 

simulator. 

Mono-dispersed MNPs, in the diameter range 3-10 nm, were successfully synthesised.  HDA was 

suitable as both surfactant and reducing agent and it aided the formation of mono-dispersed MNPs.  

EDX confirmed the presence of typical metals such as Fe, Ni and Co, and the oxygen peak which 

correlated with the FTIR characteristic metal oxide bonds.  The presence of the carbon peak 

correlated with TGA which showed the decomposition profile of the organic coating.  All the CVD 

methods produced MWCNTs with non-equilibrium PECVD producing vertically aligned MWCNTs 

directly on the substrate.  In non-equilibrium PECVD, liquefied petroleum gas (LPG) and acetylene 

were successfully used to synthesise MWCNTs at low temperatures.  Typical hollow tubular 

structures of MWCNTs were observed using TEM.  These observations correlated morphology from 

SEM which showed “spaghetti like” structures in the case of thermal CVD and vertical tubular 

structures in the case of non-equilibrium PECVD.  This correlated well with the thermal stability 
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studies of the MWCNTs which showed the characteristic peak for MWCNTs.  In addition, Raman 

spectroscopy showed typical MWCNTs bands, G-band and D-band due to graphitic carbon vibrations 

and defects respectively and the graphitic nature of the synthesised MWCNTs.  The non-equilibrium 

PECVD, LPG synthesised, MWCNTs were tested in OSC.  Positive results that showed dependency on 

the metal catalyst used during synthesis were observed.  The Fe synthesised MWCNTs gave the 

highest efficiency, 0.116%, among the single metal catalysed MWCNTs followed by Co (0.012%) and 

Ni with 0.003%.  CoFe synthesised MWCNTs also gave the best efficiency (0.009%) among mixed 

metal catalysed MWCNTs.  Therefore, the synthesised MWCNTs gave positive results as part of the 

electrode material, however, with low efficiencies. 
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Chapter One 

INTRODUCTION 

This chapter provides a detailed overview of the background of the study highlighting the 

importance of the work undertaken.  Basically, energy is one of the most important fundamental 

aspects of life; nothing can exist without energy.  The ability of animals to move, growth and 

vegetation, lighting of cities and mobility of vehicles, among others, all depend on energy.  The sun 

provides light and warmth during the day, and is responsible for plant growth through 

photosynthesis.  These plants constitute part of animal and humankind prey as well as the source of 

oxygen for respiration.  Once the animals and humankind feed they have the capacity to do work and 

reproduce.  Once there is reproduction, the population increases.  As the population is increasing, 

there is need for better agricultural productivity, food availability, improvement in the public health, 

sanitation and hygiene.  This in turn, in modern times, is exerting pressure on the energy resources 

because all of these processes sorely depend on energy.  Therefore, the increased energy demands 

lead to inadequate energy supply.  It is this energy shortage which brings about the need to look at 

alternative sources of energy available and the possible ways to develop sustainable energy supply.  

Detailed explanation concerning the current population statistics and the relative effect to the 

energy availability is provided in this chapter.  Possible ways of overcoming the energy demand are 

also discussed. 

1.1  Background 

Chemical energy transformations are a basic function of all living things.  The different energy 

conversions within an ecosystem are responsible for sustaining the ecosystem.  Considering the 

planet earth as an ecosystem, the cycle of the energy transformations between living (plants and 

animals) and non-living (sun, earth, seas, machines etc.) things maintains the planet.  Energy needs 

were relatively moderate before the Industrial revolution.  In the early years, energy form came from 

the sun in the form of heat and light all day long.  Transport relied on muscles of horses and wind 

power, and work depended on the animals, water and wind.1  In ancient Egypt, wind propelled boats 

along the Nile River.  In China, wind was used for windmills to pump water and grain grinding.  All the 

processes involved in wind and rain formation are driven by the energy from the sun.  Although the 
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sun was and still is the powerhouse of energy, humankind could not harness solar energy effectively.  

Solar energy could not be used during winter or rainy seasons.  Therefore, they developed other 

sources of energy such as fire.  Fire was discovered as another alternative source of heat and light as 

well as food preparation.2  The fire came mainly from burned wood, straw and dried dung.3  The use 

of fire brought about changes from the Stone to Iron Age, where it was utilised for the moulding of 

pots and bricks, copper, bronze and iron into useful hand tools.  Therefore, the invention of useful 

hand tools brought about changes in the agricultural practises as well as the lifestyles.4  Firewood 

became scarce as deforestation overtook reforestation, thus coal came in handy.2  The use of coal, 

oil and natural gas lead to Industrial revolution.5  During this era the 18th to 19th centuries, there was 

a great transition from the hand tools to heavy special purpose machinery, new chemical and iron 

production processes and low cost automobiles that were developed.6  It was also during the 

Industrial revolution that mass production of goods and services improved.  Therefore, this led to a 

significant change in society’s energy use. 

Globally, since the 1st and 2nd Industrial revolutions, there has been a continuous increase in energy 

demand.6  It has been estimated by the International Energy Agency (IEA) forecasts that the world 

primary energy demand will increase by 1.5% per year from just over 12,000 million tonnes of oil 

equivalent (Mtoe) to 16,800 Mtoe.  This is an overall increase of about 40% between 2013 and 

2030.7  The world energy outlook (WEO) global per capita energy consumption statistics are 

presented in Figure 1.1. 
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Figure 1.1:  Energy source consumption from the 19th to the 21st century8 

In Figure 1.1, the fossil fuel energy supply shows a gradual increase from the 19th century and an 

estimated maximum supply in the 21st century from around 2004 to around 2015.  This observation 

is attributed to the mid-19th century Industrial revolution where coal was the major energy source.5  

Around the beginning of the 20th century there was a major shift towards higher energy sources i.e. 

oil and gas.  A rapid energy supply decrease in these non-renewable sources is expected beyond 

2030.  This is attributed to the depletion and exhaustion of the fossil fuel reserves in the late 20th 

century.  Apart from the decline in the production of energy, extraction of energy from fossil fuels 

disturbs the natural ecosystems significantly.9  The associated challenges include, land degradation, 

pollution, and introduction of health related problems like the respiratory diseases, lung cancer, and 

the production of acid rain amongst other negative environmental impacts.10  For these reasons, the 

renewable energy source supply is postulated to show a steady increase from around 2030 with the 

maximum supply expected around 2080.  This is attributed to the postulated development in 

alternative and sustainable energy sources i.e. geothermal,11 wind,12 biomass13 and solar energy.14  

This in turn has therefore seen the development and exploitation of different forms of energy based 

on cost and accessibility to the energy resources.15 
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Energy security concerns, environmental impact, sustainability, affordable energy services and the 

need to increase accessibility to economically viable energy options, especially where they lack in 

developing countries forms the basis of the reasons to consider during the energy development 

process.14  Several key factors affect energy development especially in developing nations.  This 

includes, heavy on-going investments in infrastructure development, and refurbishment of aging 

infrastructures coupled with uncertainties and capital risk factors associated with renewable 

technologies.13  Therefore, in order to develop sustainable energy supply, there are several factors 

for consideration.  These factors include; making sure there is a positive and strong social economic 

development, because most developing and industrial societies would be unable to maintain their 

economic growth and subsistence.9  Hence, the need for a greater probability of a reliable, abundant 

energy supply that caters for all the economic sectors, domestic and industrial scales, as well as 

meets the growing population.16 

1.1.1  Population growth and the looming energy 

crises 

The number of people living within a particular area, whether it is a country or defined geographical 

region, at a particular time, defines a population.17  The estimated world population statistics report 

a decline of 5% of Europe’s population from 2012 to 2050, and a 7% rise in the sub-Saharan Africa 

region, over the same time frame.  Therefore, as a result of the differences in the population growth, 

almost all population growth is centred in the developing regions.18  According to the United Nations 

Population Division (UNPD), in 2050, the population in these developing regions will be 

approximately double what the population was in 2000 (Figure 1.2).17  The growth of the population 

significantly affects the economic development process in a contradicting way.  It can either 

stimulate or restrain growth and development.  Generally, considering developing countries, rapid 

population growth presents an obstacle to the growth in the standard of living.19  On the other hand, 

this could also translate to positive competitions and new innovations. 
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Figure 1.2:  World population growth statistics17 

In many cases, it is in these developing regions that there is high commercial and industrial 

productivity, which puts strains in energy supply chains.20  The other factors that contribute to high 

energy demand are industrialisation and the human reliance on energy based devices.  

Industrialisation has an impact especially in emerging markets, since operations in factories, and the 

production of goods requires significant amounts of energy.  The energy is typically in the form of 

both electricity, which itself is primarily produced from burning fossil fuels and petroleum-based 

fuels.  The finished goods are then moved to the consumers were there will be intense use of energy 

during the day to day activities, and the majority of the energy used is derived from fossil fuels.  An 

increase in the standard of living can often lead to a greater reliance on energy based devices, where 

the advancement in technology plays a major role.  For instance, the end users have increased their 

interests in the use of mobile phones, washing machines, computers, light bulbs and cars.21  

Constant use of these characteristic devices strains the energy supply chain. 

The negative interaction in the energy supply chain causes an energy crisis.  The energy crisis is a 

situation where the world’s demands on the limited natural resources that are used to power 

industrial society are diminishing as the demand rises.12  Several factors account for the depletion of 

the natural resources; fossil fuels currently supplying the energy are facing exhaustion, and the 
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strong population growth which is exceeding the carrying capacities.10  The energy crisis situation has 

been occurring since the 1970’s where the oil and petroleum economic cartel (OPEC) in Arab 

countries placed a trading ban on their oil sales.  In short, the world is currently facing an energy 

crisis because the dwindling finite fossil fuels cannot meet the fast growing population energy 

demands.  In an effort to address the energy crisis, various forms of energy storage and conversion 

devices have become the subject of intense research and development.  These devices include 

batteries, supercapacitors, concentrating solar power systems and solar cells.  Typical devices are 

designed in such a way that focuses on cost and efficiency relative to pollution. 

Nanotechnology and the fabrication of nanomaterials with an improved capacity to store and 

convert energy seems to be rather appealing since these devices have found use in many 

applications which include measurement and sensing devices,22 and therapeutic systems.23  

Nanomaterials are amongst the emerging technological advances being researched on their ability to 

fabricate energy storage and conversion devices.  Amongst these nanomaterials are carbon based 

nanomaterials, these include graphene and carbon nanotubes (CNTs) among others.  The CNTs are 

known to have unique characteristics, and this includes the nature of them being very light, strong 

and resilient, and also, possessing electrical and optical properties.24  Such properties are considered 

to qualify the CNTs for fabricating high rated lighting and solar collection devices. 

1.2 Motivation 

Implementation and utilization of renewable energy technologies is associated with several 

advantages.  Amongst the advantages; there is reliability and localization, energy security, 

alternative and diversified energy supply, opportunities to create new wealth and an insignificant 

negative impact on the environment, since little or no carbon footprints are produced.9  Solar energy 

is amongst the various popular options for renewable sources of energy available.  Solar energy has 

some major advantages associated with it.  The advantages become very significant especially when 

considering the developing nations in the tropical regions in sub Saharan Africa.  In fact most of the 

African region receives sunshine all year round.  This also implies that Africa, by virtue of location in 

the tropics, has some of the highest solar insolation-receiving regions on the planet.  In the tropics 

solar radiation mostly strikes the ground at an angle of 90° almost throughout the year.25 



K. Mugadza Page 7 

 

Most areas in Africa receive an average of greater than 2 500 hours of sunshine per year, with 

average solar-radiation levels ranging between 4.5 and 6.5 kWh/m2 in one day.  All together, the 

earth receives approximately 120,000 TW every hour from the sun, and the estimated global energy 

requirement per year is approximately 16 TW.26,27  This therefore suggests that harnessing at least 

0.01% of the energy received by the earth per hour will be able to meet and surpass the global 

energy requirement per year.  However, the main challenge is on how to harness this energy.  Basing 

from the perspective of the basic photosynthesis processes where light, captured by the chlorophyll 

pigments and converted to chemical energy in a series of events,28 is stored for future use.  Similar 

processes are required for the conversion of solar energy to chemical or potential energy.  

Therefore, the main methods used for light harvesting in order to produce electric energy, are the 

concentrating solar power29 and the solar photovoltaics (SPV).30  Concentrating solar power (CSP) 

utilises computer controlled mirrors to trap thermal energy and convert it to heat transfer fluid and 

produce steam.  Once the heat produced is recovered it turns into steam which then drives the 

turbines thus producing electricity.29  In the organic photovoltaics, electromagnetic radiation is 

converted directly into electricity through the photo excitation of the electrons in donor molecules.  

The transfer of these excited electrons to electrodes generates electricity.31  CSP faces many 

challenges, for instance, the need for higher levels of irradiance, reliable access to water for cooling, 

and that it is restricted to installation in specific areas unlike the SPV that can be installed almost 

anywhere where CSP can be installed.29  The SPV is the most preferred method when considering the 

developing areas in the southern Africa region.  Hence, when it comes to project financing, the CSP 

challenges may push investors more towards SPV than to CSP. 

SPV generate electric energy by making use of solar cells for the conversion of energy.  Solar cells are 

made up of materials which possesses semiconducting properties.32  When this material is struck by 

sunlight, photo excitation of the electrons occurs, and is turned into electrical currents.  There are 

several types of solar cells available for the process depending on the material used for fabrication.  

These include inorganic and organic solar cells (OSC).32  Inorganic solar cells are silicon based and can 

be monocrystalline,33 polycrystalline34 or amorphous.35  These types of solar cells are made from very 

reliable and advanced processing technologies.  They have been reported to have high efficiency 

rates.30  However, they are very expensive to manufacture as they require huge labour and facilities 

investments.32  This is not favourable when looking at developing nations where there is need for a 

combination of efficient and low cost manufactured devices.  The OSC counter parts become a 

considerable option.  These are associated with low charge carrier mobility which is responsible for 

their lower efficiency rates.  However, they are made up of polymers, small organic molecules or a 
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combination of both, with or without incorporation of nanomaterials.31  These properties give them 

an affinity for chemical modification thus creating a potential for large scale manufacturing.  

Numerous studies have focused on the fabrication of reliable energy conversion devices such as OSC.  

In order for the resulting materials to faithfully address the global energy demand, the efficiency of 

the devices has been set as one priority.  Efforts to improve the solar cell efficiencies started with the 

development of the photovoltaic cells from a single layer to bilayer through to bulk heterojunction 

solar cells.31  Considerable efforts to improve performance in absorption of electrons by the key 

components of the active layer started with the introduction of conducting metal layers such as 

fluorine tin oxide (FTO)36 and indium tin oxide (ITO) layers.37  This brought an increase in the 

efficiencies, however, not comparable to the silicon based cells.  Research interests developed the 

ITO materials and introduced a layer of CNTs over the top.  The CNTs were suitable candidate 

materials for the purpose because they displayed excellent performance in other related fields such 

as fuel cells38 and light emitting diodes.39  CNTs have the ability to create percolation paths through 

their hetero-structure, while providing electron-hole dissociation sites.37  This increases the electron 

mobility and therefore enhances a change in the efficiency.  However, the main challenge is the 

orientation of the CNTs on the ITO.  Randomly oriented CNTs have cross linking problems,40 while 

aligned CNTs are associated with improved electrical conductance.41  This is attributed to the ability 

of the internal walls of the vertically aligned CNTs to participate in electrical transport without cross 

linkage problems.41  The production of these vertically aligned CNTs in a bundle manner maximises 

the surface area and therefore enhances cell performance.  World-wide research focus has been on 

the synthesis of CNTs using several techniques.  The main method used for commercial synthesis of 

CNTs is the thermal chemical vapour deposition (CVD).42  The thermal CVD technique utilises high 

temperatures in the range 500-1100 °C.43  These temperatures are not suitable for direct substrate 

growth when considering using substrates with very low strain points.  These temperatures lead to 

the destruction of substrate properties.  Among the various CVD methods is the plasma-enhanced 

chemical vapour deposition (PECVD).  This method makes use of the plasma which overcomes the 

high temperatures and provides suitable growth of CNTs directly on the substrate.  However, not 

much studies have been done on the production of CNTs which are vertically aligned and dense 

directly on the substrate using lower temperatures.  Therefore, the growth and physical-chemical 

properties of carbon nanotube arrays directly on the substrate form the basis of this study. 
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1.3 Aim of the project 

The main objective of this work was to synthesise vertically aligned multiwalled carbon nanotubes 

(MWCNTs) directly on the ITO substrate, as an electrode material for organic solar cells using non-

equilibrium PECVD approach.  The work focuses on, enhancing solar cell applicability, maximisation 

of the electrode surface area characteristics and investigating the electrical properties. 

In order to achieve this, several milestones had to be reached. 

 Synthesis of mono-dispersed metal catalysts with controlled size distribution.  

 Synthesis of MWCNTs with the synthesised catalysts using CVD methods. 

 Optimisation of the PECVD operating parameters such as reaction time, temperature, carbon 

sources and gas flow rates, such that vertically aligned MWCNTs can be synthesised. 

 Use of different carbon sources to synthesize MWCNTs. 

 Application of the synthesised vertically aligned MWCNTs in organic solar cells. 

1.3.1 Research questions 

The specific aims and objectives of this work are better presented as questions surrounding the 

research.  

a. Is it possible to synthesise metal nanoparticles (MNPs) of Fe, Co, Ni, NiFe, NiCo and CoFe 

which are mono-dispersed using hexadecylamine (HDA) as the reducing agent as well as the 

surfactant? 

b.  Is it possible to grow MWCNTs using the synthesised MNPs?  What is the effect of particle 

size on the structure of the MWCNTs? 

c. Is it possible to grow MWCNTs at temperatures below 300 °C using a tailor made non-

equilibrium plasma-enhanced chemical vapour deposition method?  Does growth occur 

directly on the substrate?  What is the resulting growth orientation? 

d. What is the effect of other process parameters, such as carbon source, gas flow rate, 

reaction time and temperature? 

e. What is the effect of the synthesised CNTs when applied to organic solar cells? 

f. Is it possible to characterise the CNTs and MNPs, and relate their properties to its 

application, with reference to organic solar cells? 
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1.4 Thesis outline 

Chapter One 

This chapter presents the introduction, background, motivation, aims, objectives and the thesis 

outline of this work. 

Chapter Two 

This chapter focuses on the literature review.  The review of the synthesis methods available, 

includes the previous studies done elsewhere, characterisation techniques, the properties of the 

CNTs and the application in energy devices. 

Chapter Three 

In this chapter detailed methods of synthesising the catalysts and the MWCNTs are given.  The 

chemicals, solvents, gases and instrumentation involved during synthesis and characterisation is also 

provided and discussed in detail.  Catalysts consisting of single metals (Fe, Co, and Ni), mixtures of 

metals (CoFe, NiCo and NiFe) and MWCNTs were synthesised.  The synthesised MNPs and MWCNTs 

were mainly characterised using TEM, SEM, TGA, FTIR and Raman spectroscopy. 

Chapter Four 

This chapter focuses on the results and discussion of the synthesised metal nanoparticle catalysts.  

The size and morphology of the synthesised catalysts were discussed. 

Chapter Five 

A detailed description of the synthesised MWCNTs and their application in solar cells, solar cell set-

up, and the solar cell efficiencies is provided in this chapter.  Explanation of the solar cell 

experiments is provided and the short circuit current (IV) curves discussed. 
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Chapter Six 

This chapter gives the overall summary and conclusions of all the thesis chapters and the 

experimental procedure results.  It also gives the recommendation for future work. 

Appendices 

Supplementary information is provided here. 
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Chapter Two 

LITERATURE REVIEW 

This chapter presents an overview of the energy demand, energy sources and the alternative ways to 

meet the energy demand.  Conventional technologies used for the conversion and storage of energy 

are discussed herein.  Carbon nanotubes are discussed as a form of advancement in the technology 

of energy conversion and storage devices.  The main focus is on growth and physicochemical 

properties of vertically aligned carbon nanotubes directly on the substrate. 

2.1  Energy and resources 

Energy is the ability of any system to do work.1  A system is comprised of many properties, and 

among them, the property which depreciates when the system is properly functional is energy.  The 

various forms of energy, such as kinetic and potential energy, can only be converted from one form 

to another depending on the type of the operating system.  Considering an ecosystem, such as the 

earth, living organisms require energy to survive.  Particularly, humankind and animals obtain energy 

from food and oxygen.  When these animals and plants die they decay over a long period of time, 35-

40 years and they become buried geological organic matter.  This organic matter when converted 

from its original state forms part of the energy which is required for most day to day activities of 

humankind.  Statistically it was noted that the world uses about 16 TW of energy per year.2  The 

consumption of energy is escalating at an alarming rate universally.  This is due to the rapid 

economic expansion worldwide, world population growth and an ever increasing human reliance on 

energy consuming appliances (as discussed in Chapter One).  According to 2011 energy statistics, by 

2050 the world will need to double its energy supply.3,4  Therefore, there has been serious 

considerations to look at the energy sources available in order to meet the energy demand.5  Fossil 

fuels are being used as the major source of energy supply, and the demand is growing.  Hence, 

renewable energy sources have become a necessary component for sustainable growth and 

development. 
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2.1.1  Renewable energy 

Over the past years, mankind has been tirelessly exploring the earth in search of sustainable energy.  

Currently 90% of the world’s energy supply and consumption is being generated from fossil fuels and 

these are getting depleted as they are being overexploited to match the energy demand (Figure 

2.1).4  Limited viability and environmental concerns have since surfaced as the major challenges that 

the energy grid is facing.6  For instance, the extraction, processing and generation of energy is 

marred by different drawbacks e.g. land degradation,7 respiratory diseases,8 greenhouse gases,9,10 

and acid rain.6,11  Hence, it has become imperative that there be development of some form of 

sustainable energy sources. 

 

Figure 2.1:  Global energy potential12 

Energy sources can be classified into two general types, i.e. renewable and non-renewable sources.  

Renewable energy sources are the most desirable, and this is attributed to their ability to replenish 

at a rate that does not put them to extinction using natural processes.13,14  Hydropower, geothermal, 

file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_4
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_6
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_7
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_8
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_9
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_10
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_6
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_11
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_12
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_13
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_14


K. Mugadza Page 18 

 

wind power and solar power are the predominant sources of renewable energy being utilized 

presently.15 

Hydropower is the largest form of renewable energy in use and is tailed by biomass.  Hydropower is 

the energy utilised from water in motion, once harnessed it is converted directly to electricity.  The 

water cycle is a continuous process which involves natural recycling of the water thus considered 

renewable.  Water is stored in a reservoir; it flows through a tunnel that is connected to the 

reservoir.  As the water flows it passes through turbine gates where the pressure of the water is 

responsible for the spinning of the turbines.  Once the turbines turn the generator becomes 

activated hence, the hydro turbine produces electricity.16-18 

Geothermal power involves the use of steam turbines to generate electricity.  Underground water is 

heated to form steam.  The steam is pressurised and passed through a steam turbine.  The steam 

turbine then uses electromagnetic induction to convert thermal energy to electricity.19  The main 

challenge associated with hydrothermal energy is that it is only suitable for areas prone to volcanic 

eruptions, i.e. Iceland, Indonesia and Philippines, where there are multi volcanic islands.  It is also 

found in Kenya due to the Africa’s rift valley and the Ring of fire in Japan where the four tectonic 

plates converge.17,20 

Wind power makes use of the kinetic energy of the wind.  Wind turbines are placed on towers and as 

the wind blows, it forcefully turns the turbines.  The turbines in turn activate the wind generators 

thus producing electricity.3,18 

These, hydropower, geothermal and wind power, energy sources are renewable and supply clean 

energy.  However, they entail large capital investments amongst other disadvantages which include; 

noise production from wind turbines, and distraction of both terrestrial and underground habitats 

during the anchoring of the windmill.  In this regard, these primary energy generation systems have 

become a less preferred option for energy generation.  This leaves solar energy as an attractive 

technology since it does not require a massive set-up like wind and hydrothermal power stations. 

All life on earth is supported by the sun and the sun is the primary source for almost every other 

form of energy in use.18,21  The power from the sun is in vast and inexhaustible supplies.  The earth 
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receives 120 000 TW of energy from the sun per hour.2  Globally, the energy demand per year is 

around 16 TW.  Based on the abundance of the solar supply, it is a mystery why solar still provides 

less than 2% of the global energy.  Solar power generates electricity as a result of sunlight collection 

and conversion.  The main challenge is to harness the energy from the sun.  Electricity generation is 

through various technological pathways.  However, the main technologies are the concentrating 

solar power (CSP) and the photovoltaic systems (PV) (Figure 2.2).  The CSP indirectly converts 

sunlight into electricity.  The technology utilises an array of tracking reflectors (heliostats) to focus a 

large area of sunlight into a small beam of high temperature heat.  A working fluid is heated by the 

concentrated sunlight and is used to drive turbines that generate electrical power (Figure 2.2 (a)). 

 

Figure 2.2: Illustration of the mechanism involved in (a) the concentrating solar power and (b) 

photovoltaic system14 

The PV system uses the photovoltaic effect to convert sunlight into electric current.  To accomplish 

the absorption of solar photons the process requires the use of semiconductors.  The PV cell 

therefore consists of n- and p- type semiconductors.  When sunlight hits the PV cells, negatively and 

positively charged electrons are generated simultaneously.  The negatively charged electrons are 

attracted to the n-type semiconductor while the positively charged electrons are attracted to the p-

type semiconductor.13  When a load (light bulb etc.) is connected to the PV cell, electric current flows 

between the two electrodes thus electricity is generated.  Considerable efforts to enhance the 
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harvesting of the solar energy are still under study.14  Amongst the technologies towards reliable and 

sustainable energy supplies is nanotechnology which is a concept under nanoscience.22 

2.2  Nanoscience and nanotechnology 

The concept of nanotechnology utilises dimensions and tolerance of less than 100 nm at molecular 

scale.23  Nanotechnology refers to the design, characterization, production, and application of 

materials, devices and systems by controlling shape and size at the nanoscale.24  Generally, 

nanotechnology provides many advantages in specified fields of interest.  This technology has 

contributed immensely in the betterment of the life on the globe.  For instance, the development of 

technological paper towels has been found to accelerate the removal of harmful air components.25  

Aligned carbon nanotube (CNT) sheets were either stacked parallel to each other or in a cross-ply 

position and were incorporated between micro-fibre polypropylene non-woven fabrics to produce 

filters with high efficiency particulate air level efficiency.  The filters (nanofabrics), show higher 

absorptivity, 20 times more than the micro-fibres without the CNTs.26  In addition, there has been 

advancement towards nanotechnology-enabled sensors to recognise harmful agents present in the 

air and soil in agriculture sector.  This was achieved by fabricating a highly sensitive electro 

chemiluminescence immunosensor for transgenic Bacillus thuringiensis soybean Cr1Ac protein 

detector.  The device utilised gold (Au) coated iron oxide (Fe3O4) nanoparticles to detect the 

transgenic protein microbial contamination from non-transgenic plants.27  These sensors would also 

assist farmers in identifying the best possible places to grow crops as much as they become aware of 

unsatisfactory yields.28,29 

Nanotechnologies have also been applied in cosmetic and beauty products through enhancing 

antioxidant and anti-microbial properties.30  Silver (Ag) synthesised nanoparticles were investigated 

on microorganisms, along with the skin permeability and the cytotoxicity in human keratinocytes.  

Their investigation was done under ultra violet B-irradiation.  In this case, an excellent potential of Ag 

nanoparticles for use as a preservative in cosmetics was reported to be; very effective at low 

concentrations, unable to readily penetrate the skin barrier, and possessing no detrimental effects 

on keratinocytes.31  Therefore, nanotechnology has opened up new lines of study in material science 

and engineering.  Looking at energy, nanotechnology is advancing to provide major improvements in 

the way useful energy is generated.  This is considered to be achievable through fabricating and 
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introducing new materials particularly carbon nanomaterials for efficient energy conversion and 

storage.22 

In a drive to improve flexibility, energy density and conductivity in supercapacitors, carbon paper 

with high-volumetric capacitance in flexible supercapacitors has been reported.  The fabrication 

involve vacuum-assisted filtration of aqueous suspension of phenolic nanofibers and graphene oxide, 

followed by a one-step thermal treatment.32  In another study to enhance the high energy density 

storage devices, integrated supercapacitors with extended operation voltage were fabricated.  The 

graphene-polyaniline based electrodes reported by Chen and co-workers showed very high specific 

and volumetric capacitance.  Their electrodes were fabricated by direct electrode deposition in a 

separator process which involved vacuum filtration, ion exchange and capillary compression.33  On 

the other hand, carbon nanomaterials are also being applied in energy conversion devices.  Single 

walled carbon nanotubes have been incorporated as part of the electrode material in bulk 

heterojunction solar cells to improve efficiency.  Flexible transparent conducting electrodes were 

fabricated using printed films of single-walled carbon nanotube networks on plastic.34  However 

synthesis of such carbon nanomaterials for use in energy conversion systems amongst others, seem 

to be contradicting the goal to scale up energy supply because of high temperatures often involved.  

Hence, synthesis of unique carbon nanomaterials with different morphology and dimensions using 

economically favourable temperature conditions is still a promising avenue. 

2.2.1  Carbon nanomaterials 

Carbon nanomaterials are nanoscale in various dimensions ranging from 1-3 dimensions.  These 

carbon nanomaterials can exist in definite forms and shapes depending on the dimensional phase.35  

The common types of nanomaterials include quantum dots, fullerenes and CNTs.36  Carbon fibre 

structures that were hollow and graphitic were first published by Radushkevich in 1952.37  Since 

then, research on carbon nanomaterials has been ongoing.  In 1976, a hollow carbon fibre was 

published by Endo et.al.38  More evidence on fibrous carbon was published in 1978.39  Further results 

in multi-layer tubular crystal structures were provided by Soviet scientists in 1981 and subsequent 

years.  In 1985, Kroto and co-workers discovered the Buckminster fullerenes.40  The discovery of 

fullerenes in 1985 triggered research on other allotropes of carbon.  Since then, carbon 

nanomaterials have been a key research area.  
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The hybridization of the carbon atoms and overall morphological arrangement plays an important 

role in determining the identity of these types of nanomaterials.  For instance, fullerenes are a 

product of highly symmetrical (icosahedral symmetry), molecular clusters of carbon atoms, 

comprising of a carbon atom bonded to three others forming sp2 hybrids, and are also zero 

dimensional (0-D).  Structurally, fullerenes consist of 20 hexagonal and 12 pentagonal rings.  These 

are responsible for their icosahedral symmetry and closed cage structure (Figure 2.3).41  Another 

allotrope of carbon is graphene.  Graphene is a two dimensional (2-D) monoatomic layer of graphite, 

(Figure 2.3), which is also a sp2 hybridized carbon nanomaterial form.  The hybridised carbon atoms 

form three in-plane pi-bonds per atom which in turn lead to the hexagonal planar layer, which is 

responsible for the displayed honeycomb atomic arrangement.42  A graphene layer when rolled up 

forms a one dimensional (1-D) structure and is referred to as a carbon nanotube (CNT) (Figure 2.3).43

Figure 2.3:  The structure of the carbon nanoforms (a) graphene, (b) fullerenes, (c) CNTs and (d) 

graphite41,43 

Carbon nanostructures are classified according to their unique geometrical arrangements.  The major 

classification criteria currently in use are dimensions as indicated by the Table 2.1.44 

file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_41
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_42
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_43
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_44


K. Mugadza Page 23 

 

Table 2.1:  Dimensional classification of carbon nanostructures 

Classification Size/nm Examples 

0-D <100 Bucky balls (C70, C76, C84) 

1-D < 100 Nanorods, nanowires 

2-D < 100 Tubes and fibres 

3-D < 100 Quantum dots, particles 

The class of 2-D carbon based nanostructures consist of nanofibers and nanotubes.  The CNTs have 

single, double or multi walls, with open or closed ends (Figure 2.4).  The number of walls is a result of 

the number of graphene layers rolled together, i.e. one, two or many.43 

 

Figure 2.4:  The structural forms of carbon nanotubes and the nature of their tube ends 

The way the graphene layer is rolled is represented with the indices n and m.  These indices present 

the number of unit vectors along the two directions in the graphene crystal lattice.  Considering tube 

axis (T), where a1 and a2 are lattice vectors, the chiral vector (𝑐ℎ) is represented by the equation: 
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𝑐ℎ = 𝑛𝑎1 + 𝑚𝑎2  (Equation 2.1) 

The 𝑐ℎ defines the manner in which graphene can be curled to form tubular structures with different 

conformations.  When m=0, the resulting tubes are zigzag at a chiral angle of 0°, whilst if n=m an arm 

chair conformation results at 30° chiral angle (Figure 2.5).45 

 

Figure 2.5:  The conformations in which graphene can roll up46 

Properties of CNTs responsible for their uniqueness such as; thermal,47 electronic,48 optical49 and 

magnetic,48 all depend on the chirality.  Considering electronic properties, if n, m values satisfy the 

equation:  

𝑛 − 𝑚 = 3𝑗   (Equation 2.2) 
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Where; j is an integer, the resulting tubes are metallic and can function as conductive wires.  When, 

n, m satisfies Equation 2.3 or 2.4: 

𝑛 − 𝑚 = 3𝑗 +1   (Equation 2.3) 

𝑛 − 𝑚 = 3𝑗 + 2  (Equation 2.4) 

the tubes are semiconducting and can therefore be used as gate materials in transistors.50  The band 

structure of the CNTs with n, m indices can be easily calculated51 and a plot can be drawn to show 

the relationship between CNT diameter and its band gap energy.45  The curvature of the CNT wall is 

found to be responsible for the reduction of the band gap of the CNTs by hybridization, and also 

modification of the energies of the electronic states responsible for transitions in the visible energy 

range.51  The magnetic field have strong effects on the electronic structure and bulk properties of 

CNTs.  The magneto resistance of pure CNTs is sensitive to the electronic structure and external 

magnetic field such that the weak field magneto susceptibility is predicted to increase proportionally 

with the CNT radius.  The susceptibility can be diamagnetic or paramagnetic depending on helicity of 

the CNT, the field direction and Fermi energies.48 

These properties makes the CNT suitable for a wide range of applications such as energy storage 

devices ,52 catalysis,53 field emission54 and gas sensing, since their discovery by Iijima in 1991.55  CNTs 

provide increased electrical and mechanical integrity which enhances rate capability and life cycle of 

energy related devices.56  Considerable efforts with outstanding progress to utilize these properties 

have been achieved.23  For instance in batteries, CNTs are proved to be the most effective for 

decreasing resistance and improving electrochemical behaviour of the composite cathode.  To 

demonstrate this, CNTs were incorporated as conductive additives at reduced weight loading jointly 

with lithium cobalt oxide (LiCoO2) as the active material and a lanthanum 132 (LA132) binder.  The 

mixed slurry was spread onto a 10 µm-thick Al foil to form an electrode.57  Therefore, due to these 

properties displayed by the CNTs, it is imperative to look at the methods available for the synthesis 

of CNTs. 
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2.3  CNT synthesis methods 

Several synthesis methods are available for the production of CNTs.58-60  Respective methods 

produce exceptional CNT materials.  However, there are three core techniques considered; arc 

discharge,61 laser ablation62 and chemical vapour deposition (CVD).35,59 

2.3.1  Arc discharge 

Arc discharge, was the first acknowledged CNT synthesis technique for producing either MWCNTs or 

SWCNTs.  Arc discharge is the electrical dissociation of a gas to generate plasma.  Basically the 

technique involves the use of two electrodes, cathode and anode, which are made from high-pure 

graphite.  To vaporise the electrodes, a direct current is passed through the gap between the 

electrodes in an atmosphere consisting of Helium.63  Figure 2.6 shows a schematic set-up to further 

explain the technique.63  Deposits are formed at the cathode and definite carbon products rely on 

the process parameters. 

 

Figure 2.6:  Arc discharge set-up63 

The power supply source of the arc could be direct current (DC),64 alternating current (AC)65 or 

pulsed arc discharge.61  These show deviations in the manner in which the products are formed.  In 

DC and pulsed arc discharges, the products form at the cathode, whilst in AC the products forms 

anywhere within the chamber.  Since the initiation of utilising this synthesis approach, there has 
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been technological advancement in the process in order to improve the yield, quality and size of the 

CNTs.66  Ebbesen and Ajayan reported a large-scale synthesis of MWCNTs by means of a modified 

standard arc-discharge system.35  They operated with a potential of 18 volts of DC between two thin 

graphite rods in helium atmosphere, 500 Torr.  A maximum of 75% yield was recorded.  The TEM 

image analysis revealed that their samples consisted of nanotubes of two or more concentric carbon 

shells with diameters between 2 and 20 nm.  In another study by Journet and co-workers, large-scale 

SWCNTs were synthesised.67  A helium atmosphere of 660 mbar and a current of 100 A with 30 

voltage power was used.  To one end of the anode, a hole filled with bimetallic catalytic particles of 

NiCo, CoY or NiY and graphite was drilled.  SEM analysis showed that 80% of the product was 

twinned carbon ropes, while HR-TEM showed that the diameters were between 5 and 20 nm.67  

Bethune and co-workers synthesised the nanotubes in a similar way.68  They used thin anode 

electrodes with holes filled with combinations of pure metal powders of Fe, Ni, or Co collectively 

with graphite.  The electrodes were vaporized with a current of 95–105 A, in 100–500 Torr of Helium.  

TEM image analysis showed that only the cobalt-catalysed nanotubes had single-atomic-layer walls 

with uniform diameters of 1.2 nm.  In order to upgrade the process, different atmospheric conditions 

were employed.  Liquid atmospheres where introduced; were the CNTs would float on the surface of 

the liquid upon synthesis.  The readily used liquids included deionised water,69 NaCl,70 liquid N2
71 and 

He.72  To further improve the technique, Zhao and Liu applied six anodes and intensified the CNT 

yield.73  Numerous methods comprising of pivoting the carbon cathode for a consistent micro 

discharge,74 dropping the disk revolution speed75 and sloping the cathode and anode at an angle of 

30 °C76 were devoted to improve the yield.  Therefore, in this Arc discharge technique, the CNTs 

produced are normally long and straight with decent crystalline structures but difficult to purify 

because they contain carbon particles and even amorphous carbon.35 

2.3.2  Laser ablation 

The processing technique involved in the laser ablation is almost similar to arc discharge.  However, 

differences include the involvement of higher temperatures and energy supplied by a laser hitting a 

graphite pellet which contains catalyst material in the laser ablation technique.  Graphite is the 

carbon source which is vaporised using a high laser power.  The laser ablation method produces 

CNTs and by products like fullerenes, graphitic polyhedrons with closed metal particles and 

amorphous carbon  depending on the reaction parameters, for instance addition of metal catalyst.  

To further illustrate this method, Figure 2.7 shows the reactor set-up.77 
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Figure 2.7:  Laser ablation set-up77 

In a study conducted by Guo and co-workers, high yields of SWCNTs, above 70%, were recorded.77  

This group used laser-ablation to vaporise the graphite rods with insignificant metal catalyst 

quantities i.e. Ni and Co at 1200 °C.  The TEM image analysis showed that the synthesized nanotubes 

had notable uniform diameters in the range 5–20 nm.78  This laser ablation technique produces a 

high yield of the carbon materials, SWCNTs, with good diameter control, and few defects.  

Nevertheless, the method is a cost intensive technique, which entails pricey lasers and elevated 

power.77,78 

Both the arc discharge and the laser ablation techniques have the advantage of high percentage 

yields exceeding 70%.  The major shortcomings are: the consistency on evaporation of carbon atoms 

from solid graphite targets at temperatures higher than 3 000 °C and producing CNTs which are 

tangled and mixed with undesirable carbon and catalyst variety.  Hence, it turns out to be 

challenging to purify and acquire assembled structures suitable for versatile applications.79  

Therefore, chemical vapour deposition technique becomes considerable synthesis method. 
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2.3.3  Chemical vapour deposition  

Chemical vapour deposition (CVD) technique is a process used to synthesise high quality, high-purity 

bulk materials and powders, as well as fabricating composite materials via infiltration techniques.  In 

CVD a hydrocarbon source is decomposed at suitable temperatures, and with the aid of a catalyst, 

carbon nanomaterials are formed.  This process is associated with challenges during synthesis.  The 

major disadvantage of the CVD is that the nature of the precursor should be volatile.  Therefore, this 

limits the range of applicable catalyst precursors.  However, CVD advantages outweigh 

disadvantages.  Advantages of CVD include; relatively high deposition rates, deposition of a variety of 

materials and deposition with very high purity.  This makes CNT purification easier after synthesis.  

Basically, the CVD process involves flowing precursor gas molecules into a hot chamber containing 

substrate material.  The volatile precursors react and decompose on the substrate resulting in the 

deposition of a thin film of carbon structures on the substrate surface.  The process is associated 

with the production of volatile by-products that are exhausted out of the chamber along with 

unreacted precursor gases (Figure 2.8).80 

 

Figure 2.8: Illustration of the CVD set-up for CNT synthesis80 

The CVD process is performed in hot and cold-wall reactors, at pressures from sub-torr total to 

above-atmospheric pressures, with and without carrier gases, and at temperatures ranging from 

200-1100 °C.  The CVD can be enhanced such that deposition rates can be increased or deposition 
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temperatures can be lowered.  There are a variety of enhanced CVD processes, which involve the use 

of plasmas, ions, photons, lasers, hot filaments, or combustion reactions.80  The range of CVD 

products includes spheres, fibres and CNTs. 

The greatest challenge faced in the CNT synthesis is the preparation of finely dispersed CNTs that are 

well aligned, densely populated, and intended for electronic device related applications.  The 

efficient synthesis of vertically oriented nanotubes has been demonstrated by using the CVD 

techniques, as compared to arc discharge and laser ablation techniques.59,60,81  In the CVD process, 

the size and distribution of the active catalyst are reported to play a key role in the determination of 

the height and alignment of the CNT array, wall number and diameter.  In order to control these 

properties,  studies focussing on the catalyst preparation method as well as the pre-treatment 

methods have been conducted.82 

In this method, usually very high temperatures 500-1100 °C are employed during synthesis.83  These 

high temperatures are difficult to reduce because the activation of the catalysts requires high 

process temperatures.  The high temperatures are responsible for the catalyst bond breaking.  

Therefore, resulting in the formation of small metal nanoparticles for CNT catalysis.84  Despite the 

fact that the method has a high level of growth control, high temperatures above 500 °C, restricts 

the range of possible substrates for growth of the CNTs.85  To address this problem, alternative 

substrate friendly methods should be employed; this then develops subsidiary CVD methods.  These 

subsidiary methods lead to the grouping and classification of the CVD methods.  The CVD technique 

is classified according to the operating procedure, the means by which chemical reactions are 

initiated and physical characteristics of vapour.86  Amongst the types are thermal CVD and plasma 

methods. 

2.3.3.1  Plasma-enhanced chemical vapour deposition  

Plasma is ionized gas, which consist of electrons, ions, charged and neutral radicals, in addition to the 

atoms and molecules of the precursor gas.  The concentration of ions and charged species is 

remarkably very low when compared to the concentrations of neutral species.  Therefore this result 

in the plasma being weakly ionized.80  It is the effective dissociation of precursor gas species in the 

gas phase which is responsible for reducing the amount of heat supplied to the growth substrate, 

where in thermal CVD precursor dissociation usually occurs.  Therefore, the main purpose of the 
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plasma is to overcome high deposition temperatures that are responsible for degrading the 

substrate materials.85  There are various ways to supply the necessary energy to a neutral gas in 

order to generate plasma.  The type of source used to generate the gas discharge is one key feature 

which distinguishes the different plasma methods.87,88  Some of the most common types include 

direct current plasmas (dc plasma), capacitively coupled plasmas (CCPs), inductively coupled plasmas 

(ICPs) and microwave plasmas (MWPs).  These plasmas are characterised with temperatures of 

radical, ions, and neutral species that are much lower than the electron temperature.  This creates a 

very strong thermal non-equilibrium and leads to unique possibilities to utilize electron-impact 

reactions, thus substantially enhancing chemical reactions in the gas phase.  Table 2.2 summarises 

the factors that influence plasma treatment.89 

Table 2.2:  Parameters influencing plasma treatment during synthesis89 

Plasma Substrate Reactor 
Materials 

flow 

Energy 

input 

 Type and degree of gas 

dissociation 

 Residence time of the 

active species 

 Homo/heterogeneous 

reactions 

 Ion bombardment and 

radiation 

 Material 

 Dimension 

 Morphology 

 Quantity 

 Temperature 

 Potential 

 Gas leading 

system 

 Inner wall 

 Electrode 

material, 

configuration 

and 

temperature 

 Monomers 

 Carrier gas 

 Pressure flow 

(total/partial) 

 Gas 

background 

 Frequency 

 Power 

density 

 Duration 

 pulse 

To control these parameters several factors are considered.  For instance, plasma is affected by the 

type and degree of dissociation of the feed gas and by what means the active species perform 

throughout the glow.  Measurement, amount and morphology of the substrate directly influence 

plasma treatment.  Certain substrates are extremely susceptible as contrasted to others.  Wang and 

Moore reported the use of PECVD to be a more efficient and very reliable method for the low 

temperature production of CNTs.90  This was attributed to the fact that the synthesis parameters 

such as carbon source, gas species, plasma source and the reaction temperature can be controlled 

easily.90 

Plasma generation occurs when energy is supplied to a neutral gas causing the formation of charged 

species.  This happens when electrons or photons with sufficient energy collide with the neutral 

atoms and molecules in the feed gas.91,92  Low-temperature, low-pressure and non-equilibrium 
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plasma discharges are the most common in nanoscale fabrication.  Such plasmas are operated using 

different power delivery mechanisms.  For instance, in broad pressure ranges the operation uses a 

variety of gas compositions and excitation sources.  At higher pressures, above 0.1 atm, the species 

collision rates are higher, thus, they tend to thermalize.  The temperatures of the electrons (Te), ions 

(Ti), and neutrals (Tn ) are very close to each other (Te∼Ti∼Tn) therefore, all the species find 

themselves in thermal equilibrium.  Whereas, for non-equilibrium systems, the electron temperature 

is much higher than the ion and neutral temperature i.e. (Te>>Ti, Tn).  The inelastic collisions of the 

electrons with the precursor molecules are responsible for the formation of chemically active species 

that participate in the reactions leading to the formation of a film.  The surface chemistry is changed 

by the bombardment of the surfaces with active species (ions, electrons and neutrals).93 

The types of plasma sources are coupled with a technique, e.g. CVD, referred to as hybrid systems.  

Some common CVD plasma hybrid techniques include, microwave plasma-assisted CVD (MPCVD), 

direct current plasma-enhanced CVD (DCPECVD) and radio frequency plasma-enhanced CVD 

(RFPECVD).  In PECVD, not only can the growth temperatures be dramatically reduced but also the 

CNTs usually become pure and vertically aligned.84,94,95  Studies have reported that the low 

temperature synthesis of CNTs by PECVD is the most useful method for the direct deposition of the 

CNTs onto substrates.  The deposition favours substrates with the low melting points.87,89,94  

Therefore, it is important to look at the factors that affect the synthesis CNT structures. 

2.4  Factors affecting CNT synthesis 

The growth and production of CNTs is influenced by several input parameters.  These parameters 

include catalyst nanoparticle, carbon precursors, substrate, reaction time and temperature.  A brief 

overview of the parameters; the catalyst, provide a template for the nucleation and growth of the 

nanotube, allows for the diffusion of the carbon intermediates and their chemical interaction, and it 

helps the dissociation of the carbon containing molecules.  Carbon precursor is the source of the 

carbon responsible for the tube growth.  Reaction time and temperature determines where 

optimum growth occurs.  Pyrolysis time and temperature have a greater effect on the CNT growth, 

increasing heat treatment time initiates growth for lower temperatures and vice versa.58 
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2.4.1  Catalysts 

Metal catalysts used are in the nanometre size ranges, i.e. with their length, width, as well as 

thickness in the range 1-100 nm.  Metal nanoparticles are used in the synthesis of CNTs mainly 

because the catalysts decompose the hydrocarbon molecules, allow diffusion of carbon 

intermediates and their chemical interaction provides a template for CNT nucleation and sustains 

growth.96  The selection of the catalyst influences the growth and morphology of the synthesised 

CNTs.  These metal catalyst possess unique characteristics which include, high surface area to 

volume ratio, greater surface energy, short range ordering and increased number of kinks as 

compared to the bulk equivalents.97  Amongst these properties the smaller size of the metal catalyst 

is required such that it enables the decomposition of the hydrocarbon at lower temperatures.98  

Therefore, the choice of the method of synthesising the metal nanoparticles is very crucial for 

effective catalysis.  Key considerations include, a method which is reproducible, controls the shape of 

the particles, yields mono-disperse metallic nanoparticles, and which utilises a one pot reaction is 

ideal for the synthesis of the metal nanoparticles.99 

Many methods for fabrication of nanoparticles have been developed.  These range from lithographic 

technologies to chemical methods.100  Various chemical methods have been adopted for the 

preparation of metal oxides nanoparticles.  These include gas-phase methods101, sol gel methods102, 

evaporative decomposition of solution 103, wet chemical synthesis and co-precipitation 

methods.104,105  However, it is difficult to obtain nanoparticles with a low degree of agglomeration 

without the use of very stringent control over the various processing parameters.  One of the ways 

to control agglomeration is through the use of a surfactant and organometallic precursors.100  Of 

late, organometallic precursors have been found to be much more suitable for the production of the 

mono dispersed nanoparticles with controlled sizes, surface coordination and which are 

crystalline.100  Among the various techniques developed for the synthesis of the metals and their 

oxides, thermal decomposition and co-precipitation methods have been found to produce stable 

mono-dispersed nanoparticles.106  In comparison with the other conventional methods these 

methods are faster, economical and environmentally friendly.  Transition metals are most often used 

to catalyse the growth of CNTs. 
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2.4.1.1  Iron, cobalt and nickel 

There are several catalytic metal nanoparticles that have been reported in literature to produce 

better CNTs.58  Transition metals such as Fe, Co and Ni have been successfully used for the synthesis 

of CNTs.96,107  Metal nanoparticles synthesized from these transition metals are among the most 

promising materials particularly for use in catalysis, magnetic fluids and information storage.  

Transition metals (Fe, Co and Ni), have higher melting points and lower equilibrium vapour pressures 

which enables them to suit catalysis of several hydrocarbon species during synthesis.  In addition, Fe, 

Co and Ni catalysts possess high solubility of carbon, higher carbon diffusion rates and they form 

meta-stable carbides.96,108,109  These properties are responsible for the growth of the crystalline 

tubular structures.  Latest reports have considered that these magnetite’s of Fe have stronger 

adhesion with the growing CNTs and hence are more efficient in forming high-curvature and low 

diameter CNTs.107,110  However, the selectivity and activity of the single metal catalysts for the 

synthesis of CNTs can be poor.  Therefore, this affects the structure of the CNTs produced.  A 

convenient way that has been used to overcome this problem is to use bimetallic catalysts  

2.4.1.2  Bimetallic catalyst 

Bimetallic catalysts contain a mixture of two catalytic particles.  The combination of metals provides 

good selectivity for CNT synthesis.  The greatest advantage associated with the use of the bimetallic 

catalyst is that the melting point of the mixture is lower than that of single metals.111  Considering 

the FeNi phase diagram (Figure 2.9),112 the FeNi alloy system with 50% atomic fraction of Fe has a 

melting point lower than that of pure Fe.  Therefore, this essentially provides the need for a 

bimetallic catalyst which could theoretically provide a good environment for low temperature 

growth of CNTs as well as enhance the carbon diffusion.90  Furthermore, in another study which 

employed bimetallic catalysts of Fe-M (M=Pd, Mo, Ni) it was reported that the bimetallic catalysts 

lowered the decomposition temperature of the carbon source, methane.  Overally, a high conversion 

rate of methane into pure hydrogen and high MWCNT production was achieved.113  In another 

report from Wang and co-workers, same concentrations and thickness of Ni and FeNi nanoparticles 

were used for synthesis.90  It was observed that Ni films produced carbon nanofibers whilst FeNi 

films produced MWCNTs.  This observation led to a conclusion that the activity of the pure Ni 

catalyst is lower than that of the alloy.  Halonen et al. studied the catalytic activity of Co, Ni and Fe 

for low temperature growth of MWCNTs.114  They reported that growth occurred at 400 °C using a 
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bimetallic CoFe and at 500 °C when using a single metal catalyst.  However, for efficient catalysis 

during synthesis of CNTs, use of a good carbon source enhances the metal catalytic activity. 

Figure 2.9:  FeNi phase diagram112 

2.4.2  Carbon sources 

In the synthesis of CNTs, the CNTs grow from a carbon source.  The carbon source can be any 

chemical source that contains carbon.  The chemical source can either be a lighter (methane, 

ethylene, acetylene) or heavy (benzene, toluene, and xylene) hydrocarbon.  Each synthetic method 

(e.g. thermal CVD or PECVD) show some preference on the type of the hydrocarbon feedstock 

used.115  For instance, in thermal CVD, cyclic aromatic hydrocarbons (toluene, benzene) are used due 

to their high decomposition temperatures.  Whilst in PECVD, methane and other low molecular 

weight carbon feedstock are preferred.  The hydrocarbon source should be supplied in excess of the 

catalyst in such a way that the ratio of the carbon to the catalyst becomes greater, to prevent the 

high levels of contamination from metal impurities.58  The molecular structure of the carbon 
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precursors has a detrimental effect on the overall morphology of the CNTs grown.  For instance, 

when the carbon source contains nitrogen or boron the resulting CNTs are bamboo shaped due to 

the incorporation of the heteroatoms into the CNT backbone.116  When considering the carbon 

precursors, a careful selection is required with much attention to the vapour pressure and the 

intended type of CNTs (MWCNTs or SWCNTs) to be produced.  Overally, this will assist in the 

production of quality CNTs.  Considering CVD, aromatic hydrocarbons, xylene, toluene, benzene, 

naphthalene are the mainly carbon precursors in use along with ferrocene.117  This selection is due to 

the similarity in chemical structures and the fact that ferrocene is soluble in most of these aromatic 

hydrocarbons.118  However, when considering PECVD, much preference is given to the lighter 

hydrocarbon sources such as, acetonitrile, ethylene, acetylene, and alkanes.119-121  This choice is 

because the heavier hydrocarbons tend to deposit in the low temperature zone of the reactor wall.  

The lighter hydrocarbons tend to decompose into atomic carbons, linear dimmers/trimmers of 

carbon upon exposure to heat to produce straight and hollow CNTs.  The CVD of lighter hydrocarbon 

gases turns out to be prominent because of its comparative simplicity, ease of control and low 

cost.82,122,123  Table 2.3 shows the commonly used carbon precursors for the CNT synthesis. 

Table 2.3:  Various common carbon sources used in plasma design synthesis of CNTs 

Plasma source Precursor Gas ratio Ref 

Helicon  CH4  Sato et al.124 

ICP*  CH4  Wang et al.125
 

ICP  CH4/Ar 16.4 : 14 Hiramatsu et al.126 

TM-MW*  CH4/Ar 1 : 8 Wang et al.127 

TM-MW  CH4/N2  Soin et al.128 

TM-MW  CH4/N2  Shang et al.129 

TM-MW  C2H2/N2/Ar 0.5% C2H2 Teii et al.130 

ICP  CH4/H2 2 : 3 Zhu et al.131 

TM-MW  CH4/H2/Ar 1 : 1 : 20 Zeng et al.132 

DC glow*  CH4/H2 3–8% CH4 Krivchenko et al.133
 

DC glow  CH4/H2 8 : 92 Zheng et al.91 

TM-MW  C2H2/NH3 >1 : 1 Chuang et al.134 

*ICP = inductively coupled plasma, TM-MW = transverse magnetic-microwave and DC glow = direct current glow 

In some cases the hydrocarbon sources can be used along with diluents to improve CNT quality and 

yield.  For instance, in order to avoid oxidation, an inert atmosphere is employed.  Nitrogen, helium 

and argon are the most extensively used gases to ensure inert atmospheric condition during 
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synthesis.135  These gases are sometimes changed with hydrogen gas to reduce the oxygen content in 

the reaction environment.131   The flow rate of the hydrocarbon source is usually maintained below 

that of the inert atmosphere.136  However, in general, the flow rate of the gases determines the rate 

of formation and has an influence on the length, diameter and type of the carbon nanomaterials 

formed.  Therefore, the choice of the hydrocarbon source forms a key component in the synthesis of 

CNTs. 

2.4.2.1  Liquefied petroleum gas 

The liquefied petroleum gas (LPG) is a cheaper fuel which is readily available.  LPG contains traces of 

sulphur in concentrations of hundreds ppm.  Despite the fact that the gas contain sulphur which may 

attribute to catalyst poisoning, LPG is much preferred for the synthesis of CNTs.117  Prokudina’s study 

reported the synthesis of agglomerated CNTs from LPG.117  In the study there was no information 

about the sulphur content that was reported.  In another study, 13 ppm of sulphur in LPG was 

reported.  The method involved the use of FeMo bimetallic catalyst supported on Al2O3 to synthesise 

CNTs.  The study gave agglomerated CNTs from the decomposition of LPG and there was no 

information reported on the catalyst poison from sulphur.137  The probability of the catalyst poison 

can be eliminated through hydrodesulphurisation processes in the reactor.  Therefore this will 

eliminate the production of defected CNTs.138  Despite causing catalyst poisoning, the presence of 

sulphur is reported to reduce the diameter of the CNTs thereby improving the conductivity 

properties.117,139 

2.4.2.2  Acetylene  

Acetylene has been the most widely used hydrocarbon in the production of CNTs.60,120,140,141  

Comparing acetylene with other hydrocarbons, under the same reaction temperature, acetylene is 

more reactive.  Quality CNTs are synthesised, this is mainly due to the high chances of preventing 

carbon nanoshells from forming.  These carbon nanoshells are responsible for poisoning catalytic 

centres hence producing defected tubes.141  Molecular beam experiments have demonstrated that 

acetylene is the most active growth precursor and the primary growth precursor in both 

hydrocarbon and alcohol feed stocks.120,142,143  Rapid growth of vertically aligned CNTs (VACNTs) was 

achieved using atmospheric-pressure CVD of C2H2 in hydrogen balanced in argon using an Fe catalyst 

film.144 
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2.5  Mechanism of CNT growth using CVD 

Several parameters influence the growth of the CNTs.  Apart from catalysts and carbon sources 

(factors discussed in Section 2.4), temperature, pressure, nature of diluents (H2, Ar or N2 etc.), 

substrate and flow rate also influence growth of CNTs.  In cases where plasma is used, the nature of 

the plasma power source, input power and pressure are also considered.145  Another factor to be 

considered is the nature of catalyst, how it is deposited and pre-treated, and metal under layer 

support also referred to as diffusion barrier.  Collectively all these species responsible for the growth 

of CNTs brings about the mechanism of growth. 

In preparation for synthesis using PECVD, plasma initiation occurs followed by plasma stabilisation 

for 30-60 seconds.  Once the plasma is stabilised precursors are added.  The plasma is responsible for 

dissociation of any precursors present, and in some cases any carrier gas used.  Typically with carbon 

nanostructures, hydrocarbons are used along with carrier gases such as mixtures of hydrogen and 

argon, thus, the plasma will result in the ionisation of the hydrocarbon (C2H2, CH4 and LPG) and the 

H2/Ar to produce reactive radicals.146 There are various active species produced by the plasma, 

electrons produce whole molecule radicals (C2H2
+, CH4

+) and ions produce smaller molecule radicals 

(H+, C+, CH+,CH2
+ and CH3

+) at relatively low temperatures.85  There are intensive ongoing 

investigations pertaining to the composition of the plasma species.  The series of events that occurs 

thereafter are summarised into five major steps.  The flow chart in Figure 2.10 summarises the five 

steps of events that occur during the reaction.58  It is these steps which then determine the 

mechanism of the reaction based on the rate determining steps. 
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Figure 2.10: Summary of the steps involved during PECVD 

There are various substrates which include silicon, glass, polymers or ITO, that are used for plasma 

synthesis of CNTs.  Most of these substrates have low thermal stabilities thus they find use in plasma 

based reactions.  These substrates are either coated with thin films of catalytic nanoparticles or in 

the case of floating catalysts the substrates are not coated.80  The H+ generated from the dissociation 

of the precursor is responsible for the surface reduction of the catalyst nanoparticles or metal oxides 

in cases where catalytic metals had been oxidised.  Hence, the diffusion of the precursors occurs 

through the catalyst thin boundary layer to the nanoparticle surface.  The active species becomes 

adsorbed to the nanoparticle surface were positive ion bombardment of the surface provides energy 

for the reduction and desorption processes.  The reduction process occurs on the surface of the 

metal catalysts and this enhances the catalyst activity, selectivity and wetting ability.  Once a 

supersaturated state is attained, carbon precipitates in a crystalline cylindrical structure preceding to 

the growth of a carbon layer.  The growth of the cylindrical structure pursues either approach of the 

two forms likely.  Initially, if the particle is adhered intensely to the surface, then the carbon 

precipitates from the upper surface of the particle.  The carbon filament will then continue to grow 

as the particle is attached to the substrate.  This growth model is referred to as the base growth.147  

The other scenario in which the particle is insecurely adhered to the surface, carbon precipitation 

occurs from underneath the surface of the particle.  In this case, the carbon filament persists to grow 

as it thrusts the particle upwards.  This growth model is known as tip growth and here the catalyst 

particle is noticed at the top end of the carbon filament.108,140,148  Figure 2.11 shows the two growth 

models. 

Stage 1 

• diffusion of the precursors occurs through a thin boundary layer to the 
substrate 

Stage 2 
• Adsorption of the species onto the surface  

Stage 3 
• surface reactions leading the film growth 

Stage 4 
• desorption of the product species 

Stage 5 
• diffussion of the species through the boundary layer into the bulk stream 
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Figure 2.11: Carbon nanotubes growth models (a) tip growth and (b) base growth108 

There are many studies that report the effect of the plasma electric field on the CNTs.149,150  These 

studies show that the CNTs in the PECVD are more vertically aligned in comparison with the CNTs 

from the thermal CVD.84,151 

In a study by Chowalla and co-workers, growth properties of VACNTs were examined against the Ni-

catalyst thickness.152  The method involved use of DCPECVD and they concluded that growth rate, 

diameter and density of the resulting carbon structures are controlled by the thickness of the 

catalyst layer.  The growth mechanism reported by Wang and Moore using sputtered 8 nm thin films 

of Ni and NiFe as catalysts on glass substrates with methane as the carbon source produced carbon 

nanofibers (CNFs) and CNTs respectively.  The method used RFPECVD at 140 oC and 180 oC.  The 

growth mechanism was based upon deposition parameters, the structure of the catalyst, flow rate, 

gas composition, substrate temperature and the plasma power.  They concluded that the alloy of 

NiFe catalyst was more efficient for the catalysis of CNT formation as compared to the Ni catalyst.90 

Insignificant methane dissociation was signified using mass spectrometry in a thermal CVD reactor 

employed at a temperature of 900 °C.153  Furthermore, replications of the same procedure showed 

that densities of methyl radical and atomic hydrogen were comparatively negligible.  Therefore, this 
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indicated that the CNT growth sorely depended on the hydrocarbon-catalyst interactions when 

considering thermal CVD.  Minute quantities of methyl radicals together with their extraordinary 

stocking co-efficient are accountable for the observed dangling amorphous carbon on top of the 

CNTs films and a gradual assembling with time on the reactor tube walls.  As opposed to thermal 

CVD, in PECVD methods that utilise methane, substantial quantities of hydrogen and methyl radicals 

together with neutrals like C2H4 and C2H6 forms part of the gas phase composition.85  The ultraviolet 

absorption measurements show that at low atmospheric pressures, around 1013 cm−3 methane 

radical densities are detected, and the values escalate in conjunction with pressure as well as input 

power.  While methane prolongs as the chief carbon-generating species in the reaction chamber 

following decomposition, its mole fraction extremely declines in a blend consisting of H2/CH4.  The 

massive decomposition creates extra carbon-generating species which includes methanimine, 

hydrogen cyanide and to some point methane on top of the methyl and other radicals bound to 

emanate.  Altogether these species have different catalysis rates on the particle surface in 

comparison to the hydrocarbon input, overall influencing growth features.154 

In a study conducted by Teo et al., they investigated the importance of plasma heating in the growth 

of CNT or CNF.151  In their study, they obtained a substrate temperature of 700 oC exclusive of any 

additional outside heating system using a dc discharge.  They employed a pressure of 12 mbar and 

the ratio of C2H2:NH3 flow was maintained at 54:200 sccm, coupled with a plasma input power of 200 

W.  Contrary to this, a combination of plasma and an outside heater, tungsten, under the substrate 

podium involved only 66 W to achieve an equivalent substrate temperature.  Confirmation of the 

temperature measurements and probable low temperature growth mechanism were presented by 

Hoffman et al.94  They used nickel catalyst to investigate the dependence of temperature on the 

growth rate and structure of the as grown CNTs.  Their group managed to synthesise MWCNTs at a 

temperature of 120 oC using dc- discharge consisting C2H2:NH3 at a pressure of 1.5 mbar.  They used a 

cathode voltage of 600 V coupled with 30 mA current flow for an 18 W plasma power supply.  A 

thermocouple was used to assess the temperature of the wafer and template markers. 

CNTs growth using low temperature requires a mechanism which is discrete from the established 

rationalization regularly attained resulting from primary works regarding carbon fibres.140,155  In 

accordance to the primary growth models, diffusion of the carbon across the catalyst particles in 

their molten states signifies the rate controlling phase.154,156  The process is usually sustained by the 

resemblance of the activation energy for growth by thermal CVD and the volume diffusion of carbon.  
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At low temperatures, 120 °C and room temperature, the mechanism does not apply.  Lower 

temperature ranges may not be sufficient for melting the catalytic particles.  The evidence was 

observed in Ni bunches that stayed concrete under low temperatures.157  A 0.23 eV activation energy 

for MWCNTs using PECVD is in essence nearer to 0.3 eV for the surface diffusion of carbon atoms on 

polycrystalline nickel.94,158  This led to the conclusion that the activation energy required for the 

growth was lower than the one from thermal CVD.  This in turn shows that growth occurs by surface 

reactions of the carbon on the catalyst involved and this is postulated to be the rate determining 

stage in PECVD operating under low temperature for CNT growth.94  Previous studies on CNT 

production using PECVD have been mainly focused on growth of CNTs, mechanisms, properties in 

relation to catalysts and not much has been done on the how to control the density and space of 

vertically aligned CNTs, which then drives the motivation for this study.  Once the CNTs are grown 

they need to be characterised so as to ascertain their structures in relation to their functions and 

application.159 

2.6  Organic solar cells  

CNTs have been reported to be useful in the development of low cost renewable energy sources 

such as in solar cells.  There are several types of solar cells which include dye sensitised solar cells 

(DSSCs), hybrid solar cells and organic solar cells (OSC).  OSC utilise solar energy via the photovoltaic 

effect which converts light directly to electrical energy using portable packages.  Amongst other 

advantages, solar cells possess low weight, flexible and semi-transparent properties and are 

associated with low environmental impact.  However, OSC are associated with low efficiencies 

especially when compared to silicon based solar cells.  The silicon based solar cells have efficiencies 

between 10-28%.160,161 whilst OSC have efficiencies between 5-11%.161,162  These low efficiencies are 

attributed to low material stability and poor strength which in turn is responsible for the easy 

degradation of OSC with time.  These factors (mechanical, environmental stability and efficiencies) 

are the major challenges that hinder the widespread use of OSC when compared with inorganic solar 

cells.34  Hence, it is imperative to look at the morphology and structural composition of the OSC. 

OSC consist of organic materials which act as electron donor and acceptor material (Figure 2.12).  

These organic materials have the ability to transport electric current and absorb light in the ultra 

violet-visible region of the solar spectrum.  This is attributed to; the nature of the carbon 

hybridisation (sp2 hybridisation) and the strong absorption co-efficiencies of the organic semi-

file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_157
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_94
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_158
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_94
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_159
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_160
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_161
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_161
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_162
file:///G:/25%20Aug%202015/28%20Aug%2015/Chapter%20Two.docx%23_ENREF_34


K. Mugadza Page 43 

 

conductors.  However, the organic semi-conductors have high band gap and relatively small diffusion 

length for photo-generated excitons.  During solar energy conversion process, a strong electric field 

is required to dissociate the photo-generated excitons into free charge carriers.  However, the 

photon induced generated excitons have high binding energies which are likely to favour 

recombination.  Therefore, these organic material components need to have high stabilities, good 

film morphologies and large hole/electron mobility in order to maximise charge transport.163  Hence, 

this presents the need to thoroughly look at the fabrication of the OSC and, where necessary revise 

the components of the key active layers that absorbs and release electrons amongst other things. 

 

Figure 2.12:  Illustration of the structure of an organic solar cell163 

The OSC have been reported to have different device designs which include bulk heterojunction, 

bilayer and single layer. 

2.6.1  Types of organic solar cells 

The range of OSC design has improved from Single layer to Bilayer, which was then followed by the 

introduction of bulk and graded heterojunction organic photovoltaic cells.  The first generation of 

OSC was formed based on single organic layers sandwiched between two metal electrodes of 

different work function.  The devices showed good rectification, which was attributed to the electron 

and hole injection to π٭ and π orbitals respectively.  These devices displayed very low power 

conversion efficiencies, less than 0.1%.  In an effort to improve the efficiencies, the single layer was 

then replaced with bilayer.  In this device, two organic layers with specific(n- and p-type) 

electron/hole transporting properties were sandwiched between electrodes.163  The interface 

between the p- and n-type organic semiconductors creates an additional exciton dissociation sites 
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for the generation of free charges.  As the need to improve the power conversion efficiencies kept 

on growing, a three layer p-i-n device was developed.  The device consisted of a co-deposited 

interlayer between the p-type, hole conducting, and the n-type, electron conducting, layers.  The 

incorporation of the fullerene to the conjugated polymers made a significant change in the 

efficiencies.  It was observed that when the conjugated polymers were optically excited, there was a 

pronounced photo induction electron transfer to the fullerene molecules.  This highly increased the 

photo conductivity.  The observation led to the development of the polymer-fullerene bilayer 

heterojunction and the bulk heterojunction devices.  These devices incorporated the fullerene and 

fullerene derivatives.  Since then, there was a significantly improvement of the performance of the 

OSC.160  Amongst these materials CNTs are incorporated.  The CNTs have been explored for 

applications where low sheet resistance and high optical transparency in the visible and infrared 

spectral range are essential.160  A layer of CNTs has been used as anode material either mixed with a 

polymer or alone.  This has since improved the performance of the OSC.  However, the introduction 

of the CNTs resulted in different characteristic properties associated with the synthesised tubes.  As 

a result, it is important to look at the techniques available to characterise properties of the 

synthesised CNTs. 

2.7  Characterisation techniques 

Metal catalyst particles show differences in their size distribution, elemental composition, organic 

matter coating and morphology, therefore, thorough characterisation to determine the specific 

properties associated with each catalyst is required.  On the other hand the CNTs have unique 

properties (morphology, optical and electronic properties) which distinguish them from any other 

carbon containing material.  Therefore, in order to investigate the structural and morphological 

characterisation, there are several techniques used.  These techniques include scanning electron 

microscopy (SEM), energy dispersive X-ray spectroscopy (EDX), transmission electron microscopy 

(TEM), X-Ray diffraction (XRD), Fourier transform infra-red (FTIR), thermogravimetric analysis (TGA), 

and Raman spectroscopy. 

2.7.1  Scanning electron microscopy  

Electron microscopes were developed due to limitations of light microscopes which are limited by 

the light of physics.  Knoll invented the SEM in the 1930s and there have been further technological 
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improvements to date.164  SEM is the most widely used analysis technique for nanomaterials.  SEM 

provides information about the sample topography (texture), morphology (particle shape and size), 

composition (elements and compounds amount) and crystallographic information (arrangement of 

atoms).  Three-dimensional sample images are produced.  SEM produces three-dimensional sample 

images.  The technique utilises a focussed beam of high-energy electrons, produced by a source into 

a probe, to scan across the surface of a sample in a raster scan pattern.165  The electrons interact 

with the atoms at the surface of the sample.  The accelerated electrons have high kinetic energy 

which they tend to lose during deceleration.  This energy dissipation is observed as various emission 

signals (secondary electrons, photons, back-scattered electrons, continuum X-rays, diffracted back 

scattered electrons and visible light).  The signals are captured, detected and passed to the display.  

Secondary electrons are responsible for the morphological/topological contrast while backscattered 

electrons are responsible for compositional (distribution of different elements in sample).166  Figure 

2.13 shows the components of the SEM responsible for analysis.  

 

Figure 2.13:  SEM column (a) schematic presentation and (b) actual picture of the instrument166 

In order to analyse a sample, an electron gun is responsible for the discharge of monochromatic 

electrons.  The electron beam is concentrated by the first condenser lens, such that it forms the 
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beam, regulates the quantity of current, and eliminate the high angle electrons from the beam with 

the assistance of the condenser aperture.  The electrons are moulded into a narrow, compact 

consistent beam using the second condenser lens.  Additional eradication of the elevated angle 

electrons from the beam is achievable through an objective aperture.  A collection of coils is 

employed to peruse the ray in a grid style residing on specified points for a time phase influenced by 

the scan velocity.  The objective lens focuses the perusing beam on top of the sample desired.  Once 

the beam hits the sample, interactions occur inside the sample and numerous electrons are 

detected.  Identified signal comprises data concerning the sample under examination.166 

There are several types of SEM which include conventional, variable pressure and field emission 

SEMs.  Field emission SEM has an intense electron source, small beam volume, escalates the 

effective magnification range for surveillance (imaging up to 500,000X) and can perform high 

resolution imaging with very low accelerating voltages.  When attached to EDX, X-ray radiation can 

be detected.167  Sample preparation depends with the material type since SEM can analyse a wide 

range of materials (geological specimens, biological specimens, metals etc.).  CNT sample 

preparation involves mounting the sample on metallic stubs using double-sticky carbon tape and 

placing the stub on the sample holder ready for analysis. 

2.7.2  Transmission electron microscopy  

Gommes and co-workers developed the TEM method in order to characterize MWCNTs.168  Further 

morphological analysis is provided by TEM.  The quality of the sample in terms of crystal structure, 

defects, and crystal phases is provided.169  The existence of amorphous material in and around the 

structures is also part of the data generated.  When considering the CNTs, the length, diameter, the 

number of walls and the nature of the tube end, is part of the sample information obtained.  TEM 

characterise the microstructure of materials with very high spatial resolution.  A high electron beam 

is transmitted through a very thin sample to image and analyse the microstructure of the materials 

with an atomic scale resolution.170  Figure 2.14 shows the basic inner column operation for TEM. 
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Figure 2.14:  TEM column (a) actual picture and (b) schematic presentation of the instrument 170 

In TEM, the electron gun generates an electron beam.  The electron beam is permitted into an ultra-

thin sample, interacting with the sample along the way.  The size and intensity of the beam are 

controlled.  An image is formed from the interaction of the electrons and the sample.  The image is 

magnified in the objective lens and focussed onto imaging device or detected by a sensor such as 

CCD camera.  In this technique, the side with nanoparticles should be facing down in the sample 

holder and high resolution images are possible due to the small de Broglie electron wavelength.  The 

operating principle is the same as for SEM, where an electron beam is produced from the virtual 

source, passes through the first condenser lens, second condenser lens then aperture of the sample 

and to the projector lens.  When under high resolution (HR-TEM), intershell spacing can be observed.  

Intershell spacing varies the CNT diameter but, ranges from 0.34-0.39 nm.171  When comparing with 

graphite interplanar distance (0.336 nm) the values are greater and this can be attributed to the 
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curvature of the graphene sheets modified by the tube radius.  The information provided on fringe 

spacing (d-spacing) should correspond to the data on the XRD.172 

2.7.3  X-Ray diffraction   

This technique applies to any sample that is polycrystalline.  The technique is not sample destructive, 

it is used to obtain information on the interlayer spacing, the structural strain and impurities.  

Diameters and chirality distributions are also observed as well as various number of layers for 

MWCNTs.  However, CNTs possess numerous alignments contrasted to the X-ray incident beam.  

Thus in turn leading to a numerical description of CNTs.173  X-rays focussed on a sample secured on 

the axis of the sample holder are diffracted by the sample.  Alterations in the diffracted X-ray 

intensities are measured, recorded and plotted against the rotation angles of the sample.  A 

computer examination of the peak locations and intensities related with this pattern permits 

qualitative analysis, lattice constant or stress determination of the sample.  The peak angles and 

outlines can be utilised to ascertain particle diameters and extent of crystallinity.172 

2.7.4  Raman spectroscopy  

Raman spectroscopy is a structural characterisation technique, which is suitable for the analysis of all 

allotropes of carbon (fullerenes, carbon nanotubes, amorphous carbon, polycrystalline carbon etc.), 

insensitive to the chemical composition of the carbon allotropes.  The technique is highly sensitive to 

chemical bond lengths, strengths and arrangements.  Raman spectroscopy provides not only unique 

vibrational and crystallographic information, but also unique information about physical properties 

that are relevant to electrons and phonons.172,174  The technique utilises inelastic scattering of the 

monochromatic light, normally from a laser source (Figure 2.15).  Photons are irradiated on 

molecules, and become absorbed.  The frequencies of the photons found in the monochromatic light 

change to high-energy states upon interaction with the molecules.  The molecule then absorbs and 

re-emits the laser light.  The Raman effect is then seen when the frequency of the re-emitted 

photons is shifted up/down in comparison with the original monochromatic frequency (Figure 

2.15).172 
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Figure 2.15:  Raman (a) spectroscope instrument and (b) basic components for analysis172 

Since all allotropic configurations of carbon are active, the type of the carbon determines the 

location, breadth and relative intensity of the bands.175  The greatest characteristic of CNT 

topographies are summarized in Figure 2.16.  These include; (i) A low-frequency peak around 

200 cm−1.  This can also be observed as a bunch of peaks for polydisperse samples when resonating 

conditions are met.  This peak, radial breathing mode (RBM), is characteristic of the SWCNT diameter 

assigned to an A1g “breathing” mode of the tubes; (ii) A large structure (1350 cm−1) assigned to 

residual disordered graphite (D-band).  This is attributed to disordered defects or ion interaction 

between graphitic walls; (iii) A high-frequency peak usually located around the middle of 1500 and 

1600 cm−1 known as the graphitic band (G-band).  The G-band is distinctive of CNTs, corresponding to 

a splitting of the E2g stretching mode of graphite; (iv) A second order noticed mode between 2450 

and 2650 cm−1 assigned to the first overtone of the D mode frequently entitled G′′ mode; (v) A 

combination mode of the D and G modes between 2775 and 2950 cm−1.176 
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Figure 2.16:  A typical Raman spectra indicating MWCNT characteristic bands176 

In MWCNTs the ratio of the D-band to the G-band (ID/IG) is used to estimate defect content and inter-

defect distance.  The ratio indicates the overall graphitic nature of the MWCNTs i.e. provide a 

measure of how the MWCNT carbon bond structure would deviate from the ideal sp2 hybridised 

structure of graphite.  In smaller diameter MWCNTs where sp2 to sp3 ratio is high, R is higher than 

the expected.  Therefore the R ratio of ID/IG increases due to an increase in curvature as the diameter 

becomes smaller and defect sites increase.176 

2.7.5  Fourier transform infrared spectroscopy 

Infrared (IR) radiation lies between the visible and microwave portions of the electromagnetic 

spectrum.  This is because IR waves have wavelengths longer than visible and shorter than 

microwaves, and have frequencies which are lower than visible and higher than microwaves.  The 

primary source of IR radiation is thermal radiation which is produced by the motion of atoms and 

molecules in an object.  The FTIR technique provides information on the molecular structure of all 

types of samples i.e. solids, liquids or gas.  Basically, an absorption measurement of different IR 

frequencies by a sample positioned in the path of an IR beam is provided.  The main goal is the 
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identification of the presence of certain chemical functional groups in the sample.177  In this 

technique, the IR radiation is passed through a sample and it initiates the excitation of the vibrations 

of the covalent bonds within the molecules of the sample.  The vibrations are the stretching or the 

bending modes.  The sample contains different functional groups and these groups absorb different 

IR frequencies.172  Some of the IR radiation is absorbed by the sample and some is transmitted.  The 

resulting spectrum represents the molecular absorption and transmission, creating a molecular 

fingerprint of the sample.  FTIR spectroscopy is preferred over dispersive or filter methods of IR 

spectral analysis because it is a non-destructive technique which provides a precise measurement 

method which requires no external calibration amongst several advantages.  FTIR can be used to 

determine the quality or consistency of a sample, and the amount of components in a mixture.  

Figure 2.17 shows the FTIR instrument and a block diagram summarising the steps involved. 

 

Figure 2.17:  FTIR (a) picture of the instrument and (b) block diagram for steps involved in analysis177 

The source radiates IR from a radiant black-body supply.  The IR beam navigates past an aperture.  

The aperture regulates the quantity of energy posed to the sample and finally to the detector.  The 

beam goes in the interferometer where spectral encryption transpires.  There after the subsequent 

interferogram signal departs the interferometer.  The beam then penetrates the sample 

compartment where it is transmitted past or reflected off the surface of the sample, varying on the 

nature of examination transpiring.  This is where precise frequencies of energy, which are 

exceptionally distinctive of the sample, are absorbed.  Eventually the beam elapses to the detector 

for ultimate quantification.  Custom made detectors are employed to quantify the distinct 

interferogram signal.  Quantified signal is recorded and transmitted to the computer upon which 

Fourier transformation occurs.  The ultimate IR spectrum is subsequently displayed to the operator 

for elucidation and any additional data manipulation.178 
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2.7.6  Thermogravimetric analysis 

TGA provides information of the thermal stability of the sample.  In TGA, empty aluminium or 

platinum pans are used as sample holders.  One empty pan is used as the reference material while 

the other pan is for the sample to be analysed.  The sample is heated in either reducing or oxidising 

conditions (air, N2, CO2, He, Ar, etc.) at a controlled rate.  The temperature is increased at a constant 

rate for a known initial weight of the substance and the changes in weights are recorded as a 

function of temperature at different time interval.179  The mass of the sample is plotted against the 

temperature or time accordingly to demonstrate thermal variations in the material.  This includes 

loss of solvent and plasticizers in polymers, water of hydration in inorganic materials and the 

disintegration of the material.123  The graph of change in mass against temperature is referred to as 

thermogravimetric curve (TG) or thermogram.  TG curves of pure substances provide a fingerprint of 

that substance, it helps to determine the extent of purity of samples and the mode of their 

transformations within specified range of temperatures.180  In a typical TG curve, thermal stability is 

deduced from the oxidation temperatures of a sample.  In CNTs, the oxidation temperature is a 

result of carbon-carbon bond-length, curvature and strains.  Figure 2.18 shows a block diagram for 

the TGA instrument. 

 

Figure 2.18:  A schematic diagram for the TGA instrument for analysis180 
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Basically, a known sample weight (ideally small weight) is taken in a crucible to a furnace controlled 

thermobalance which is enclosed by a furnace.  The furnace temperature is raised slowly so that the 

temperature gives linearity with time.  A platinum/platinum-rhodium thermocouple is used to 

monitor the sample temperature.  The changes in weight are recorded from the beam deflection. 

2.8  Application and growth on substrates 

CNTs have persuaded vast awareness as thermal controlling materials for microelectronic wrapping, 

electrode constituents for application in energy storage cells and supercapacitors, field emission (FE) 

electron reserves for application in flat panel displays, e-beam lithography equipment, X-ray 

supplies, and vacuum microwave amplifiers.  This is attributed to the extraordinary aspect 

proportion, minute apex area, satisfactory chemical consistency, low co-efficient of thermal 

expansion, distinguished thermal and electrical conductivity, and excellent mechanical strength.181 

In an effort to acquire improved electrical properties of the aligned CNT arrays in such purposes, it is 

essential to produce CNT forests directly onto conductive substrates like metals or amalgams.182  

Direct growth technique of CNTs on metal substrate mainly reduces the contact resistance and forms 

an ohmic assembly between CNTs and metal substrate, which is vital for electronic devices.89,183  

Miller et al. reported growth of MWCNTs directly on ITO glass coated substrate using the CVD as 

considerable area semi-transparent electrodes for OSC applications.184  They concluded that the rate 

of CNT growth on ITO is considerably decreased as contrasted to that of silicon dioxide and glass 

substrates, which enables an extreme extent of control over CNT height.  They demonstrated the 

effective capacity of the nanostructured semi-transparent substrate as an interpenetrating hole- 

removing electrode in bulk-heterojunction OSC.  They also concluded that the limpidity of the 

electrode is maximum at elongated wavelengths, rendering it appropriate to the solar spectrum. 

In an effort to improve the electrical performance of ITO coated glass, a controlled layer of MWCNTs 

was directly deposited on top of the ITO film.  The coated ITO was applied as anodes for OSC based 

on poly-3-hexylthiophene (P3HT) and phenyl-C61-butyric acid methyl ester (PCBM).  The MWCNT- 

developed electrodes were reported to increase the charge-carrier extension from the photoactive 

composite.  This was  attributed to the extra percolation paths offered by the CNTs.185  The work 

function of the as-adjusted ITO surfaces was measured by the Kelvin probe technique to be 4.95 eV.  
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Thus ensuing enhanced equivalent to the HOMO level of the P3HT.  This is in turn anticipated to 

intensify the hole transport and collection at the anode.  Therefore, it substantially raises the 

charge/discharge rate and open-circuit voltage especially in the test cells constructed using MWCNT-

based electrodes.56,186  In another study, Pasquier and co-workers, described implementation of 

SWCNT thin layers as transparent and conducting electrodes for hole collection in P3HT: PCBM 

organic photovoltaics.187  They reported a power conversion efficiency of 1%, with a fill factor of 0.3 

and a short-circuit current of 6.5 mA/cm2 under 100 mW/cm2 polychromatic white light illumination 

measured in air. 

2.9  Summary and conclusions 

Renewable energy sources are the way to go for sustainable energy.  Solar energy is amongst the 

promising renewable energy sources.  Solar PV systems, particularly OSC, are considered to be a 

reliable method for harnessing the energy from the sun in low cost light packages.  Nanotechnology 

has opened up new pathways for improvements in OSC fabrication so as to enhance the power 

conversion efficiencies.  MWCNTs are amongst the promising materials in the OSC fabrication.  The 

incorporation of MWCNTs in bulk heterojunction OSC is a promising way to improve the life cycle 

and strength of the OSC.  Synthesis of MWCNTs by CVD methods produces high purity and high yield 

products.  However, PECVD produces well aligned MWCNTs at low temperatures.  The low 

temperatures favor the direct deposition on ITO substrate without destroying the substrate 

properties.  Synthesis of the MWCNTs requires efficient metal catalysts (Fe, Co and Ni) and low 

hydrocarbon feedstock (LPG and acetylene) amongst other controllable factors such as temperature 

and gas flow rate.  Various physical and chemical properties of the synthesized metal catalysts and 

MWCNTs are characterized using techniques that provide information from the nanoscale level.  

These include SEM, TEM, FTIR and Raman spectroscopy.  The unique properties of each 

nanomaterial are responsible for the characteristic information obtained from each instrumental 

technique. 
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Chapter Three 

EXPERIMENTAL 

This chapter provides details on the experimental work which was carried out to synthesize and 

characterise vertically-aligned multi-walled carbon nanotubes (MWCNTs).  The step by step 

procedures from the synthesis of metal nanoparticles that were used as catalysts to the synthesis of 

the MWCNTs is provided.  All chemicals, reagents, gases, instruments and characterisation 

techniques used during the project are all listed and briefly discussed herein.  Thus, a comprehensive 

description is given in the respective subsequent sections within this chapter. 

3.1  General procedures 

The common laboratory glassware used in this project, (Appendix A) were washed with scrubbing 

using a detergent in water.  Thorough cleaning was done using acetone, then finally rinsed in 

deionised water and dried in an oven at 120-150 °C for at least 30 minutes. 

3.1.1  Chemicals, reagents, solvents and gases 

All chemicals used in these experiments were obtained from commercial sources and were used as 

received without further purification.  The purity of the surfactant was 90% and the other inorganic 

precursor reagents had a purity that was not less than 98%.  The solvents were used as chemically 

pure (CP) or analytical (AR) grade (Table 3.1). 
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Table 3.1: Chemicals, reagents, solvents and gases supplier and purity/grades as used 

Chemical name Chemical formula Supplier Grade/Purity (%) 

Acetone (CH3)2CO 
Protea Chemicals, 

South Africa 
AR/100 

Ammonium solution NH4OH 

Associated Chemical 

Enterprises, South 

Africa 

CP/25 

Cobaltous chloride CoCl2.6H2O 
Rochelle Chemicals, 

South Africa 
AR/99 

Double deionised 

water 
H2O UKZN  

Ferrocene Fe(C2H5)2 Merck, Germany AR/98 

Hexadecylamine CH3(CH2)15NH2 
Capital Lab Supplies, 

South Africa 
Technical/90 

Iron chloride 

hexahydrate 
FeCl3.6H2O 

Associated Chemical 

Enterprises, South 

Africa 

AR/99 

Isopropanol C3H7OH Saarchem, South Africa AR/99.5 

Nickel chloride 

hexahydrate 
NiCl2.6H2O Saarchem, South Africa AR/98 

Toluene C6H5CH3 Saarchem, South Africa AR/99 

Acetylene C2H2 Afrox, South Africa High purity 

Argon Ar Afrox, South Africa Ultra high purity 

Hydrogen balanced in 

argon 
10% H2 in Ar Afrox, South Africa Ultra high purity 

Liquefied petroleum 

gas 
C3H8:C4H10 (60:40) Afrox, South Africa  

3.2  Instrumentation  

A general summary of the several instruments, model, software versions and brief usage in the 

experimental procedure is given in Table 3.2.  Detailed explanation is provided in subsequent 

sections detailing how the instruments were used. 
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Table3.2: Experimental instruments, model, software version and use in research 

Instrument Model 
Supplier/specification 

version 
Use in research 

Analytical balance Ohaus PA214 
Precision weighing 

balances 0.1 mg 

Weighing reagents and 

samples 

Centrifuge Labofuge 200, GmbH Thermo scientific 
Separating by 

centrifugation 

Digital ultrasonic 

heater 
UD150SH-6L Shalom laboratories 

Ultrasonic mixing of 

reagents and solutions 

Hot plate MS-H PRO+ LAB smart 
Maintaining reaction 

temperature 

Fourier transform 

Infrared spectrometer 

Perkin Elmer Spectrum 

100 

Perkin Elmer 

Multimedia spectrum 
Elemental bonds peaks 

Raman spectrometer 
Delta Nu Advantage 

532TM 
2D CCD- detector 

Determination of the 

graphitic nature of 

MWCNTs 

Scanning electron 

microscope 
JEOL JSM 6100 

Zeiss Smart SEM 

version 5.03.06. 

Morphology of MNPs 

and MWCNTs 

Thermal analyser Q series (Q600) 

TA instruments 

Universal Analysis 

2000 

Determining the 

thermal stability of the 

samples 

Transmission electron 

microscope 
JEOL JEM 1010 

Mega view 3 camera, 

image J 

Determination of size 

and distribution of the 

MNPs or MWCNTs 

3.3  Catalyst synthesis 

The catalysts were synthesised using two different methods namely, thermal decomposition and co-

precipitation method.  The outcomes of the methods were compared and optimised.  The in-depth 

synthesis details of each method are described in the Section 3.3.1 and 3.3.2.  A constant 

concentration of each catalyst precursor was prepared throughout each method as shown in Table 

3.3. 
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Table 3.3:  Concentrations of catalyst precursors as used 

Reagent No of moles Concentration (M) 

FeCl3·6H2O 0.01/0.005 0.2/0.1 

CoCl2·6H2O 0.005 0.1 

CH3(CH2)15NH2 0.002 0.08 

NiCl2·6H2O 0.005 0.1 

NH4OH 0.00625 0.25 

3.3.1  Thermal decomposition 

The catalysts were prepared as single metals namely, Fe, Co and Ni, and as metal mixtures, i.e. CoFe, 

NiFe and NiCo.  In this work the method employed involved formation of metal nanoparticles on 

indium tin oxide (ITO) glass substrate.  The actual masses of the precursors dissolved in ethanol 

solvent with the surfactant hexadecylamine (HDA) used are presented in Table 3.4 and 3.6. 

Table 3.4:  Masses of single metal precursors dissolved in ethanol (50 mL) with 1 g HDA 

Precursor Active metal Mass/g 

FeCl3·6H2O Fe 1.352 

CoCl2·6H2O Co 1.190 

NiCl2·6H2O Ni 1.880 

The metal salt, iron chloride hexahydrate (FeCl3.6H2O) (1.352 g) was dissolved in ethanol (50 mL).  

The ethanol/salt solution was mixed by sonication for 5 minutes.  The surfactant, HDA (1.000 g), was 

added to the mixture and further sonicated for 5 minutes.  A 30 x 30 x 0.7 mm ITO glass substrate 

with a resistivity of 15 ohms was immersed in the prepared solution and then placed in a quartz 

boat.  The quartz boat was placed in the hot zone of a furnace.  The furnace was ramped to the 

desired temperatures for different purposes as presented in Table 3.5. 

Table 3.5:  Furnace temperature rate ramps and purpose 

Temperature ramp (°C) Rate (°C/minute) Hold time (minute) Purpose 

Ambient - 80 5 10 Drying solution on ITO 

80 - 150 2 10 
Allow decomposition of 

precursor molecules 

150 - TMAX
* 20 30 Synthesis temperature 

* TMAX is the maximum reaction temperature 400, 500 or 600 °C, all reactions were carried out at TMAX 
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The catalyst synthesis temperature treatment involved Ar flowing at 100 mL/minute.  Once the 

target temperature (TMAX) was archived, synthesis was allowed for 30 minutes.  Thereafter, the 

furnace temperature was allowed to cool to room temperature. 

A similar procedure was used for mixed metal (CoFe, NiCo and NiFe) catalysts.  The difference was 

that instead of making an individual metal solution, a second metal precursor was added.  Table 3.6 

shows the masses of the precursors used. 

Table 3.6:  Masses of mixed metal precursors dissolved in ethanol (50 mL) with 1 g HDA 

Precursor Active metal Mass/g 

CoCl2·6H2O : FeCl3.6H2O CoFe 2.703 (FeCl3.6H2O) : 1.190 (CoCl2.6H2O) 

NiCl2·6H2O : CoCl2.6H2O NiCo 2.380 (CoCl2.6H2O) : 1.880 (NiCl2.6H2O) 

NiCl2·6H2O : FeCl3.6H20 NiFe 2.703 (FeCl3.6H2O) : 1.880 (NiCl2.6H2O) 

The metal salt (FeCl3.6H2O) (2.703 g) was dissolved in ethanol (50 mL).  In a separate beaker cobalt 

chloride (CoCl2.6H2O) (1.190 g) was dissolved in ethanol (50 mL).  The salt solutions were mixed 

together and sonicated for 5 minutes.  HDA (1.000 g), was added to the mixture and further 

sonicated for 5 minutes.  An ITO glass substrate was immersed in the prepared solution and then 

placed in a quartz boat.  The quartz boat was placed in the hot zone of a furnace.  The furnace was 

ramped to the desired temperatures using the temperature ramps in Table 3.5.  The catalyst 

synthesis temperature treatment involved Ar flowing at 100 mL/minute.  Once the target 

temperature (TMAX) was archived, synthesis was allowed for 30 minutes.  Thereafter, the furnace 

temperature was allowed to cool to room temperature. 

3.3.2  Co-precipitation 

This method utilises the formation of nanoparticles in solution.  In this case, the procedure was 

divided into two phases, firstly, preparation of the surfactant and, secondly, the preparation of the 

catalyst solution mixture.  The synthesis procedure was based on a method used by Choi and co-

workers.1  The same precursor masses were used as shown in Tables 3.4 (single metal) and 3.6 

(mixed metal). 
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In brief, HDA (0.5 g) was dissolved in acetone (25 mL).  The mixture was ultra-sonicated for 20 

minutes until a homogeneous mixture was obtained, then stored in a beaker for further use.  In a 

100 mL beaker, FeCl3.6H2O (1.352 g) was dissolved in 50 mL of deionised water.  The solution (20 mL) 

was transferred into a three-necked round-bottomed flask.  The mixture was ultra-sonicated for 5 

minutes and thereafter placed onto a hot plate.  To the mixture, an NH4OH (20 mL) solution was 

added dropwise.  The pH of the solution was maintained at 11, with the dropwise addition of the 

precipitating agent (NH4OH) while heating the solution at 80 °C under vigorous stirring (300 rpm).  

The precipitation temperature was maintained constant within ± 1 °C using an oil bath.  After 10 

minutes, the prepared HDA (5 mL) was added when stirring for 5 minutes.  An additional NH4OH (5 

mL) was added and the solution was further stirred for 5 minutes.  Thereafter, four aliquots of HDA 

(5 mL) were added at 5 minutes interval.  After the addition of the last aliquot of HDA, growth was 

allowed for 30 minutes, at a constant temperature of 80 °C.  The mixture was consistently stirred 

during this step in order to produce a stable suspension.  This was followed by cooling, the contents 

in a round-bottomed flask, to room temperature under running water.  The precipitates were 

centrifuged at 2500 rpm for 20 minutes, washed with ethanol (6 mL) and acetone (10 mL) 

sequentially several times, until a colourless supernatant was obtained which was also an indication 

of the removal of the excess surfactant.  The final products were stored as a concentrated mixture in 

a refrigerator at temperatures below 5 °C to avoid fusion of the particles.  The procedure was 

repeated for Co and Ni catalysts. 

The same procedure was followed for the mixtures of CoFe, NiFe and NiCo catalysts.  The metal 

chloride salts were dissolved in deionised water as individual solutions.  The co-precipitation method 

and deposition of the catalysts is summarised in Figure 3.1. 
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Figure 3.1: Schematic co-precipitation method illustration 

3.4  Reactor set-up for the synthesis of CNT 

forests 

Three approaches were used, whereby the first two were based on thermal CVD methods while the 

third approach was based on a non-equilibrium PECVD method.  The reactor designs are explained in 

detail in each sub section below. 

3.4.1  Single-furnace set-up 

A horizontal tube furnace, single Elite Thermal Systems Limited, model TSH12/50/610 fitted with a 

main zone furnace controller Eurotherm 2416 and an oven temperature controller Eurotherm 2116 

was used.  The reactor vessel used was a quartz tube with an inner diameter of 27 mm and length 

850 mm.  The reactor vessel was placed inside the furnace with the vessel ends equidistant from the 

edges of the furnace.  One end of the quartz reactor vessel was fitted with a quartz water-cooled 

injection port, through the use of a ground glass joint, (Figure 3.2 (a)) and the other end was closed 

with a glass cold finger (Figure 3.2 (b)).  Hooks and elastic bands were used to seal the ends firmly to 
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withstand high pressure build up during the synthesis process.  The cold finger was responsible for 

the gas exhaust while the injection point was the gas inlet point.  A New Era systems syringe pump, 

NE-300 was used to inject the solutions.  The photograph in Figure 3.2 (c) shows the reaction set-up 

for the single-furnace. 

 

Figure 3.2:  Photograph of (a) gas and carbon source injection port attached to a syringe pump (b) 

gas outlet and exhaust system and (c) complete CVD set-up for MWCNTs 

3.4.2  Double-furnace set-up 

The reaction set-up utilised two furnaces joined together as close as possible without leaving a gap in 

between.  The Elite Thermal Systems Limited furnace described in Section 3.4.1 above was used as 

the high temperature furnace.  The lower temperature furnace was a Labofum, model TUB 002, with 

a fitted temperature controller CAHO P961.  A longer quartz tube, diameter 27 mm and length 1600 

mm was used as the reactor vessel.  The reactor vessel passed through all the furnaces with the 
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vessels ends at an equidistant of either furnace ends.  The system was closed to prevent the 

atmospheric oxygen from being part of the system with the use of a glass cold finger and a quartz 

glass injection point as explained in Section 3.4.1 for the single-furnace.  The photograph in Figure 

3.3 shows the double-furnace set-up. 

 

Figure 3.3:  Photographic illustration of the double-furnace set-up where FN stands for furnace 

3.4.3  Non-equilibrium plasma reactor set-up  

Non-equilibrium PECVD apparatus was constructed with commercially available consumables.  A 

simple schematic is provided in Figure 3.4.  A power supply was connected to copper foils, which 

were used as the electrodes to provide the spark to initiate the plasma.  The reactor was a quartz 

tube and the system was heated using two ceramic heaters. 
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Figure 3.4: Schematic illustration of the non-equilibrium PECVD 

Figure 3.5 consists of the complete set-up for non-equilibrium PECVD for MWCNTs.  The system 

consists of an Electrical Supplies Corporation alternator, 0-260 V set at 110 V.  The plasma driver, 

model PVM/DDR, was connected to the alternator.  The plasma driver was connected with two 4 

mm thick electrical wires which were in turn connected to a 10 mm x 3 mm x 2 mm copper foil.  Two 

Unitemp infra-red ceramic heaters were connected to an RKC FJ02 temperature controller which was 

connected to a J-type thermocouple.  The reactor vessel was a quartz tube with a diameter of 40 mm 

and a length of 25 mm.  The system was closed by connecting the gas and plasma inlet to one end 

and to the other end was the gas exhaust.  The gas flow rates were monitored using Swagelok 

variable area flow meters, VAF-G4-04S-1-0. 
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Figure 3.5: (a) whole non-equilibrium PECVD and (b) magnification of the reactor set-up for 

MWCNTs where full trough element (FTE) ceramic heaters were used 

 

3.5  Synthesis of the MWCNTs  

Once the reactors were set-up, the actual synthesis of the carbon nanotubes was carried out.  The 

synthesis methods provided in the following sub-sections are divided according to the reactor 

designs. 
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3.5.1  Single-furnace approach 

The floating catalyst CVD method was utilised.2  The same method was used using different carbon 

sources.  Lighter and heavier hydrocarbon sources were used for independent runs. 

3.5.1.1  Ferrocene-toluene 

A general thermal floating catalyst CVD synthesis which utilises ferrocene and toluene mixtures was 

used to produce MWCNTs.  The scheme in Scheme 3.1 shows the typical reaction between the 

catalyst and the carbon source which occurs during synthesis. 

 

Scheme 3.1: A reaction scheme of MWCNTs synthesis 

In this method ferrocene (0.25 g) was mixed with toluene (9.75 g).  The mixture (10.00 g) was ultra-

sonicated using a digital ultrasonic heater, for 2 minutes until all the ferrocene had dissolved.  The 

mixture was put in a 10 mL syringe and placed on the injection port, (Figure 3.2 (a)).  A mixture of 

10% H2 balanced in Ar (10% H2/Ar) was introduced into the system at 100 mL/minute, and then the 

furnace was ramped to 850 °C (TMAX) at a rate of 10 °C/minute.  The temperature was then held at 

TMAX, and the ferrocene-toluene mixture was injected at 0.8 mL/minute using the syringe pump.  

After complete injection of the mixture, the system was left for a further 30 minutes at TMAX, and 

then the reaction temperature was allowed to cool under the 10% H2/Ar buffer gas mixture.  The 

products were scrapped from the quartz tube hot zone region then weighed and characterized. 
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3.5.1.2  LPG 

This method used the catalyst synthesised from the thermal decomposition method where: the 

catalyst solutions were spread on ITO substrate (Figure 3.6).  The ITO was then placed in a quartz 

boat. 

 
Figure 3.6:  ITO substrate in a boat 

The quartz boat was placed in the quartz tube reactor vessel before being placed in the hot zone of 

the furnace (Figure 3.2 (c)).  To remove air, the system was flushed with LPG for 10 minutes and then 

flushed with 10% H2/Ar for 10 minutes.  The 10% H2/Ar was then set to flow at a rate of 100 

mL/minutes during the temperature ramps.  The temperature of the furnace was ramped from 

ambient to 80 °C at 5 °C/minute, left to settle for 10 minutes.  In the second step the temperature 

was increased from 80 to 150 °C at a rate of 2 °C/minute and thereafter maintained at 150 °C for 10 

minutes.  The final temperature stage was from 150 °C at a rate of 20 °C/minute, to TMAX of either 

600 °C, 700 °C or 800 °C.  The 10% H2/Ar flow was then terminated once TMAX was reached and LPG 

was introduced at a rate of 100 mL/minutes.  The LPG flow was maintained for 30 minutes.  After 30 

minutes the LPG flow was terminated and 10% H2/Ar re-introduced during the cooling phase.  The 

products were scrapped from the substrate and then taken for analysis. 
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3.5.2  Double-furnace approach 

The procedure involved setting the temperatures of the two furnaces at 800 °C and 400 °C 

respectively.3  The carbon source was first activated in the higher temperature furnace, and the 

substrate with the catalyst was placed in the lower temperature furnace as illustrated in the 

schematic diagram (Figure 3.7). 

Figure 3.7:  Schematic illustration of the double-furnace set-up for MWCNTs 

The catalyst was spread on an ITO substrate, placed in a quartz boat, which was then placed in the 

hot zone of the 400 °C furnace.  The carbon source, LPG, was put on the injection port of the 800 °C 

furnace.  The temperature ramps were from ambient to 800 °C (TMAX) at a rate of 10 °C/minute and 

ambient to 400 °C (TMAX) at 6 °C/minute simultaneously in a flow rate of 10% H2/Ar at 100 

mL/minute.  When the respective TMAX was reached the 10% H2/Ar flow was terminated and the LPG 

initiated at a rate of 100 mL/minute.  The synthesis temperature was 30 minutes, after which the 

LPG flow was terminated and 10% H2/Ar re-introduced for inert atmosphere as cooling took place 

before analysis of products. 

3.5.3  Non-equilibrium PECVD approach 

In this procedure, to optimise the reaction parameters for synthesis, five different temperatures 

were investigated i.e. room temperature, 50, 100, 150 to 200 °C as the TMAX.  The reaction time was 

also varied starting from 30 minutes down to 10 minutes.  Also the carbon sources were varied from 

LPG, acetylene, methane to ethylene while the inert atmosphere was kept constant as Ar in all cases.  

The gas flow rates were kept at a ratio of 3:1 for the carbon source to the inert atmosphere 
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respectively.  The synthesis procedure was divided into two stages, the substrate preparation and 

the CNT synthesis.  Detailed information is provided in respective subsections. 

3.5.3.1  Preparation of the substrate  

An ITO glass (thermal stability, 666 °C) was used as the substrate.  The ITO glass substrates were 

cleaned and part of ITO etched to give a non-etched: etched partition ratio of 1:3:2 to get 5:15:10 

mm division.  The ITO was protected from etching by covering the conductive sides with insulation 

tape which covered an area of 20 mm x 20 mm (Figure 3.8).  A 200 mL acid solution containing HCl: 

H2O:HNO3 in the ratio 12:12:1 respectively was prepared.  The prepared acid solution was heated to 

70-90 °C on a hotplate.  The ITO substrate (with masked areas) was placed in the solution for 60 

seconds to etch the uncovered part.  After etching the ITO substrate was rinsed under running tap 

water to remove and dilute excess acid.  The covering insulation tape was then removed and the 

substrate was ultra-sonicated in a mixture of a detergent (Ajax) and distilled water for 10 minutes.  

This was followed by the thorough cleaning of the substrate with a cotton ball and acetone.  The 

substrate was then rinsed in pure deionised water to remove the acetone and detergent and further 

ultra-sonicated for 10 minutes.  The substrate was then ultra-sonicated in acetone for another 10 

minutes and further ultra-sonicated in isopropanol for an additional 10 minutes.  The substrate was 

left to dry in an oven using a temperature of 120-150 °C for 30 minutes until complete dryness was 

achieved.  The metal NPs prepared by a co-precipitation method (Section 3.3.2), were diluted and 

drop dispersed, 10 µL of respective metal nanoparticle, 1 mg/mL in ethanol using a micro pipette.  

The MNPs were spread onto the conductive side of the hydrolysed ITO glass substrate covering the 

15 mm x 15 mm area in the centre of the substrate (Figure 3.8).  The other 5 mm x 5 mm and 10 mm 

x 10 mm ends of the conductive and non-conductive sides respectively were left to be electrode 

materials. 
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Figure 3.8: Schematic presentation of the 30 x 30 mm treated ITO substrate 

3.5.3.2  Non-equilibrium PECVD approach procedure 

The ITO substrate with metal NPs (as prepared in Section 3.5.3.1) was placed at the centre of the 

reactor vessel in the PECVD set-up.  To remove the air, the system was flushed with the Ar gas for 5 

minutes then purged with the carbon source for another 5 minutes.  The radio frequency plasma 

driver was set at 50 W.  The current of the plasma was 0.3 A.  The substrate was heated up to the 

synthesis temperatures under Ar flow, at a flow rate of 100 mL/minute before turning off the Ar 

flow.  The power supply was turned on and the current knob adjusted to initiate the plasma.  Once 

the plasma was stable (2 minutes), the hydrocarbon source was slowly increased to a flow rate of 

300 mL/minute for 10 minutes.  Thereafter, the hydrocarbon flow was terminated and the Ar flow 

was ramped up.  The power supply and the plasma were switched off and the system cooled under 

Ar flow.  In terms of characterisation, two approaches were used (i) substrate including sample upon 

cooling and (ii) sample was scrapped out off the substrate and taken for analysis. 

3.6  Characterisation 

The MNP samples used for SEM, IR and TGA were dried in open air at room temperature for 24 hrs 

before being taken for analysis.  All the data obtained from the instruments, which were saved in 

specific formats per instrument, were saved as ASCII files and then converted to MS Excel™ 

document format by using the computers connected to the instruments.  Further data analysis was 

done using Origin® software. 
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3.6.1  Transmission electron microscopy  

The structure, dimensions and topography of the MNPs and the MWCNTs were investigated by the 

use of transmission electron microscopy (TEM).  A JEOL JEM 1010 model was used with a Mega view 

3 camera attached.  The MNP samples were prepared by diluting the catalyst solution, a pipette drop 

in 1 mL acetone and ultra-sonicated for 5 minutes at room temperature.  A lacey or holey carbon-

coated copper grid was dipped into the diluted solution and dried under a halogen lamp for 5 

minutes.  The grid was placed on the sample holder, loaded into the TEM, and images were taken at 

different magnifications from 80 000X-600 000X using a Mega view 3 camera.  The particle sizes and 

MWCNTs diameter were determined using image J® software.  A minimum of 100 particles or tubes 

were used for statistics. 

3.6.2  Scanning electron microscopy  

The investigation of the surface morphology of the MNPs and the MWCNTs was investigated by use 

of a scanning electron microscopy (SEM).  The model was JEOL JSM 6100, with Zeiss Smart SEM 

version 5.03.06 software.  An accelerating voltage of 5-10 kV was used.  The sample holders used 

were stubs made of aluminium.  A strip of double sided carbon tape was used to cover the top 

centre of the stub.  To observe MNPs, a small sample size, usually a tip full of the spatula was spread 

on top of a carbon tape.  The optimum working distance was 7 mm and the aperture size was 30 𝜇m.  

3.6.3  Electron dispersive X-ray spectroscopy  

Energy dispersive spectroscopy (EDX) was used as a qualitative technique for the detection of the 

metals, carbon and oxygen, by showing their atomic ratios.  A Bruker X-ray spectrometer attached to 

the JEOL JSM 6100 SEM instrument was used for EDX.  The optimum working distance used was 4 

mm. The magnification of images was at 2.5 µm and the scans lasted for 5 min.  Bruker Espirit 1.8 

software was used for data collection.  The elemental mapping was performed on a separate 

instrument, a JEOL 2100, that was attached to the SEM instrument. 
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3.6.4  Fourier transform infrared spectroscopy 

Fourier transformation infrared spectroscopy (FTIR) analysis was performed using a KBr pellet disk 

and an FTIR spectrometer.  A Perkin Elmer Spectrum 100 instrument was used.  Dry potassium 

bromide (150 mg) powder and 2 mg of respective sample were ground using a motor and pestle.  

The mixture was pressed into a pellet using 10 Tons of pressure for 2 minutes in a ring press model 

00-25 supplied by Research Industrial Company, England.  The CO2 absorption in the background was 

removed by air scanning.  The resolution used was 4 cm-1, in a spectral range of 4000-400 cm-1. 

3.6.5  Thermogravimetric analysis  

Thermal stability, residual metal and the organic content analysis was confirmed by using a TA 

Instrument Q series™ Thermal Analyser TGA (Q600).  The measurements were done in air at a flow 

rate of 50 mL/min from ambient temperature to 1000 °C.  The isothermal time was 1 min with a 

ramp temperature of 10 °C/min.  To acquire the data, a TA instruments Universal Analysis 2000 

software package was used.  To re-plot the weight loss curves Origin® software was used. 

3.6.6  Raman spectroscopy 

The carbon products were analysed with a Raman spectrometer; model Delta Nu Advantage 532™.  

The grating lines were 1800 per mm.  The laser excitation wavelength was 532 nm and the power 

generally used was medium high according to the software of the instrument.  Integration time of 45 

s and a resolution 10 cm-1 was set.  Spectral analysis was done using an average of three spectra for 

each MWCNT sample.  Background smoothening and baseline correction was done by using the 

Software 2D CCD detector provided with the Raman instrument. 
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Chapter Four 

SYNTHESIS OF METAL NANOPARTICLES 

This chapter focusses on the synthesis of the catalysts, metal nanoparticles.  Details of the properties 

of the products in terms of the metal nanoparticles size, thermal stability and morphology using 

different characterization techniques are discussed.  The main focus is on size and dispersion of the 

product in relation to the function. 

4.1  Introduction 

Metal nanoparticles (MNPs) of single metals (Fe, Co, and Ni) and mixed metals (CoFe, NiCo and NiFe) 

were synthesised using two synthesis methods, i.e. thermal decomposition and co-precipitation.  The 

MNPs results were categorised according to the synthesis methods.  The data in all the MNPs 

synthesis methods were grouped according to the technique used.  A comparison of the two 

synthesis methods was summarised at the end as the last section of synthesis methods to form a 

conclusion.  An ITO coated glass was the substrate of choice in all synthesis steps due to its optical 

transparency and electrical conductivity properties which are relevant to the energy conversion 

device application.1  In nature, ITO coated substrate is an n-type semiconductor.  Therefore, the 

characteristic large band gap (around 4 eV) is recognised.  The ITO substrate is predominantly 

transparent in the visible part of the spectrum.2  The surfactant, HDA, was added to stabilise and 

protect the resultant reduced metal nanoparticles since they are not stable as their respective metal 

precursors.3  The addition of the surfactant was also necessary to improve the solution homogeneity 

thereby also reducing light scattering.  This is crucial for later and final application.4 

4.1.1  Thermal decomposition  

Thermal decomposition method was performed as a preliminary method to see if MNPs could be 

synthesised in as few steps as possible.  The choice of the method was in comparison with other 

bottom up synthesis methods which include the sol gel dip coating and spray pyrolysis, were metal 

precursors undergo hydrolysis and poly-condensation reactions with sedimentation and 
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centrifugation amongst other steps involved.5  The thermal decomposition method entailed 

dissolving the metal salt precursors and the HDA in alcohol (ethanol).  This was carried out to ensure 

that the surfactant would absolutely dissolve consequently enhancing the solubility of the 

surfactant.  Characteristically, increased solubility enhances the chances of random solvent-

surfactant interactions.6  The three temperature ramps were in such a way to; dry the solution on 

the substrate, decompose the resulting metal solution layer and finally ensure that synthesis of the 

desired metal oxides would be achieved.  The temperature ramps were limited to 600 °C to sustain 

the substrate because higher synthesis temperatures in ignition may lead to destruction.2,7  The 

results presented were for the morphology and surface structure (SEM, EDX and TEM).  No further 

characterisation was ultimately performed for the MNPs synthesised under this method.  This was 

because for instance when XRD was tried on the samples glass (Si) peaks were reflected. 

4.1.1.1  SEM and EDX 

The morphology of MNPs was studied with SEM after deposition on the surface of the ITO glass 

substrate.  EDX analysis was performed to investigate the presence of the MNPs.  The EDX spectra of 

respective MNPs catalyst were presented as individual figures with respect to the MNP synthesised.  

SEM and EDX analysis were executed on various parts of the ITO substrate.  EDX spectra showed 

detection of peaks assigned to traces of precursor elements (Cl) and the ITO substrate elements (Sn, 

In and O2).  Additional peaks detected on the spectra were attributed to peak overlapping due to the 

resemblance in their energy states.  The images in Figures 4.1, 4.2 and 4.3 show the results observed 

using the thermal decomposition method for the synthesis of nanoparticles at 400, 500 and 600 °C. 
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Figure 4.1:  Iron nanoparticles on ITO substrates synthesized using the thermal decomposition 

method at (a) 400, (b) 500 and (c) 600 °C with inserts of respective EDX spectra 

The images in Figure 4.1 (a) and (b) for 400 and 500 °C respectively showed structures that looked 

like large spherical particles on top of needle like structures or dendritic structures (see arrows).  The 

structures resembles a nano-porous network.8  The image in Figure 4.1 (c) showed structures that 

looked like a nano-porous network that has been fragmented into various separate agglomerates 

(see red circles) possibly due to sintering at the higher temperatures.9  Essentially, the observed 

images showed trends from 400 to 600 °C where Fe NPs and nano-microstructures were synthesised.  

These structures could be used for CNT synthesis; however, there was poor dispersion of metal 

particles and more of a rough film formed.  A representative EDX spectrum for the Fe nanoparticles 

is presented as inserts for respective temperatures.  The EDX analysis showed a spectrum with traces 

of substrate elements (In, Sn, O2) and the other elements (Na, Mg, Al) that were suggested to be a 

result of overlapping peaks since they were not part of the precursor elements.  For instance, in the 

K group, Mg Kβ and Fe Kα forms an overlap.  Nanoparticles synthesised from Ni were analysed and 

the SEM images are presented in Figure 4.2. 
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Figure 4.2:  Nickel nanoparticles on ITO substrates synthesized using the thermal decomposition 

method at (a) 400, (b) 500 and (c) 600 °C with inserts of respective EDX spectra 

Low temperature images (Figure 4.2 (a) and (b)) showed a more continuous film, and as the 

temperature increase to 600 °C (Figure 4.2 (c)) the structure changes to agglomerate form and more 

porous deposit forms.  Similar trends were also reported by Miller and co-workers as the synthesis 

temperature was increased from 400 to 600 °C.10  EDX analysis was performed and a representative 

spectrum is presented as an insert in each image.  The EDX spectra showed the presence of the 

traces of the ITO substrate (In, Si, O2).  EDX measurements showed the Si peak as the dominant 

element and this was attributed to the glass substrate material.11  SEM image analysis of the 

synthesised Co nanoparticle is represented in (Figure 4.3). 



K. Mugadza Page 94 

 

Figure 4.3:  Cobalt nanoparticles on ITO substrates synthesized using the thermal decomposition 

method at (a) 400, (b) 500 and (c) 600 °C with inserts of respective EDX spectra 

As observed in the case of Fe and Ni, almost similar trends in terms of the particle agglomeration 

were observed for Co MNPs, however, the 500 °C image (Figure 4.3 (b)) show needle like structures.  

In Figure 4.3 (c), at 600 °C, structures that appeared curved were observed.  Agglomeration of the 

MNPs was more observed in the highest temperature (600 °C).  EDX analysis was carried out to 

identify the components of the synthesised MNPs.  Respective EDX spectra are presented as inserts.  

The EDX spectra for Co nanoparticles showed the presence of In, Si, Sn and O2 which were attributed 

to the nature of the substrate material.  The elements Ca, Na, Mg and Al were shown as trace 

elements.  These were attributed to peak overlaps.  Mixed metal catalysts were tried for MNPs 

synthesis.  SEM analysis for CoFe mixture is presented in Figure 4.4. 
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Figure 4.4:  Cobalt-iron nanoparticles on ITO substrates synthesized using the thermal 

decomposition method at (a) 400, (b) 500 and (c) 600 °C with inserts of respective EDX spectra 

The image for synthesis at 400 °C (Figure 4.4 (a)) showed that a uniform film of CoFe nanostructures 

was formed.  As the temperature was increased to 500 °C (Figure 4.4 (b)) morphology changed the 

particles resembled mesoporous structures.  The 600 °C image (Figure 4.4 (c)) showed a network of 

mesoporous structures,12 that have a rough, dense microstructure due to agglomeration.13  

Therefore, this showed that as the temperature was increased agglomeration of the nanoparticles 

became more pronounced.14  EDX spectrum for CoFe analysis is presented in inserts.  The metallic Co 

and Fe elements were detected.  In, Si, Sn and O2 peaks observed were assigned to the ITO glass 

substrate. 

The effect of temperature on particle size of the metal oxides was investigated at each TMAX (400, 500 

or 600 °C) by monitoring the surface changes of the resulting nanoparticles.  In this thermal 

decomposition synthesis method, it was observed that, thick films with rough and dense nano-

microstructures were produced due to agglomeration.  The observed images showed well defined 
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respective nanoparticles at low temperatures (400 and 500 °C), while at high temperatures (600 °C) 

they had continuous undefined mesoporous structures.  Nanoparticle clumps were observed as the 

temperature increased.15  This observation is also supported in literature which explains the co-

relationship between temperature and aggregation.11,14  Higher temperatures are responsible for the 

aggregation of metal nanoparticles.  This is because when the temperature is high there is an 

increased kinetic energy in the molecules of the nanoparticles hence, high surface tension of the 

particles is inevitable.16-18  Therefore, these structures could be used for CNT synthesis.  However, 

there was poor dispersion of metal particles and more rough films were formed.  Therefore, for 

these reasons the thermal decomposition method was not pursued for other mixed metal MNPs 

(NiCo and NiFe).  To further investigate the synthesised MNPs, TEM image analysis was performed. 

4.1.1.2  TEM 

The TEM analysis determined the dimensions of the MNPs.  The data obtained from TEM correlated 

well with the SEM data.  It was observed that there was pronounced agglomeration in the samples.  

Figure 4.5 shows the agglomerated MNPs as observed. 
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Figure 4.5:  TEM images of nanoparticles synthesized when the thermal decomposition method was 

used at 400 °C; (a) iron, (b) nickel, (c) cobalt and (d) cobalt-iron 

The TEM images showed two fused structures, with different colour intensities.  The observed dark 

sections (in red circles) were attributed to the agglomerated MNPs as described by Shen et al.19  

Another study by Tabares et al. observed similar images and they attributed them to the formation 

of agglomerated MNPs.20  The grey sections were attributed to the surfactant coating, as similar to 

core-shells synthesized and reported by Christian et al.21  Having synthesized agglomerated MNPs 

using the thermal decomposition method another method, co-precipitation, was employed in an 

effort to synthesize dispersed MNPs.  

4.1.2  Co-precipitation  

The electron microscopy studies of the thermally decomposed MNPs show irregularly shaped 

particles that were agglomerated.  Thus, the co-precipitation method was employed.  The 

synthesised MNPs were characterized mainly using SEM and TEM for surface topography and TGA 
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for residual metal content as well as the determination of the presence of the organic coating.  

During synthesis, the colloidal solutions were maintained at a pH of ≈11.  This optimum pH was 

based on a study by Mahdavi et al. in which iron oxide nanoparticles were synthesised.22  The group 

used iron chloride hexahydrate and tetrahydrate precursors, using the co-precipitation method and 

they concluded that particle size of the nanoparticles relied on pH.  Therefore, nanoparticle sizes 

would be reduced with increasing pH from pH8 to pH11 and increased with pH rise from 11.23  

Herranz et.al also suggested that a pH of 11 is capable of maintaining the molar ratios of the 

precursors under a non-oxidative environment.24  The reaction temperature was maintained at 80 °C 

since the surfactant was added from the beginning of synthesis.  Therefore, this temperature would 

be suitable to assist the prevention of any potential intermediate complexes to form.25,26  During the 

course of the reaction, a vigorous agitation was necessary to help dispersion by inhibiting 

nanoparticle growth and surface attractions that could lead to agglomeration of the nanoparticles. 

The surfactant, HDA, was added as aliquots to the metal chloride and ammonia solution such that 

the surfactant would be able to enclose the surface of the MNPs.27  The first aliquot of HDA acted as 

the primary surfactant whilst additional aliquots acted as the secondary surfactant.  These aliquots 

had different effects on the growth of the nanoparticles.  The polar heads of the first surfactant are 

bound to adsorb onto the MNP catalyst particles and the nonpolar tails are left floating in the solvent 

system.28  Van der Waals forces are responsible for the interaction between the additional aliquots 

of the surfactant and the first surfactant aliquot.  The tails of the first surfactant that are left floating 

around in the solvent system then bind with the nonpolar tails in the additional surfactant.  The 

interaction leaves the polar heads to be solvent and ammonia bound.29  Hou et al. synthesised Ni 

nanoparticles using Ni(acac)2 precursor and HDA and triocytylphosphine oxide as surfactants to 

control the metal size.30  They reported that growth of the resulting oxide was dependent on HDA, 

smaller Ni nanoparticle diameters were related to the addition of HDA.  The synthesised MNPs were 

then characterised using SEM and EDX. 

4.1.2.1  SEM and EDX 

For analysis, the Co nanoparticles were spread on ITO and dried under heat at 300 °C for 1 hour.  

SEM image analysis was done on the ITO glass substrate.  The resulting MNPs showed that there was 

sintering of the MNPs.  Hence, the adopted procedure was to dry the synthesised metal solutions in 

an oven at 100 °C for 4 hours without dropping the sample on ITO glass substrate.  SEM images 

observed for each respective MNP are shown in Figure 4.6. 
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Figure 4.6:  SEM images of co-precipitation synthesised metal nanoparticles (a) iron, (b) cobalt, (c) 

nickel, (d) cobalt-iron, (e) nickel-cobalt and (f) nickel-iron 

The SEM images showed well shaped MNPs with almost uniform sizes.  Data from SEM images was 

supported with EDX analysis (Figure 4.7) which showed the presence of the metals in the samples. 
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Figure 4.7:  EDX spectra of co-precipitation synthesised metal nanoparticles (a) iron, (b) cobalt, (c) 

nickel, (d) cobalt-iron, (e) nickel-cobalt and (f) nickel-iron 

However, the data obtained from EDX was limited to qualitative elemental analysis.  The accuracy of 

the spectrums could have been affected by the nature of the samples.  Other contributing factors to 

the limitations were assigned to the composition of the signal produced (X-rays, secondary and 

backscattered electrons).  During sample bombardment there is characteristic noise interference and 

the limited alternating number of electrons.  In other samples, (Figure 4.7 (a), (c), (e), and (f)), the 

EDX detected traces of other elements including Cl, that were attributed to the residual metal 

precursor in the samples.  As stated earlier, since only the sample of Co was placed on ITO substrate, 
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in Figure 4.7(b) peaks for Si, O2, Sn and In were attributed to the substrate nature.  Figure 4.8 shows 

representative atomic weight % ratios for single metal (Fe) and mixed metal (CoFe). 

Figure 4.8:  EDX spectra of co-precipitation synthesised metal nanoparticles with the atomic weight 

% of (a) iron, and (b) cobalt-iron 

Generally, the EDX spectra for single metal catalysts showed atomic weight % ratio of the metals 

with the carbon in a 1:1 ratio.  Figure 4.8 (a) shows a representative spectrum for Fe with insert 

showing the atomic weight % ratios.  The EDX spectrum for mixed MNPs showed that atomic weight 

% ratios corresponded with the expected molar ratios of the mixed metals for instance, Co to Fe 

ratios in the CoFe MNPs spectrum (Figure 4.8 (b)).  The stoichiometric ratio of Co to Fe was 1:2, 

indicating the ferrite nature of CoFe2O4 nanoparticles.31  Carbon from the carbon tape was excluded 

from being detected.  Therefore the signal from carbon (C) was attributed to the organic coating 

(HDA) around the surface of MNPs which prevents aggregation of the nanoparticles.32,33  The metal 

nanoparticles  were most likely to be oxides because small diameter MNPs have very huge surface 

area to volume ratios therefore they get easily oxidised even though they were synthesised under 

non-oxidative conditions.34  Representative false colour maps of the CoFe analysis are shown in 

Figure 4.9. 
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Figure 4.9:  Representative CoFe false colour maps indicating the distribution of the metals in the 

synthesised MNPs using co-precipitation method 

The chemical elemental maps of Fe and Co (in the ratio 2:1 respectively) showed a uniform 

distribution of the atoms which suggests that a homogeneous distribution of nanoparticles on the 

substrate was obtained.35  TEM image analysis further characterised the morphology of the 

synthesised MNPs. 

4.1.2.2  TEM 

In order to ascertain the observations for SEM analysis further characterisation was done using TEM 

analysis to determine the actual size and structure of the MNPs and their state of agglomeration.  

Figure 4.10 shows the TEM images of the respective MNPs. 
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Figure 4.10:  TEM images of co-precipitation synthesised metal nanoparticles; (a) iron, (b) cobalt, (c) 

nickel, (d) cobalt-iron, (e) nickel-cobalt and (f) nickel-iron 

The images in Figure 4.10 show that the metal nanoparticles of Fe (a) and CoFe (d) had spherical 

shapes, while those from Co and Ni had shapes that looked like irregular elongated spheres.  All 

nanoparticles synthesised were well dispersed and showed uniform sizes.  Hence, histograms 

showing the particle size distribution can be plotted and the mean particle sizes as well as the 

standard deviations can be determined (Figure 4.11). 
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Figure 4.11:  Histograms for the sizes of co-precipitation synthesised metal nanoparticles; (a) iron, (b) 

cobalt, (c) nickel, (d) cobalt-iron, (e) nickel-cobalt and (f) nickel-iron 

The particles show a narrow size distribution in the range of 3-10 nm.  There is no noticeable 

difference between the images of single and bimetallic catalysts.  Chemical mappings (Figure 4.9) 

show the respective composition of the samples.  The co-precipitation synthesised metal 

nanoparticles were well dispersed.  This suggested that HDA played a key role as a surfactant as well 

as the reducing agent as reported in literature by Li et al.27  The metal precursors were reduced from 

+3, or +2 (Fe, Co and Ni) to their respective zero valence oxidation states.  However, the presence of 

oxygen in EDX could suggest that metal hydroxides were formed.  Apart from that, the presence of 

oxygen signifies metal oxides due to the oxidation by air.  This is because the synthesised MNPs have 

a very large surface area which enhances oxidation.19  HDA acts by forming co-ordination complexes 
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with the metal ions in the solution.  The amine head surrounds the nanoparticles formed thus 

reducing sintering. 36  To further understand the role of HDA and the chemical environment of the 

final product, FTIR analysis was done. 

4.1.2.3  FTIR spectroscopy 

FTIR spectroscopy was used to determine the vibrational and stretching frequencies of the functional 

groups present in the synthesised MNPs.  The formation of the MNPs, through the interaction 

between the surfactant and the MNPs, was thus further confirmed.  The image in Figure 4.12 shows 

the IR spectrum for pure HDA. 

Figure 4.12:  Hexadecylamine IR spectrum as analysed using ATR instrument 

The peak assignments of the HDA spectrum were given as a summary in Table 4.1. 
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Table 4.1:  Summary of the main peaks of the HDA as analysed using FTIR37-39 

Peak wavenumber (cm-1) Assignment 

3354, 3331, 3172 N-H stretch 

2954 C-H stretching vibration terminal 

2917 C-H stretching 

2848 CH2 stretching 

1607 N-H bending 

1059 C-H bending 

A stacked image showing all the MNPs with HDA are provided in Figure 4.13.  The respective 

individual spectra of the synthesised metals are presented in Appendix B. 

Figure 4.13:  Comparison of the IR spectra for HDA and co-precipitation synthesised MNPs 

The FTIR spectra of the mixture of HDA and the synthesised MNPs showed that there were some 

interactions between the surfactant, HDA, and the MNPs.  The N-H stretching band at 3331, 3554 

and 3172 cm-1 showed a redshift in the synthesised metal nanoparticles.  This peak shift indicates 

that the HDA amine group has bound to the surface of the MNPs.37,38  The C-H stretching 2917 cm-1 
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(symmetric) and 2848 cm-1 (anti-symmetric) appeared at 2916 and 2849 cm-1 respectively.  This also 

could suggest that HDA had interacted with the MNPs.39  The peak shifts in these oxide molecules 

are mostly attributed to the constraint of the capping molecular motion which supposedly resulted 

from surface attachment of the HDA.  The peak intensities had differences between the spectra.  This 

was also postulated to be as a result of the HDA molecule on the MNPs forming a relative close-

packed HDA layer which constrained the molecular motion.40  Table 4.2 shows how bands of interest 

were assigned on individual MNPs. 

Table 4.2: Summary of FTIR peaks assigned to the co-precipitation synthesised  

metal nanoparticles36,41,42 

Catalyst Wavenumber (cm-1) Assignment 

Fe 422 Fe-O 

Co 516, 481 O-Co-O 

Ni 439 Ni-O 

CoFe 570 Ferrite MNPs 

NiCo 519 Cobaltite MNPs 

NiFe 542, 418 Ferrite MNPs 

FTIR gave characteristic metal-oxide peaks.  To further determine the amount of the metals and the 

amount of the surfactant present in the MNPs, TGA analysis was done. 

4.1.2.4  Thermogravimetric analysis 

The residual metal content and thermal stabilities were determined using TGA.  The general trend of 

all the MNPs synthesised using the co-precipitation method showed that the TGA curves had five 

different steps.  A stacked TG curve is shown in Figure 4.14 where all MNPs are presented. 
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Figure 4.14:  TGA curves of all the metal nanoparticles synthesised by the co-precipitation method in 

nitrogen; (a) single metals and (b) mixed metals 

The TGA of the samples run under nitrogen, (Figure 4.14), illustrate the loss of water below 150 °C 

this was attributed to the release of adsorbed water.  There was a second and third step effect 

around 200 and 375 °C respectively.  This was attributed to desorption and decomposition of the 

surfactant, as well as the removal of the unbound HDA on the surface of the metal nanoparticles.  

Further weight loss around 500 °C was due to de-hydroxylation of the surface and removal of some 

of the lattice residual HDA.  This weight loss suggests that the interaction between the metal 

nanoparticles and the surfactant was strong.  The final weight loss in the TG curve was observed at 

temperatures around 580 °C.  This signified the termination of weight loss associated changes.42  The 

derivative weight loss percentage curves were plotted for each metal sample (Figure 4.15). 

  

Figure 4.15:  DTG profiles of all the metal nanoparticles synthesised by the co-precipitation method 

in nitrogen; (a) single metals and (b) mixed metals 
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In these derivative curves, it can be observed that as the thermal events progressed, there was a 

variation in the weight as a function of temperature.  Each metal sample showed an average of five 

major weight loss peaks.  These peaks correlated well with the TG curves.  Therefore, the TGA results 

agreed with the EDX and FTIR results in showing the presence of the organic coating.  The TGA 

curves show that a minimum of 10% weight loss was encountered in mixed MNPs and in single metal 

catalysts there was a great weight loss around 70%.  Therefore, the mixed MNP samples contained 

more metal than the organic coating while the single MNP samples contained more organic content 

than metals.  This correlated with the EDX spectrum where the single MNPs showed a greater carbon 

content than the mixed metals.  The differences of the metal residual content were attributed to 

sample inhomogeneity properties.  XRD characterisation patterns were not performed.  This was 

based on the data from SEM image analysis where the dried samples showed an increased MNP size, 

hence all the analysis were done on the synthesised metals in solution. 

4.1.3  Summary of the MNPs synthesis methods 

From the results obtained with the characterisation techniques SEM, EDX and TEM a comparison of 

the synthesis methods can be obtained.  The MNPs obtained from the thermal decomposition 

synthesis method were agglomerated whilst those from co-precipitation synthesis method showed 

mono-dispersion.  The resulting nanoparticle showed a narrow size distribution (3-10 nm) and this 

was suggested to be the random diffusion of the particles due to the increased kinetic energy of the 

solution.15,43  Therefore, the co-precipitation synthesis method was superior to the thermal 

decomposition method in producing mono-dispersed MNPs which were considerable for the CNT 

catalysis application.  The FTIR and TGA results further confirmed the presence of the HDA in the 

final MNPs product.  Hence the MNPs were successfully coated with the amine. 
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Chapter Five 

MULTI-WALLED CARBON NANOTUBES: 
SYNTHESIS AND APPLICATION 

This chapter presents descriptive findings of the synthesis of multi-walled carbon nanotubes 

(MWCNTs) and their application in organic solar cells.  Fabrication of organic solar cells using the as 

synthesised MWCNTs is presented herein.  An explanation of the solar cells and the methods used to 

fabricate the devices is also provided.  Solar cell results obtained and the conclusion are provided in 

terms of the efficiencies of the cells. 

5.1  MWCNTs synthesis using thermal CVD 

The MWCNTs were synthesised using two CVD methods, which were, thermal CVD and non-

equilibrium PECVD using ITO coated glass as the substrate.  During synthesis, 10% H2/Ar was used as 

the reducing agent, and this gas mixture was left flowing to maintain a non-oxidative atmosphere.  

The control was MWCNTs synthesized by CVD floating catalyst using ferrocene as the catalyst and 

toluene as the carbon source.  The MWCNTs synthesized were characterized by use of TEM, SEM and 

EDX which was attached to SEM.  The representative SEM images are shown in Figure 5.1. 
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Figure 5.1:  The synthesised MWCNTs SEM images at (a) low, (b) medium and (c) high magnification 

with (d) EDX spectrum at 850 °C with the use of ferrocene and toluene in the thermal CVD method 

In this method the coiled interwoven wool like MWCNTs were observed under SEM.  The image at 

low magnification shows structures that looked wavy (Figure 5.1 (a)), at intermediate magnification 

the structures looks more inter twinned and at high magnification (Figure 5.1 (b)) the images 

resemble random orientation (Figure 5.1 (c)).  The EDX spectra showed the presence of the catalyst, 

Fe, and the C from the tubular structures (Figure 5.1 (d)).  The Si peak observed was due to the glass 

substrate particles from the reactor tube.  This is a result of the scrapping off of the product from the 

substrate.  The ratio of the catalyst and the carbon showed a higher carbon content which suggested 

that more tubes were present in the final products.  To further confirm the observations, TEM 

analysis was performed.  Figure 5.2 shows the representative TEM images. 
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Figure 5.2:  Representative TEM image of the synthesised MWCNTs at 850 °C with the use of 

ferrocene and toluene in the thermal CVD method 

The images observed showed typical hollow tubular structures.  The catalyst particles were located 

inside the tube or at the tip of the tubes as shown in Figure 5.2.  Thick tube walls were observed 

which suggested successful synthesis of MWCNTs.  The walls had variable texture degrees but the 

most dominant where smooth surfaces.  The walls had an average outer diameter of 58 nm.  The ITO 

glass substrate melted due to the choice of reaction temperature which was high, 850 °C.  Once the 

data from the control experiment was obtained and analysed, the synthesis of the MWCNTs 

continued with different carbon sources.  Different carbon sources investigated in the current work 

are discussed in the following sections. 
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5.1.1  Single-furnace synthesis of MWCNTs using 

Liquefied petroleum gas 

The synthesis method utilised liquefied petroleum gas (LPG) as the carbon source and Fe as a 

catalyst.  The MWCNTs synthesis temperatures were 600, 700, 800 and 900 °C.  The temperature 

choices were meant to determine the optimum temperature at which maximum MWCNTs 

production occurred.  It was observed that the ITO substrates melted visibly as the temperature 

increased beyond 600 °C (Figure 5.3).  This could be attributed to the fact that as the temperatures 

increased the compactness of the ITO glass components was becoming reduced.  The glass 

components can only be thermally stable below specific temperature ranges.  Thus, the melting of 

ITO was because the ITO glass strain point was exceeded.1  The photograph in Figure 5.3 clearly 

shows that the ITO substrate in quartz boat melted.  Hence, a notable transformation of the ITO 

substrate is evidently highlighted with reference to the initial state before synthesis, (Figure 5.3 

insert). 

Figure 5.3:  ITO melted and stuck substrate in a quartz boat using LPG at 800 °C, the insert shows the 

state before synthesis 

The various carbon-based products, shaped carbon nanomaterials (SCNMs) obtained at each 

synthesis temperature were critically analysed and are presented as a summary in Table 5.1.  

Basically the summary gives an overall presentation of different observations and challenges faced 

during synthesis of CNTs using LPG at different maximum temperatures (TMAX).  The SCNMs observed 

included carbon nano-fibres, spheres and tubes.  Table 5.1 shows a strong dependency of carbon 

nanomaterial products obtained on TMAX when LPG was the carbon source.  The temperature at 
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which a high percentage of CNTs were observed was regarded as the optimum temperature, i.e. 800 

°C. 

Table 5.1: Summary of the observed SCNMs and the challenges at different LPG synthesis 
temperatures 

TMAX (°C) Products Challenges 

600 Solid fibres - 

700 
More fibres, less tubes 

(60:40) 
ITO glass melted 

800 Tubes 

ITO glass melted and stuck 

permanently on the quartz 

boat 

900 (introduced a layer of 

powder Al2O3 in the boat 

such that the ITO will not 

stick to the boat) 

More spheres and less tubes 

(80:20) 
The ITO melted 

The Al2O3 powder was introduced at 900 °C in order to investigate ways in which the substrate would 

not stick to the boat.  The observed images from SEM and TEM representative images are compared 

in a tabular form in Table 5.2. 
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Table 5.2:  Representative SEM and TEM sample images of the LPG SCNMs samples 
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From the SEM images, it was observed that at 600 °C the structures were thick and the catalyst 

nanoparticles were noted at the tips of the tubes.  This observation correlate with earlier report by 

Wang et al.2  In their report, they concluded that at TMAX below 700 °C using LPG source, synthesis of 

fibres dominantly occurred.  At 800 °C the SEM images show twisted structures which were thinner 

compared to those at 600 and 700 °C.  The different SCNMs formed were reported by Huang et al. to 

be as a result of different conformations assumed by the catalysts when exposed to temperature 

variations.3  These structures showed some bamboo compartments.  The bamboo compartments 

were attributed to the structure of HDA which contains a heteroatom.  The TMAX of 900 °C had more 

carbon spheres produced than tubes.  These results agree with what was reported by Songasen et 

al., that as the temperature increases the decomposition of LPG becomes more enhanced and the 

formation of the tubes become more pronounced.4  The presence of the spheres and the catalyst at 

the tip contradicted with the report on the LPG effect, a study by Huang et al.3  According to their 

group, LPG inhibits the formation of spheres and the presence of trapped catalyst nanoparticles at 

the tip of the tubes which are responsible for impurities in the CNT forests.5  However, the 

contradiction could be because LPG quality varies globally.  

In summary, synthesis of CNTs using LPG at low temperatures (600 and 700 °C) yields products with 

more of carbon fibres.  Also, increase in TMAX culminated in production of a variety of SCNMs.  Apart 

from destroying the substrate, synthesis at high temperatures produces randomly oriented CNTs 

instead of the targeted vertically aligned tubes.  Therefore, synthesis using LPG was considered 

unsuitable for direct substrate growth of a vertically aligned forest of tubes.  A double furnace 

synthesis route, which involved the use of two furnaces, was investigated. 

5.1.2  Double-furnace synthesis of MWCNTs using 

Liquefied petroleum gas 

The double furnace method involved two furnaces set at different temperatures, i.e. 400 and 800 °C.  

The choice of the furnace temperatures was based on the temperatures that produced smallest 

MNPs in terms of size (Section 4.1.1), and highest percentage of MWCNTs from the LPG as carbon 

source (Section 5.1.1), respectively.  Therefore the carbon source was LPG and the catalyst was 

CoFe.  In this approach, high temperature furnace, (the temperature of the first furnace), was 

expected to thermally decompose the carbon source and the low temperature furnace was expected 



K. Mugadza Page 121 

 

to activate the catalyst.  Decomposition of LPG was expected to produce reactive materials such as 

CH4
+, CH2

+ and CH+ radicals.6  Typical radicals would then react with the metal catalyst in the second 

furnace.  The CNTs were expected to form in the second furnace.  Generally this method produced 

randomly oriented MWCNTs as can be observed in Figure 5.4. 

 

Figure 5.4:  Representative SEM-EDX images of MWCNTs synthesised with the double furnace 

approach using LPG as the carbon source at 800/400 °C; (a) SEM and (b) EDX 

The SEM image shows a cluster of short MWCNTs that were randomly oriented with some catalyst 

residual particles. The random orientation could be attributed to the gas flow rate during the 

synthesis of the CNTs that could have blown the CNTs as they get deposited.  The EDX spectrum 

showed the presence of carbon attributed to the CNTs and also the catalyst particles (CoFe).  Also, 

other peaks, such as Si and In, assigned to the substrate material were detected.  To further 

characterise the synthesised products TEM image analysis was done (Figure 5.5). 
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Figure 5.5:  Representative TEM images of MWCNTs synthesised with the double furnace approach 

using LPG as the carbon source at 800/400 °C (a) low and (b) high magnification 

The TEM image in (Figure 5.5 (a)) show the catalyst nanoparticle trapped inside the tube.  In other 

cases, TEM images showed MWCNTs structures with catalyst nanoparticles around the tube walls 

and the presence of some bamboo compartments (Figure 5.5 (b)).  The observed bamboo 

compartments could be due to the use of the LPG carbon source as reported by several 

researchers.3,5,6  The MWCNTs produced were thick and short.  This observation correlated well with 

literature studies which highlighted that the bigger the catalyst particles the thicker and shorter the 

produced CNTs.7-9  Therefore, a comparison of the observed MWCNTs structures using the thermal 

CVD methods was inevitable. 

5.1.3 Comparison of the thermal CVD approaches 

The results obtained using the different types of furnace methods showed some differences in 

products at the same TMAX.  In the single furnace method where toluene was the carbon source, 

MWCNTs with better surface properties (smooth walls) were produced than those synthesised using 

LPG (defected walls).  The thermal stabilities of the MWCNTs were studied using TGA (Figure 5.6). 
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Figure 5.6:  Thermal profiles (i) TGA and (ii) DTGA for the thermal CVD approaches using (a) LPG 

single furnace, (b) LPG double furnace and (c) ferrocene-toluene approach 

In the profile of the MWCNTs, minimal water loss is expected below 200 °C however, for these 

methods there was no water loss observed.  There was no noticeable decrease in weight in the range 

200-400 °C, a temperature range associated with amorphous carbon decomposition, and in fact loss 

started around 400 °C (Figure 5.6 (i)).10  This is clearly highlighted by the derivative weight against 

temperature plot (Figure 5.6 (ii)) for toluene and LPG double furnace synthesised MWCNTs.  Unlike, 

LPG single furnace synthesised MWCNTs, characteristic single weight depression peak in Figure 5.6 

(i) and single peak in derivative weight curve (Figure 5.6 (ii)) were noted for LPG in a double furnace 

and ferrocene-toluene approaches.  This suggests that there was no amorphous carbon present and 

there was only one form of carbon material in the latter.11  This agrees with the microscopy images 

in Figures 5.2 and 5.5 respectively.  The residual metal weight was least in ferrocene-toluene, with 

around 7.7 wt. %.  This outcome suggest that the mechanism involved in the double furnace, i.e. 

formation of carbon radicals in the high temperature furnace followed by exposure to metal 

catalysts in the second furnace, increases the ratio of carbonaceous material in product.  Also, it was 

observed that the MWCNTs synthesized using LPG single furnace were the least stable followed by 

those from the LPG in a double furnace and the most stable were the ones from ferrocene-toluene 

(Figure 5.6 (i) and (ii)).  Therefore, the results suggest that high metal catalyst residual catalyses the 

decomposition of carbon nanomaterials.10  To further characterise the products Raman analysis was 

carried out.  Table 5.3 shows the Raman analysis of the different furnace approaches. 
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Table 5.3:  Comparison of the D- and G-bands from Raman analysis, and average tube diameter of 

tubes from TEM of the CVD methods 

Method 
average diameter 

(nm) 
D-Band G-Band ID/IG 

Ferrocene-toluene* 58 1342 1603 0.88 

LPG * 78 1361 1585 0.86 

LPG#  83 1376 1566 0.83 

*single furnace                                         # double furnace 

The general trend observed showed that the ferrocene-toluene method had the MWCNTs with the 

highest ID/IG ratio (Table 5.3).  This could mean that there was a low degree of crystallinity in these 

tubes and this could be attributed to greater bond strains.  This observation correlated with the 

smaller mean MWCNTs diameter.12  Hence, this leads to the conclusion that the ferrocene-toluene 

method was a reliable method for the synthesis of smaller diameter CNTs.  Therefore, all the thermal 

CVD methods were not suitable for the synthesis of vertically aligned multiwalled carbon nanotubes 

and severely destroyed the ITO substrate.  Equipped with this and the deduction that ferrocene-

toluene and LPG single furnace at 800 °C was the most suitable for production of CNTs, non-

equilibrium plasma-enhanced chemical vapour deposition (PECVD) approach was used. 

5.2  Non-equilibrium PECVD of carbon 

nanotubes 

The non-equilibrium (PECVD) approach was employed to overcome the high temperature problem 

associated with the thermal CVD.  The role of plasma was ionisation of the gaseous feedstock under 

low temperatures.13  The system was optimised in terms of the reaction temperature, time, plasma 

flame and the deposited CNT layer. 

5.2.1  Optimisation  

In order to preserve the properties of the ITO coated glass substrate, a purpose built non-equilibrium 

PECVD apparatus was employed.  The reason behind the low temperatures choice is based on a 
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report Wang and Moore.2  Ren et al. in their study of synthesis of CNTs on glass substrate, showed 

that glass electrical resistivity increases by annealing up to 100 °C and decreases above 100 °C.14  

Therefore, temperatures below 300 °C were selected as ideal for the direct deposition of the 

MWCNTs on ITO glass substrate.  The ITO substrates were placed directly below the plasma 

discharge to maximise the interactions between the plasma and the catalyst as suggested by Somers 

et al.15  Since the physicochemical properties of the plasma and the catalyst can be modified by their 

co-existence.16  Figure 5.7 shows set-up of the design, i.e. how the ITO was oriented in the reactor. 

 

Figure 5.7:  Photographic illustration of the ITO-plasma orientation in the reactor chamber where (a) 

complete set-up, (b) an aerial view and (c) enlarged ITO-plasma area  

The synthesis temperatures employed were 25, 50, 100, 150 and 200 °C.  The reaction time was 30 

and 10 minutes.  However, having deduced that ferrocene-toluene was the most suitable for 

synthesis of CNTs (Section 5.1.3), it was not appropriate for the designed non-equilibrium PECVD 

apparatus.  This was because ferrocene requires high temperatures for decomposition to form 

nanoparticle catalysts and this destroys the substrate.  Hence, the LPG and the synthesised catalyst 

approach was utilised.  Also, attempts to use gases such as methane and ethylene as the carbon 
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sources resulted in blew off of the plasma flame.  This was attributed to the differences in the 

density and vapour pressures of the gases, and the ionisation and dissociation energies.  The ignition 

source would not have been able to provide enough energy to initiate a cascade with the gases thus, 

the gases requires higher synthesis temperatures which are above 350 °C.17  Therefore, in this study 

LPG and acetylene as carbon sources, and the co-precipitation synthesised MNPs as catalysts where 

investigated.  Summary of the results are presented in Table 5.4. 

Table 5.4:  Summary of non-equilibrium variables used for method optimisation 

TMAX (°C) 
Reaction time 

(minutes) 
Observations Results 

25 30 No deposits Amorphous carbon 

50 30 No deposits Amorphous carbon 

100 30 Black deposits fused spheres 

150 20 Black deposits fibres 

200 10 
CH4/C2H4 in Ar blows 

off the plasma 
CNTs 

The products were analysed at each respective TMAX in order to investigate changes and trends 

involved.  Amorphous carbon material was observed at 25 and 50 °C for reaction time of 30 minutes.  

The same reaction time was used for synthesis at 100 and 150 °C and fused spheres and fibres were 

observed, respectively.  At 200 °C MWCNTs were observed however, the products completely 

obscured the ITO substrate therefore, the time was reduced to 20 and 10 minutes sequentially until 

an almost transparent film was deposited.  The characterisation techniques used for optimisation of 

the method are discussed in subsequent sections. 

5.2.1.1  Structural characterisation 

Data analysis for optimisation using SEM, EDX and TEM is presented in this section.  The amorphous 

carbon material observed from 25 to 50 °C is not included as part of the SCNMs.  The SCNMs that 

were observed as the temperature increased from 100 to 200 °C included fibres, spheres and tubes.  

Table 5.5 summarizes the SCNMs synthesized at 100 to 200 °C. 
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Table 5.5:  Representative images of the various SCNMs observed at different T(MAX) using Iron 
catalyst 

 

From the SEM and TEM images, it was observed that development of the MWCNTs structures 

occurred in stages i.e. from sphere, fibres to CNTs.  At 100 °C the SEM images showed small spherical 

shapes.  The shapes were better categorised with TEM which showed that they were fused spheres.  

When the reaction temperature was increased to 150 °C solid carbon structures were observed in 

the SEM images.  This correlated with TEM observations that showed solid fibres.  The fibres had the 

catalyst particles at the tip which suggested that tip growth mechanism was being followed as 

suggested by Wang et al.2  As the temperature increased to 200 °C typical aligned CNT structures 

were observed with SEM.  The morphology of these structures was confirmed with TEM.  The TEM 
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images showed hollow tubular structures with thick walls, a description which suits MWCNT 

structures as reported by Ebbesen et al.18  Therefore, it was concluded that MWCNTs were 

successfully synthesised at 200 °C using LPG.  Hence, the other gases (acetylene, methane and 

ethylene) were tried for synthesis under the same reaction conditions but methane and ethylene 

blew off the plasma flame as mentioned before.  Therefore, the optimised reactions conditions were 

used to synthesise MWCNTs using several catalysts (Co, Ni, CoFe, NiCo and NiFe) and LPG and 

acetylene as the carbon sources. 

5.2.2  Synthesis of aligned MWCNTs using LPG 

and acetylene 

The methodology was systematically employed using all the catalysts with one carbon source at a 

time.  In all the samples, characterisation techniques were limited to analysis on the glass substrate 

except for some SEM and TEM imaging where the samples were scrapped off in an effort to provide 

the real surface characteristics. 

5.2.2.1 Structural characterisation of the synthesised 

MWCNTs 

The as synthesised MWCNTs using different catalysts were viewed under SEM using exceptionally 

low magnifications to investigate the alignment.  Figure 5.8 shows the variations in the observed 

structures upon varying catalysts using low magnification. 
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Figure 5.8:  Representative images indicating the different views of the MWCNTs as observed using 

SEM for CoFe catalyst using LPG as the carbon source; (a) aerial view on substrate, (b) scrapped off 

aerial view and (c) scrapped off side views 

Similar images were observed with respect to the different catalyst utilised.  The SEM images (Figure 

5.8) showed vertically aligned MWCNTs were successfully synthesised.  Amorphous carbon material 

was observable from the aerial and side views (Figure 5.8).  Besides this, no other distinctive 

observations were noticeable in both mono- and bi-metal catalysts from SEM images.  EDX data 

confirmed the presence to the respective catalysts and carbon in the samples (Figure 5.9). 
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Figure 5.9:  EDX spectra of MWCNTs synthesised using various catalysts and LPG as the carbon 

source (a) Fe, (b) Co, (c) Ni, (d) CoFe, (e), NiCo and (f) NiFe  

The EDX spectra in the different catalysts observed showed the peaks of the respective catalysts.  

The Si, In, Sn and O2 peaks were also present and they were assigned to the ITO coated glass 

substrate components.  To further characterise in terms of dimensions of the MWCNTs samples, 

TEM was utilised.  Figure 5.10 shows hollow tubular nanostructures with thick walls from all the 

catalysts used. 
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Figure 5.10:  TEM images representing the various MWCNT structures using LPG where (a) Fe, (b) Co, 

(c) Ni, (d) CoFe, (e), NiCo and (f) NiFe are the catalysts used 

This means the vertically aligned nanostructures observed by SEM analysis were MWCNTs (Figure 

5.8).  In some images the catalyst materials were observed at the tip end, sides and inside the tube 

as confirmed by TEM (Figure 5.10).  In order to investigate whether different carbon sources affects 

physical properties like alignment of MWCNTs, acetylene was substituted for LPG.  However, similar 
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SEM images were observed and EDX confirmed the presence of the same respective catalysts, as 

observed in images during LPG investigation.  Slightly noticeable size differences were observed with 

TEM images which showed different MWCNTs dimensions with respect to catalysts used (Table 5.5).  

5.2.2.2 Comparison of the MWCNTs synthesised  

In summary, MWCNTs synthesized by the non-equilibrium PECVD using both LPG and acetylene 

showed vertical alignment, (Figures 5.8).  The alignment was attributed mainly to the plasma.  The 

plasma contains positive ions in the cathode sheath.  The plasma is responsible for the attracting the 

MWCNTs to follow a growth towards the source of the ions.19  To some extent, van der Waals 

interactions between adjacent MWCNTs could also explain the alignment.20  In the EDX spectra, 

there were peaks for the respective catalysts and the carbon with some peaks assigned to the 

substrate components.  In most cases the C peaks were more intense than the catalyst peaks.  Thus 

suggesting that MWCNTs were formed the bulk part of the samples than the catalyst particles.  All 

TEM images showed almost similar sizes however, the slight differences were summarised in (Table 

5.6). 

Table 5.6:  A summary of the mean diameters of the synthesised MWCNTs using LPG and acetylene 

with a variety of catalysts 

Catalyst 
MWCNT mean diameter (nm) 

LPG Acetylene 

Fe 43 40 

Co 65 62 

Ni 56 53 

CoFe 39 38 

NiCo 45 42 

NiFe 41 40 

Generally the MWCNTs produced from acetylene had slightly smaller outer diameters compared to 

those produced using LPG.  In both cases, the least tube diameters where achieved with Fe as single 

catalyst whilst for bi-metal catalyst it was with CoFe.  The differences in the mean diameters were 

attributed to the variations in mean catalyst sizes observed (Section 4.1.2.2).21,22  Amongst mixed 

metal-catalysts, NiCo showed the largest CNT diameter and this could be explained using the 

austenite-phase concept.23  Where, Co and Ni are common Fe stabilising elements.  These austenite-
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stabilising elements are responsible for extending the austenite phase thus making the mixture of 

metals with Fe become stable.  It is this stability which is responsible for the enhanced carbon 

solubility in the mixtures containing Fe.23  In the case of single metals, it is well known that transition 

metals have partially filled d shells.  Therefore, this property enables interaction with hydrocarbons 

in order for catalysis to occur.  Therefore, the electronic structure of these magnetites of Fe is 

responsible for catalysing the decomposition of the carbon source.24  This suggests why Fe produced 

small diameter MWCNTs as compared to Co and Ni.25  Raman analysis was done so as to determine 

the graphitic nature of the synthesised MWCNTs. 

5.2.2.3  Raman analysis  

Raman analysis of the MWCNTs synthesized using the six catalysts showed characteristic CNTs 

disorder band (D band) and graphitic band (G band).  The D band due to defects is usually located at 

1350 cm-1 and the G band, often associate with crystalline nature of the carbon atoms in the 

MWCNTs, at 1580 cm-1.26  The ratio of the D- to G- band (ID/IG) was calculated by dividing the areas 

under the respective bands.  The results presented in Table 5.7 are for each catalyst in comparison 

with the respective carbon source. 

Table 5.7:  Comparison of the ID/IG in Raman analysis with respect to the MWCNTs diameters for the 
LPG and acetylene carbon sources 

Carbon source Catalyst 
Mean tube 

diameter (nm) 

Position (cm-1) 
ID/IG 

D-Band G-band 

LPG Fe 43 1373 1617 0.94 

Co 65 1381 1620 0.73 

Ni 56 1376 1585 0.92 

CoFe 39 1334 1618 0.99 

NiCo 45 1334 1600 0.85 

NiFe 41 1350 1620 0.83 

Acetylene Fe 40 1355 1602 0.86 

Co 62 1357 1602 0.59 

Ni 53 1376 1619 0.85 

CoFe 38 1356 1617 0.88 

NiCo 42 1377 1618 0.85 

NiFe 40 1373 1602 0.82 



K. Mugadza Page 134 

 

Raman analysis showed that the MWCNTs with smaller mean diameters, from TEM analysis (Table 

5.7), had higher ID/IG.  The MWCNTs synthesised using acetylene generally had lower ID/IG values 

than those from LPG.  In both cases, when comparing the single metal catalysts, Fe had the least 

MWCNTs mean diameters and the highest disorder ratios.  For mixed metal catalysts, CoFe had the 

highest disorder ratio.  Therefore, the higher ID/IG ratios could be attributed to greater carbon bond 

strains in the MWCNTs due to a low degree of crystallinity.26  This may suggest that different metal 

catalysts as well as varying their combinations influence the nature of the MWCNTs produced.  This 

ultimately affects the physical characteristics like tube diameters and hence their corresponding 

graphitic state.  The characterisation techniques were substrate dependent; hence, no further 

investigations of the synthesised samples were further examined. 

5.2.2.4  Summary of the synthesised MWCNTs  

Synthesis of vertically aligned MWCNTs was successful using both LPG and acetylene as carbon 

sources at 200 °C in 10 minutes.  The MWCNTs diameters are depended on the size of the metal 

catalyst particles.  This in turn affects the graphitic nature of the MWCNTs.  LPG, a relatively cheaper 

carbon source, synthesised MWCNTs that had better properties than the acetylene synthesised 

MWCNTs.  In conclusion the non-equilibrium PECVD was suitable for growing the MWCNTs directly 

on the substrate without destroying the substrate properties.  Hence, these LPG synthesised 

MWCNTs were tested in organic solar cells as part of the electrode material. 

5.3  Organic solar cells 

Renewable energy sources that are safe and clean to use are promising eventual sources of 

sustainable energy.  This is especially when considering the direct utilization of solar energy.  Organic 

solar cells (OSC) offer a good alternative to conversion of solar energy into electricity.  The energy 

conversion devices are based on solution-processed, light weight, large-area, and potentially flexible 

devices.27  The most widely used OSC are the bulk heterojunction as discussed in Chapter Two.  One 

of the successful ways to fabricate bulk heterojunction OSC to date has been to use ITO coated 

substrates, functionalized with a layer of poly(3,4-ethylenedioxythiophene) polystyrene sulfonate 

(PEDOT:PSS) and an active layer comprising of a mixture of conjugated polymer such as poly(3-

hexylthiophene) (P3HT) with a C60 derivative such as 6,6-phenyl C60 butyric acid methyl ester (PCBM).  

The current challenges for OSC persist on further enhancing efficiency as well as durability and cost-
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effectiveness.  Material design through band gap and energy level tuning has been playing a key role 

in developing new donor materials for efficient OSC.28  Fabrication of the devices to improve 

properties determines the device performance. 

5.3.1 Cell fabrication 

The preparation of the devices was performed under ambient conditions.  ITO-coated glass 

substrates which were previously prepared as discussed in Section 3.5.3.1 and with the MWCNTs as 

synthesised in Section 3.5.3.2 were used.  The steps involved were divided in three stages namely 

the preparation of the polymer solution, the coating of the substrate with aluminium and finally the 

application of the fabricated cell.  The main limitations of the study included the absence of a glove 

box, ideally solar cell experiments are carried in a glove box.  The other factors that influence the 

overall performance of a cell such as the velocity of the wind, cell operating temperature and 

humidity were not monitored.  The focus here was to investigate suitability of the synthesised 

vertically aligned MWCNTs from various metal catalysts in OSC. 

5.3.2 Device preparation  

The devices were divided into three main components, i.e. the electron donor, binder and electron 

acceptor.  The hole transport layer used was poly(3,4-ethylenedioxythiophene): poly 

styrenesulfonate (PEDOT:PSS).  The active layer used was a mixture of poly-3-hexyl thiophene 

(P3HT), and phenyl-C61-butyric acid methyl ester (PCBM), P3HT:PCBM.  To level the MWCNT layer, 

PEDOT:PSS was spin-coated on the MWCNTs synthesised ITO substrate at 3000 rpm for 50 seconds.  

After spin coating the substrate was annealed at 120 °C for 10 minutes in an oven.  P3HT:PCBM was 

spin-coated at 1500 rpm for 30 seconds, and then annealed for 20 minutes at 120 °C. 

The polymer layered substrate was then coated with aluminium (Al).  Before vacuum evaporation of 

the counter electrode, a solution of 0.6 nm of lithium fluoride (LiF) was evaporated on top of the 

polymer coated substrate, to serve as a hole blocking layer.  A 60 nm counter electrode consisting of 

Al metal was thermally evaporated at 2.22 x 10-7 mbar in an HHV Auto 306 vacuum evaporator 

equipped with INFICON SQM-160 thin film deposition thickness and rate monitor.  Current-voltage 

characterization was determined by using standard solar simulator model # SS50AAA (Pet 



K. Mugadza Page 136 

 

Photoemission Tech. Inc.), with a Keithley 2420 source meter.  Where the simulator was operating at 

AM 1.5 and the power input was 100 mW/cm-2. 

5.3.3 Results and discussion 

Bulk heterojunction design was employed for all devices fabricated.  Figure 5.11 illustrates the 

arrangement of the design. 

 

Figure 5.11:  Schematic diagram of the layer arrangement in OSC  

The diode equation of the J-V characteristics was used to determine values corresponding to the 

overall device quality and performance.  Fill factor (FF) and power conversion efficiency (PCE) 

represented as in Equation 5.1 and 5.2 respectively: 

𝐹𝐹 =  
𝐽𝑀𝑎𝑥 × 𝑉𝑀𝑎𝑥

𝐽𝑠𝑐 × 𝑉𝑜𝑐
  (Equation 5.1) 

𝑃𝐶𝐸 = 𝐹𝐹 
𝐽𝑠𝑐 × 𝑉𝑜𝑐

𝑃𝑖𝑛
  (Equation 5.2) 

JMax and VMax represent current density and voltage at maximum power point; JSC represent current 

density; VOC is open circuit voltage and Pin stands for incident light power.29 

The results presented were performed in the dark and in the illumination.  In these devices, some of 

the OSC diodes showed positive rectification, and others showed good conductivity.  The good 
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conductivity was attributed to MWCNTs which were responsible for the improved electrical 

conductance due to their internal walls participating in the electrical transportation which enables 

large current-carrying capacity.30  During the device fabrication, MWCNTs were levelled with a layer 

of PEDOT:PSS and an active layer comprising of a mixture of conjugated polymer P3HT:PCBM.  

Preventive procedures of making the devices in a dark room were executed such that the PEDOT:PSS 

would not degrade.31  This was so because when exposed to UV illumination the PEDOT:PSS 

disintegrates and initiates water into the active layer of the device and thus making it being slightly 

acidic.  LiF/Al was used as the electron collecting contact. 

Figure 5.12 illustrates the current versus voltage (J/V) plots obtained using the MWCNTs synthesised 

using non-equilibrium PECVD with LPG as the carbon source.  

Figure 5.12:  Comparison of current against voltage (J/V) plots in (a’) dark and (b’) illumination using 

MWCNTs prepared with (a) Fe, (b) Co, (c) Ni, (d) CoFe, (e) NiCo and (f) NiFe as catalysts 

The curves for the device in the dark demonstrate a rational rectification for an applied bias of IV.  All 

the samples when tested under illumination the device presented values as presented in Table 5.8. 
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Table 5.8:  Measured cell parameters for all MWCNT samples 

MWCNTs 

sample/catalyst 
Voc (V) Jsc (mA.cm-2) FF Efficiency (%) Rectification 

a (Fe) 0.5159 0.0950 0.2355 0.1160 Yes 

b (Co) 0.5040 0.0880 0.2695 0.0119 Yes 

c (Ni) 0.4900 0.0164 0.3328 0.0029 Yes 

d (CoFe) 0.5131 0.0741 0.2324 0.0088 Yes 

e (NiCo) 0.4390 0.0588 - - No 

f (NiFe) - - - - No 

The highest Voc recorded was 0.5159 V corresponding to the FF of 0.2355 for the Fe synthesised 

MWCNTs.  NiCo and NiFe had no FF and efficiency values due to constraints associated with series 

resistance.  Several factors account for the series resistance and these include; extreme contact 

resistance and poor optimisation of the P3HT:PCBM film thickness.30  The low efficiency could be due 

to the electronic nature of the respective catalysts in the synthesis of the MWCNTs.  The trend 

observed showed that in the single metal catalysts, Fe synthesised MWCNTs showed the highest 

efficiency, 0.116%, followed by Co and Ni.  While a combination of CoFe showed better efficiency 

amongst the mixed metal catalyst.  This could suggest that the catalytic nanoparticles were 

participating in the electronic transfer processes in devices.  Therefore, it can be concluded that LPG 

synthesised MWCNTs are suitable electrode components.  Also, catalytic nanoparticles used in the 

synthesis of the MWCNTs influences the ultimate activity of the MWCNTs in the OSC device.  This 

was attributed to the size of the MNPs, the smaller the size the smaller the diameter of the 

MWCNTs.21,22  Hence, for this case, the small sized MWCNTs are better electron transporters. 

5.3.4  Summary of the OSC 

The performance of the MWCNTs synthesised using different catalysts were compared in OSCs.  The 

devices fabricated using MWCNTs synthesised by all the catalysts, except NiCo and NiFe, showed 

positive rectification.  Single metal catalysts exhibited best efficiencies as compared to bimetallic 

counterparts.  The observation was attributed to the nature of the catalyst particles.  MWCNTs 

synthesised using LPG had better efficiencies than those synthesised using acetylene. 
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Chapter Six 

CONCLUSIONS AND FUTURE WORK 
This chapter gives a summary and overall conclusion of the work.  It also highlights possible ways in 

which the study can be further developed. 

6.1  Summary of thesis chapters 

Chapter One emphasis is on the relevance of studying the MWCNTs synthesised directly on the 

substrate and their associated physical-chemical properties from the literature.  A detailed 

background of the study which addresses the importance of energy and the problems associated 

with the current energy supply resources is provided.  Factors contributing to the energy strain such 

as population increase are also discussed.  This energy strain in the current primary energy sources 

brings about the need for sustainable and alternative renewable resources of energy.  Justifications 

of the choice of substrates and the method employed for synthesis are highlighted.  The aims and 

objectives are also stated in this chapter.  A general thesis overview in terms of the outline is 

provided at the end of Chapter One. 

In Chapter Two, a literature review of the study is provided.  The use of energy and the 

implementation of various energy sources are described in greater detail in this chapter.  The current 

energy consumption with respect to each source of energy supply is further explained.  A brief 

history of some of the renewable energy forms and their associated disadvantages are presented.  

The chapter further points out how nanotechnology has opened up new lines of study to meet the 

looming energy crisis.  The carbon nano-forms that cover various carbon allotropes are discussed 

herein.  Properties of CNTs in relation to their functions are also described.  A descriptive study on 

the various synthesis methods available for CNT production and the factors affecting the CNT 

synthesis, growth and mechanisms involved are presented.  The application of the synthesised CNTs 

in organic solar cells and the types of organic solar cells are described.  Characterisation techniques 

available for the investigation of the synthesised CNTs are also discussed in this chapter. 
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The experimental details are provided in Chapter Three.  Here, details concerning the metal 

precursors, solvents, gases and other chemicals involved in the synthesis of MNPs and MWCNTs are 

presented.  The instrumental details, models, software versions and the procedure used in data 

collection are provided.  Different methods involved in the synthesis of MNPs and MWCNTs are 

evaluated.  A descriptive design of a non-equilibrium plasma-enhanced CVD and the parts involved 

are provided. 

Chapter Four and Five discusses the MNPs and MWCNTs results, respectively.  These two chapters 

form the core of the study.  Characterisation and comparison of the synthesis methods involved in 

synthesis are evaluated thoroughly.  Representative SEM and TEM images of the observed structures 

showing the morphology and nature of the synthesised catalysts and MWCNTs are presented.  In the 

case of MNPs, images that indicate the nature and state of agglomeration are provided.  FTIR of the 

MNPs showed the presence of the characteristic metal-oxide bonds and TGA showed the 

characteristic TG profiles for the organic capped MNPs.   

In Chapter Five, the MWCNT images that show alignment and the structure of the synthesised tubes 

are provided.  The graphitic nature of the MWCNTs was examined with Raman analysis.  The 

application of the synthesised MWCNTs in OSCs, experimental procedure and the solar cell 

performances are reported herein.  In this chapter it was apparent that the aligned MWCNTs are 

suitable for OSC applications. 

Chapter six provides the summary, conclusions and future prospective of the work involved. 

6.2  Conclusions 

Two synthesis methods, thermal decomposition and co-precipitation, were employed.  From the 

data evaluations, in terms of suitability of size and dispersion, co-precipitation was superior than 

thermal decomposition method.  In the thermal decomposition method, agglomerated MNPs were 

synthesised.  The method involved the use of high temperatures which destroyed the substrate 

morphology resulting in the melting of the substrate.  These MNPs synthesised in this method were 

large and therefore were not suitable for MWCNT synthesis application. 
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Whereas in the co-precipitation method, mono-dispersed MNPs of Co, Fe, Ni, a mixture of NiCo, NiFe 

and CoFe were successfully synthesised in a homogeneous aqueous solution.  The average particle 

sizes were varied in the range 3-10 nm.  The EDX, FTIR and TGA techniques confirmed the presence 

of the organic coating in the final MNPs product.  The FTIR showed characteristic metal oxide bonds 

for the respective metal elements.  The oxide nature of the MNPs was attributed to the smaller size 

of the MNPs thus an easy oxidation of the metals could have occurred.  The general trend observed 

in the TG curves showed the presence of the organic coating from HDA.  This coating was concluded 

to be effective for the dispersion of the MNPs.  According to the comparison of the TEM images for 

the two methods, it can be concluded that the co-precipitation preparation method successfully 

overcame the problem of agglomeration and was appropriate to obtain the metal nanoparticles with 

smaller crystalline sizes.  Therefore the co-precipitation method was superior to the thermal 

decomposition method. 

In terms of vertically aligned MWCNT synthesis, ferrocene-toluene, the mixture of ferrocene and 

toluene produced MWCNTs with relatively smaller tube diameters with the least thermal stabilities 

and a higher degree of graphitization.  For LPG single furnace method, productions of fibres were at 

low temperatures of 600 °C, whilst MWCNTs synthesis at intermediate temperatures of 800 °C, and 

mixtures of spheres and tubes as the temperature increased to 900 °C.  ITO substrate melted as the 

temperature was increased above 600 °C.  This method was not suitable for the project, direct 

substrate growth of MWCNTs.  In the LPG double furnace, ITO properties were maintained in the low 

temperature furnace.  However, the double furnace method produced short and thick randomly 

oriented MWCNTs.  Based on the targeted orientation, vertical alignment, this approach was again 

not suitable for the work. 

In non-equilibrium PECVD, methane and ethylene could not be able to synthesise any CNTs since 

they blew off the plasma (glow discharge).  In this approach, low temperature synthesis of the 

MWCNTs was successful in achieving vertical alignment using LPG and acetylene.  The system 

produced amorphous carbon as by-products.  Also, based on data obtained, it can be concluded that 

the activity of the alloy was better than the activity of the single metals in production of high quality 

MWCNTs with reduced defects.  The vertically aligned MWCNTs synthesised by the non-equilibrium 

LPG showed positive results during testing in OSC.  MWCNTs synthesised using iron-based catalyst 

showed the highest efficiencies followed by Co, and lastly Ni.  Based on this, it can be concluded that 

MWCNTs synthesised by this system decreases with change of the transition metal catalysts used 



K. Mugadza Page 145 

 

from left to right. In the MWCNTs from mixtures of metals, CoFe showed the highest efficiencies, 

which suggested that a combination of Fe and Co is most suitable compared to the NiCo and NiFe 

combinations. 

6.3  Future work 

Several possible ways are inevitable to further study the current work.  Firstly, synthesis of the 

combined tri-metallic mixture of the catalysts involved and a comparison of the different catalytic 

mixtures.  The use of techniques such as AFM and XRD on the deposited MNPs would assist in the 

investigation of the size, crystallinity and layer thickness of the metal nanoparticles (MNPs).  

Secondly, an investigation of the effect of several ways in which the MNPs can be deposited on the 

ITO coated glass substrate.  This involves techniques like spin coating which aids the understanding 

of the ideal morphology of the MNPs on the substrate.  This also improves the dispersion of the 

MNPs on the substrate and in turn brings about a way to control the density of the synthesised 

MWCNTs.  An investigation of the ways in which the MWCNTs density can be controlled, including 

introduction of polymers or dendrimers to enhance the optical transparency as well as the 

conductivity studies of the electrode for fabrication of OSC.  The use of other diluents such as 

ammonia can be incorporated so as to increase the etching ability of the plasma.  Synthesis of the 

MWCNTs on other substrate materials with higher strain points such as FTO, plastics, polymers and 

rubber.  Larger area synthesis of the MWCNTs can be done so as to enhance optical transparency, 

thus being able to measure transmittance, and improve characterisation with the use of XRD 

measurements.  The system can also be used to synthesise doped MWCNTs using the same carbon 

sources and lower nitrogen or boron containing precursors for applications in OSCs.  Electrochemical 

characterisation in order to quantify the absorption efficiencies, exciton dissociation efficiency, 

charge transfer efficiency and charge collection efficiency separately at respective interfaces since 

these factors have a substantial effect on the overall performance of the OSC device.  A different way 

to fabricate the OSC by either removing PEDOT:PSS or removing P3HT:PCBM and test the efficiency 

of the device.  In addition, the utilization of a glove box to ensure that possible environmental 

consequences are eradicated during solar cell experiments. 
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APPENDICES 

A.  Laboratory apparatus 

Spatula stirrer bar round bottomed flasks 

watch glass quartz boats quartz tube 

measuring cylinders forceps thermometers 

burette pipettes. 10 ml syringe 

 

B.  FTIR 
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IR spectra of cobalt oxide 

 

IR spectra of nickel oxide 
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IR spectra of cobalt ferrite 

 

IR spectra of nickel ferrite 

4000.0 3600 3200 2800 2400 2000 1800 1600 1400 1200 1000 800 600 380.0

50.0

55

60

65

70

75

80

85

90

95

100

102.9

cm-1

%T 

CF par

3630.62

3121.84

2959.00

2918.48

2850.45

1555.89

1467.65

1330.64

886.71 792.91 570.75

458.95

4000.0 3600 3200 2800 2400 2000 1800 1600 1400 1200 1000 800 600 380.0

26.3

30

35

40

45

50

55

60

65

70

75

80

85

90

95

100

104.6

cm-1

%T 

NiFeO

3361.88

3026.69

2956.25

2916.75

2849.66

2050.74

1612.49

1520.84

1470.85

1402.84

1146.55

1088.66

993.75

967.92 774.67

717.23

654.13

542.00

418.89



K. Mugadza Page 149 

 

 

IR spectra of nickel cobaltite 
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