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Abstract

The trend towards digital video has created huge demands on 1the link bandwidth required 10 carry the
digital stream, giving rise o the growing research inlo video compression schemes. General videa
compression standards, which focus on providing the best compression for any type of video scene, have
been shown to perform badly at low bit rates and thus are not often used for such applications. A suitable
low bit rate scheme would be one that achieves a reasonable degree of gquality over a range of
compression ratios, while perhaps being hmited to a small set of specific apphications, One such
application specific scheme, as presented in this thesis, 15 o provide a differentiated image quality,
allowing a user-defined region ol interest to be reproduced at a higher quality than the rest ol the image.

The thesis begins by introducing some important coneuepts that are used for video compression followed
by a survey of relevant literature concerning the latest developments in video compression research. A
video compression scheme, based on the Wavelet transform, and using an application specific idea, is
proposed and implemented on a digital signal processor (DSP), the Philips Trimedia TM-1300. The
scheme is able to capture and compress the video streanm and (ransmit the compressed data via a low bit-
rate serial link to be decompressed and displaved on a video monitor. A wide range of flexibility is
supported, with the ability to change various compression parameters ‘on-the-fly’. The compression
algorithm is controlled by a PC application that displays the decompressed video and the original video
for comparison, while displaying useful rate metrics such as Peak Signal to Noise Ratio (PSNR).

Details of yimplementation and practicality are discussed. The thesis then presents examples and results
from both implementation and testing before concluding with suggestions for further improvement.



Contents

e G T S S OO P RO PDIRROTSIUUIN il
ACKNOWICAZCITICTIIS ... et et e oo oo et e il
F N ST T B SRR S S RO v
CONENLS vt e SRRV R PP OPPUPPTPN v
I o T B T T USRI Vil
LSt O TabIES e e e B TSP PP ROT SRR PRI RO Xi
LSL 0L ADDTEVIIIONS Lottt et h ettt e e et e oo st et et et d et ar sttt e e e e e a o1t e e ama e e et ean et et e e ae e rane e XIf
Chapler ) INIFOAUCTION Lo e |
. WAL 8 VIGO0 . e e e et oot e et e e e e nn e |
1.2 Why the Need 10 ComPress?. . oo e e e 2
1.3 How 15 Compression AChIEVEA? ..o e e 3
1.3.1 TeMPOTal COMPIESSION ..ottt it ittt et e ettt ettt e e e e e et ee e eaeneeenes 5

1.4 ROAAMEAP 0 D ISR ALIOM . et eeiieies ittt e e 1o e ettt e e e e e as e e aaa e 0
Chapter 2 VIACO COmMPression TTEOMY .. .oi i i ittt ettt e e e e smre e e e e 8
2.1 Digital VIideo REPreSEMIation ......coiiiii i et e e et a et e et e e 8
2.1 COLOUT SPUCES ... e e e bt n e 10

2.2 LLossless Compression TeChNIQUES ....v it 12
2.2.1 Predictive Encoding................. O PP O BTSSR TOT ORI 12
222 LemIPEl-ZIV-WEICI ... e e e e 13
223 EnIYOPY LiCOGINR v e e e e e e 13
2.24 ATIINICHE ENCOUINGT oottt ettt ettt et e st ane e 15

23 Measurcment of Image QUaTIY . ... e e 17
2.4 Still Image Compression TeChMIGUES ......ccooo i e 17
2.4, LT [ TR Y3 =) T o O SR 18
2.4.2 N U o BN TeT o Td 13 D T T4 18
2.4.3 QUantiSOtIoN. oo e 20
2.4.4 Unlropy Encoder/DecOder ... i et e 22

2.5 B s T Y I G0y 7o) ont-y [ ) 1 DT T PSSR 22
2.6 R [ B O 1D N e Lo O OO P USRS 22
2.6.1 T O Y e 22
2.0.2 Discrele Wavelet Transform..........coooocciin v PR 24



2.6.3
2.64
2.6.5
2.6.0
2.7
2.8
2.8.1
2.8.2
2.83
2.8.4
2.8.5
2.8.6
2.9
2.9.1
292
293
2.94
295
2.10
Chapter 3
3.1
3.2
3.2.1
322
323
3.24
325
3.2.6
3.2.7
3.3
("hapter 4
4.1

Boundary HanGlng. .. ..o ettt et e et et et ae e 26
The 2-D Wavelet Transform as Applied 10 JMBEES ..o, 27
The Advantages of the Wavelel Transform.... ... 29
Wavelet Based Compression SCREMIES ...oo .. iveiiiiiiiresie it v e e 30
Temporal Compression TCCRNTQUES ... i e e e 38
ComMPressIon SIANAAAS ...oo.oois et e et e 40
Jomt Pictures TExpert Group (JPEG) .o 40
M PEG . e e e e e pa e 42
JPEGZ000. . e e e e 42
M E G- 20 e e e e ettt e 42
o U O S TR TP PP UD PR SRPO RS 45
L2203 e e e e et e et e e e a e 46
CUMTENT VIAEO RESEANCI.. ..iitiiiiii ettt ettt e ee s 46
A Zeso Tree Wavelet Video Encoder. ... 46
Partitioning. Apgregation and Conditional Coding (PACC)...o.ccoiiiiiiiiiiiiiiniiiecec 47
Texas NStrunients Wavelel CoURT . .ooovii i e 48
3D ViIdeO COMPICSSION .. .. eee it ieiiiie et e st e e e et e e e ne e e eniiaa e 43
MOotIor JPEG2000 ... it e 50
N0 4T 0T ST PSPPI 50
The Proposed Compression IMplementation...........oooevviiiiiniie i 53
SYSIEI OVEIVIEW L.oi ittt et e et ettt et et e e e e e e e e £ oo e e reecae ey bas b e ea e s 53
Choices and JUSTHTCATION 1.oiiri it e e et e et e e e e e e e e e e a e b bttt e e e e e e ans 54
A AT [T X 21 s TEN PR RUU PRSPPI 54
Colour oF GIeySCALE? .. oottt et et et e eees D
Choice of Transform - Wavelel ... oo et e e 55
| TN o P TP 58
Choice of Compression Scheme — SPUHT ... e 62
APPLICALION SPECIFIC... .ottt ettt e e e i 03
Choice of Serjal ComMUNICATIONS .. .oiiieiiii ittt ee e e e e e e et et et eve sameassaaeees 64
LTI IIYATY Lttt et e e e e e e ey oo e et e oot et en e e e et et ekt a e Ao e ettt e e e e e e e e eeens 65
Test-DEd IMPLEMENIATION. (...t e et e e e e e 66
THE TESI-BEA ...t s e et ere e e e e 06

Vi



4.2 Trimedia OVETVICW ..o, O TSR PR RDNUPUPTUROON 67

4.3 The i) TeSE PrOZIan oottt e e e e 69
4.4 DSP SOftWATE O VETVIEW ... ettt ettt ettt e et a e e e 70
4.4, LIPHIE COME ottt e e ettt e e e e e e e en e 71
4.4.2 SPIHT COBC it e e e e e et e e et e e e e e et s e e bt ee st aeeaeaaanes 74
443 Capture franmIe COUET ..o.i it et e e e e e et e e 78
4.4.4 ATHIINMEHC COAE 1ottt e e e ettt e e 79

4.5 PO SO IWATE ...ttt e et e e et e e et e e e e e e et e e b b 80
4.51 Start and Stop — The Use of the Peripheral Componeni Interconnect (PCI) Bus.............. 82
4.5.2 The Oplional Sertal LinK ... 84
453 Displaying Video on the PC MONIOE ..ot e e sieeee e 86
4.54 THE ATEE OF INTETESL ..ot e e et h e e et 88

4.6 LT T 72T RSO 89
Chapler 5 Performance Evaluafion ... e e 20
5.1 OVErall PEIr OMMANCE. ... ettt e et e f e e et et e e e e ee e %0
5.1 [nitial PSNR and Subjective ReSUNS..c....oi i e 90
5.1.2 TINHNE ISSUES .o e e et e e e e e 95
5.1.3 The Effect of Adjusting the Wavelet Herations ... 97
5.14 LOSSIESS COMPTESSIONT ..ot iiie e et ee ettt ettt ettt ettt et e e et e e e e reean e 929
5.1.5 TE SEMTAT POIT ...ttt ettt e e e 99

5.2 Effect of fhe ATeas OF TNICTEST .o e e e e 99
5.3 Comparison with Other Intra-(rame SChEMES ... ..ccciviiiiiiiii e 102
5.4 Comparison with Temporal SCHEMES ........ccooiiieiiii e e 106
55 YT 52333 = U PP 110
Chapter 6 Recammendations for Future Work........coooooo 111
Chapter 7 CONCIUSIONS 11ttt et ettt e ettt et e s r e e eee e rences L12
Appendix A 0] Fo U0 ] o T2 Vo X T 115
Appendix B Scarch Algorithms for Motion Compensation/ESUmMAalion ...........cccvveveiiieiieieniereeensneens 119
R EIEIICES ... ettt ettt st s et e e s ettt e et sttt e e A e e et e ae e e e 122

Vil



Figure [.1:
Figure 1.2:
Figure 2.1:
Figure 2.2:
[Myure 2.3:
Figure 2.4:
Figure 2.5 :
Figure 2.6 :
Figure 2.7 :
[1pure 2.8:
Figure 2.9:
Figure 2.10
Fignre 2.1
Iipure 2,12

Figure 2.13

Fiaure 2.14 .
Figure 2.185:
Figure 2.16:
Figure 2.17:
Figure 2.18:
Figure 2.19:
Figure 2.20:
Figure 2.21:
Figure 2.22:
Figure 2.23:
Figure 2.24:
Figure 2.25:
Figure 2.26:

Figure 2.27:

Figure 2.28
Figure 2.29

List of Figures

Example of pixels thal Make up an iMage ..........oooiieiioiiieee e, 2
Exaniple of Temporal Reaundancy.. ..o e 6
Basic Block Diagram of Video Caplure. ........ oot ieiiiee et et 8
Scamning Patterns used i Viden CaplUre....... oo iiieia e it er et ia e aeniae e ere s 9
A T-Level Uniform QUantiZer. ... ... e e e r e 10
Digital Video REPrESERIAtION ..o .ottt et e e [0
THe 4:2:2 FOTINAL ..ooviiiirii ettt e st e e s iae e et e 1 n ket e e et ae e e e e e L
TIE A:2:0 TOTTNAL oot et e ettt ettt e et e et e e et e c e e 11
HUuTIman Code TTee. ... e e e e e et e e e 14
Example of AnNthmetic encoding ... e 16
Block Diagram of Commean Still Image Compression SCheme ... e 17
: Mustration of Frequency Distribunon and Scanning Order in DCT ... 19
: Example of *blockyness’ with the DCT ... e 20
: Example of a Simple Vector Quantization ProCess.......coooiiiiciiiicie e 2]
: Band-Pass Nature 00 Wavelel ..o 25
Filter Bank Structure oy Wavelel Trans{ormi ..o iee e ceverias e 26
Results of Incorrect Border Handling of Image ... e 27
Filter Implementation of the 2-D Wavelet Transforn ...o....oooooo i e 27
A Waveletl Transform of “Man® with 3 5erations ...........ocooeii i 29
Notation for Various SubbDands..........coooiiiiii e e 30
Mustration of Hierarchical Nature of Wavelet Transform ..........cccocovivevieiiiiiiiceen e 31
Example showing the Tree-like Structure within the Transform ... 31
Common Scanning orders used by EZW. In this case the wavelet transtorm js 3 levels..... 33
Visual Comparison of Compression of *LLena™ at 32:1 tor JIPEG ... 33
Visual Comparison of "1.ena’ at 32:1 for EZW oo 34
JPEG Image of "plane’” at 4071 . .ooo i i e e 35
SPIHT Image of ‘plane’” at 40:1 ... s e 36
JPEG Image of ‘Lena” al 32:1 .o e 37
SFQ Image of "Lena’ at 32:] .o e s 38
: Basic Block Diagram of 2 Video EnCOUCT .........ioitiii e 38
: [Nlustration of Motion Compensation/EStIMation. .......ieieriiiiinimeaeece i ices e 39

Viii



Figure 2.30: Block Diagram of JPEG ENcoder/DECoOder .......ocuvveieiiiiie ittt 41

Figure 2.31: MPEG-1 Group O PICIUIES «oooi i e ittt st et e e 43
[Migure 2.32: Basic Block Diagram of MPEG-4 Encodey [MPEG4) ... 45
Figure 2.33: Results of the Zeyotree Wavelel Encoder versus MPEG-4 VM. Results from [Mart97]..... 47
Figure 2.34: 3-D Wavelel Transforrm on a Group of Frames ... 49

Figure 2.35: Results as Reported by Kim et al [Kim00] of 3D-SPIHT versus H.263. The video is the

standard *Carphone’ sequence at 30kbs and a frame rate of 10fps. ..o 50
Figure 2.36: A Taxonomy of Some of the Vidco Compression Techniques Available.....oo 52
Figure 3.1: Trade-off considerations of a video compression codec [Bhas97] ... 53
Figure 2.2: Basic Block Diagram of Video Compression SCheme....oo.oooviiiiiinnii e 54
Figure 3.3: FIR Filter mplementation of Wavelet Trans{omi . ... e 58
Figure 3.4: Basic Block Diagrant of LIIDE. ..o ettt ettt 59
Figure 3.5: 9-7 Lifting Wavelet Transform ... oo e 62
Figure 4.1: Block Diagram of Test-Bed (ltalics represents optional extras) ..., 66
Figure 4.2: Trimedia Block Diagram [Trimedia) .. ....ocoooueri it 68
Figure 4.3: Development Board Diagram [Trimedial.........ccoooii e 69
Fraure 4.4: Screenshot of PC Test Prograny ..o e 70
Figure 4.5: Basic Flow Diagram [or DSP Code .. e 71
Figure 4.6: The Four Cases of Symmetric EXEENSION ... 72
Figure 4.7: Boundary Extension for Wavelet Transform.............oooi 72
Figure 4.8: Diagram for Explaining Lifling Code ..o 73
Figure 4.9: Flow Diagram of Control 100p for LIUNG....c..ooiiiiiii e 74
Fugure 4.10: The Lists For SPIT .o e e e e ee e s 75
Figure 4.11: Ayray representation Of JISES. . ... i e st iee e e ae e b arte s e e 77
Figure 4.12: Nlustration of the Deletion of an Array Element .......ccoivioiiiiiii 77
FIgure 4.13: Caplure 0F VIAEO .. ..ot et et e et s 79
Figure 4.14; Basic Flow Diagram for PC Code........ooiii it e et et 80
Figure 4.15: ScreenShot of PC INterface SCreen ... o i e ae e 81
Figure 4.16: Diagram of Setting up DSP from PC ... 82
Figure 4.17: The Communications Packers... ... ... e 83
Figure 4.18: Basic Flow Diagram tor Serial LInK ... e 85
Figure 4.19: Original Colour 'Baboon’ PICHUIe...........cccoiiiiiiiiiiie s e 86



Figure 4.20: The Result of INCOITECt Up=-SaMPling.......cccciiiimiiii it et i ee e 87

Figure 4.21: Result of Copying Neighhouring PixXelS . ...o.ooi oot st 87
Figure 4.22: Possible Sizes for a Video Display ... o, 88
Figure S.1: Graph of Tabulated RESUILS ...ooi i ittt et a e e e 91
Figure 5.2: Resulis for Video Testing at ClF L 92
Figure 5.3: Colour Resullts for Video Testing at CIF ... 93
Figure 5.4: Video Results f0r QU i it ettt e e et e e e e e e e e e e e aasan s 94
Figure 5.5: Colour Video Results for QCIF ... e ettt 95
Figure 3.6: Resulls of adjusting the number of wavelet iterations. The compression ratios 1s maintained at

L O O U U S UO U P OV OT TP URTTPPUPPN o8
Figure 5.7: Area of Interest Results for Greyscale CLF. ... 101
Figure 5.8: Area of Inferest Results for Greyscale QCIF .o 102
Figure 5.9: 'Akiyo' frame 117 encoded at 32kbps for S frames/s .....c.cooooiiiiiiiii 104
Figure 5.10: T'oreman’ tframe 59 encoded at 32kbps al 5 frames/s ..o 105
Figure 5.11; ‘HallMonitor' frame 132 encoded ar 32kbps at 5 frames/s ..oovvoinniriniiiiii 106
Figure 5.12: 'Toreman' SCqQueNCE Al VATIOUS FALES ... ..oiiiuiiiieeiric e ie e e e e e 108
Figure 5.13: 'Akiyo' and 'Hallmonitor’ al VATIOUS FAIES .......ccooiuvr ittt ieie e e e e e 109
Figure B.1: Motion Estimation [BRasO7]. ..o 119
Figure B.2: Example of Logarithimic Search. ... e e, 120
Figure B.3: Hall-pel Motion estimation [BRasO7] .. ..o e 121



List of Tables

Table 1.1 1 UNCoOmMPresSed Al SIZES .o.ovee it 3
Table 1.2 : Typical Transfer Rates for conumumication TNKS ..o e 3
Table 2.1 : Example of Huffman Encoding ..o [4
Table 2.2: Comparison of JPEG and SPIHT [SaidO6] .. .civv it et 35
Table 2.3: Comparison berween JPEG and SFQ ... s e e e 37
Table 2.4: Results of PACC versus MPEG-4 VIM [MarpO7] ..ot 48
Table 3.1: Results 0f VIllasenor TeSUNE. ..o i et st nr s casr e e saae oo e 57

Table 3.2: Comparison Between SFQ, SPIHT and EZW. Resulis Tor SFQ obrained from [Xion97],

SPIT from [Sa1d96] and EZW from [SHhapO3] ... e 63
Table 5.1: PSNR Results of Video Testing (Frame Rate =35 PS) ..o 91
Table 5.2: Encode and Decode Times for Colour and Greyscale VIideo. ....ooooooiiciiiio 07
Table 5.3: Luminance PSNR Measurements at Various Bil RaleS.......coooooiii e iaeeeeies 100

Table 5.4: Measured PSNR for Video Frames of Standard Sequences, 'Foreman’ [Frame 59, *Akiyo’
Frame 117 and *Hallmonilor' FraniC [32. .t b 103

Table 5.5: Luniinance PSNR Results for Entire Video SEQUENCES. ... v vires i e 106

X1



26
3-D
3G
CCD
CIFF
CMY
DCT
EZW
(ps
HVS
ISO
ITU
JPEG
JPEG2000
kbps
KLT
LZW
Mbps
MIPEG
MIPLG2000
MPLG
N1SC
PACC
PAL
PSNR
QCIF
RGB
RLE
SIFQ
SIF
SNR
SPIHT
ZTE

List of Abbreviations

Second Generation

Three Dimensional

Third Generation

Charged Coupled Device

Common Image Format
Cyan-Muagenta-Yellow

Discrete Cosine Transform

FEmbedded Zerotree Wavelet

Frames per Second

Human Visual System

International Standards Organisation
International Telecommunications Union
Joint Pictures Expert Group

Joint Pictures Experts Group 2000
Kilobits per second

Karhunen-Loeve Transform
Lempel-Ziv-Welch

Meyabits per second

Motion Joint Pictures Experts Group
Motion Joinl Pictures Experts Group 2000
Motion Pictures Expert Group
Nationa} Television System Commiiltee
Partitioning. Aggregation and Conditional Coding
Phase Alternate Line

Peak Signal to Noise Ratio
Quarter-Common Image Format
Red-Green-Blue

Run-Length Encoding
Space-Frequency Quantisation

Source Input Format

Signal to Noise Ratio

Set Partitioning in Hierarchical Trees
Zerotree Entropy Encoding

XU



Chapter 1 Introduction

The modem digial era is coming of age with a myriad of digital devices now available for mnany
applications. In this digital era communication between people has become increasingly easier with a
person being able (o communicate with another in just about any location on the globe. This ease of
communication prompts vendors 1o deliver more and better seyvices than before while trying 16 maintain
similar usage of available resources. One such service is the provision of belter quably video ior a
variety of video based applications from video conierencing to home video editing.

To achieve this goal manufacturers have moved to digital video as it has become increasingly popular
over its analogue predecessor for nvo main reasons. Firstly, with the readily available digital storage
media, a video stream. once digitised, is more easily stored than the analogue version and, secondly,
once captured, replicating the video or image is a lossless process whereas, with analogue, every copied
version adds noise due to the copying process. Digitised video allows for a multitude of applications,
each of which is becoming an cssential part of the dizital era. In the medical profession, using a video
stream allows doctors to make remote consultations without unnecessary irave! 1o the location, while
with 3-D imagery they are able to make a diagnosis on the computer screen, where before surgery would
have becn required. Satellites are constantly fransmiting images over communications channels for
weather, Digital TV and many other uses. n the business world, digital video has become indispensable
with applications in video conferencing. allowing the businessman to converse face-to-face with clients
wilhout having to travel preat distances to meet them. Perhaps the most widely used medium for digital
video transmission 1s the Intermet. With this global network users are able to download video sequences
and communicate with fricnds and family abroad through videophones, 2all of which are taken for granted
and scen as vital tools for modern living. Today’s digital consumer expects to have all these applications
dehvered at real-time, all the time. and on top of existing applications which places a huge strain on
available resources.

But what is video? 1low is it represented? Why can’t you watch a movie quality vidco over the Internet?
These are a few issues this chapter aims to cover. Firstly a briel description of how video is represcnted
digitally is given; this is vital for a better understanding of the requirements of employing video in any
applicarion. Then 2 case for video compression is presented followed by some video compression
fundamentals.

1.1 What is Video?

Anyone who has a television set has been exposed 1o video. Most have probably not thought too much
about the generation of the video and accepted that it is a carbon copy of events as they transpired. This
is, in actual fact, not strictly frue.

Consider a photograph of a scene. The photograph captures the scene as it 1s at (he moment in time when
the photograph was laken. If the light changes or an objcct is placed in the scene, the photograph is no
longer an exact replica of the scene. In video, the goal is to replicale a scene over a period of 1ime, which
could be anything from a few hours to a few days. In this case, multiple photographs taken al regular
instants in time are needed to properly represent a scene, especially if the scene is always changing. The
captured video sequence can then be viewed by displaying each photograph of the scene at the same
regular rate. If an object was moving in the scene then a still image of that object would be captured



Chapter 1: Introduction

every tume a photograph was taken. When the photographs, or video frames, are played back quickly
enotgh an illusion of the object moving in the scene is created.

Video, as seen on TV and other such applications, is represented as described, by displayimg a series of
still pictures fast enough 1o fool the brain into thinking there is motion. this process is an exploitation of
the Human Visual System [Bhas97] (HVS) which is able to interpolate between successive frames and
convince the brain that continuous mation is being viewed. The number of still images displayed in a
specific time period, to create the illusion of motion, is called the temporal resolution. Even though the
HVS is able to interpolate framies 1o create the illusion of continuous maotion, there still exists a minimum
number ol still images to be shown per second before the motion appears to become ‘jerky’. Typically in
broadcast TV the temporal resolution is 25-30 frames per second, which provides a continuous motion
video sequence.

In digital video cach frame is an NxM matrix of dots. called pixels, which are of varymg intensities and
colours to represent the image. As with motion, the HVS interpolates between neighbouring pixels to
create (he illusion of a continuous image. The more pixels present, Le. the mgher the spatial resolution,
the better the quality of the image [Hoan01]. Figure [.1 highhghts this fact by showing a magnified view
of a portion of a 512x512 digital image. The inage itself looks continuous but as the 8x8 magnified area
shows there are step variations between pixels arut thus the image is not actually continuous.

Pixel

Figure 1.1: Example of pixels that make up an image

1.2 Why the Need to Compress?

The representation of video as a series of sti)l images is very cumbersome; a hitle arithmetic and a look
al current communications systems and storage devices reveals that there is a problem of storing and
transmitting this video.

Table 1.1 shows uncompressed bit rates required to transmit some typical data sources. The fable
highlights the enormous amount of bandwidth required (o transmit uncoimpressed video sources at their
required rates. To fully appreciate the strain that video can pul on a communications nerwork it is useful
to look at typical (ransfer rates for conmimonly available communication channels. Table 1.2 lists a few of

2



Chapter [: Introduction

the most common communications links used today. Looking at both tables and considering that there
are many users of communications devices at any onc time, it is plain to see that (he inclusion of video
traflic puts a great deal of strain on available communications links. For an alternate viewpoint, using
Table 1.1, we can compute the amount of storage space needed 1o store a two-hour broadcast quahity
video, which works out (o be =106 gigabytes. Considering that the capacily of a single-sided DVD is
about 4.7 gigabytes, it will only bc able 1o hold less than 6 nunutes of video. Clearly some form of
significant compression is required to make video a viable communications Lool.

( Application Bandwidth [le_q_ui_l;(l—_:
| Video Conference (15fps) 34.8 Mbps |I
Framesize 352x288, 24 bits/pixel |
Broadcast video (25 fps) 237.3 Mbps |
Framesize 720x576, 24 bits/pixel I
Table 1.1 : Uncompressed data sizes
‘Connection Type Transfer Rate
Analog Modem 56 kbps
ISDN 128 kbps .
Cable Modems 25 Mbps
Inficom Wireless Modem 10 Mbps
Point-to-Point Wireless 100 Mbps
Fiberless Optics (Laser) o bps
Current 2G Mobile 9.6 kbps — 14.4 kbps
Proposed 3G Mobile 382 kbps — 2 Mbps ‘

Table 1.2 : Typical Transfer Ra(es for communication links

Even if communications channels and storage devices were able (o cope with the large amounts of data
required for video, commpression would be valuable as it translates to more money. The driving force in
research for better compression schemes is, like in so many (hings, rooted in economics. The best
compression scheme translates (o more images or video media stored with (he same slorage capacity and
thus more money. This point is well made in an article from Business Week that highlights the need for

compression.

“The bigyest obstacle to the vaunted multimedia revolution is digital obesily.
That s the bloat that occurs when pictures. sound and video are converted from
their natural analog form into computer language for manipulation or
transmission...Compression, a rapidly developing branch of mathematics, is
putting digital on a diet... lts popularity is rooted in economics: compression
lowers the cost of storuge and transmission by packing data into a sinaller
space. Many new electronic products and services simply couldn 't exist without
.

Business Week, Feb. 14, 1994

1.3 How is Compression Achieved?

Compression is the art of representing information with as few data bits as possible [Taub86]. It uses rhe
fact that real world data is usually highly correlated. Simply put, correlation is the relation between two

3
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or more data points such that chanpes in the one are accompanied by changes in the other. An cxample of
this is the English language where if g ‘qQ” is used then there is a large chance that the next letter used will
be *u'. meaning that *q" and ‘u’ are correlated. So the need (0 represent the *u' afier the ‘g’ is redundant
and vften unnceessary, A compression algorithm could be designed to insert a *u’ after every *q* and thus
represent information more efficiently'. This type of compression scheme is called predictive as it
predicts future information values (‘u') from previous values ("q°). The information could also be
represented more sparsely by decorrelation, a process that effectively removes Lhe relationship between
information values, making them independent of each other. and as such representing the information as
sparsely as possible [Taub86]. The principle of decorrelating information can be easily extended to
natural images (i.e. those that exist in the real-world and not generated) as they contain a high degrec of
correlation. For this reason, many successful image und video compression schemes employ some form
of decorrelation or prediction.

Another mcthod of compressing data is 1o take into account the probabilities of occurrence of certain
values over others. Again the Inglish language provides a good cxample of this. Work done on the
lainguage has found that certain letters are more likely 1o occur than others [Syme0Ol1|. For example the

il b

letter te’ is the most widely used Ictter in the Enghsh alphabet and the letter *y’ much less frequently
used. Using this fact a compression scheme could be devised 10 assign a short data value to the letter *¢”
and a longer one lo lhe less probable “y'. In this case, less data bits are required to represent the Fnglish
language as, now the letter “e’ occupies less storage space and, even though the letter *y” may occupy
maore space, it is uncommonly used, so the average elfect is compression. Morse code provides a good
example of this code assignment in practice. lh Morse code the letter ‘e’ is assigned the shortest code
whereas ‘y’ has a code 4 times greater than that of *¢’. Thus the average Morse code message sent is
shorter than it would be if all leiters in the alphabet were assigned the same length. In video and nmage
comipression, (his principle is often applied by [irst obtaining a probability distnbution of the image data

and then using this to more efficiently represent the data.

A f{urther, simple, technique that can be applied to images is (o encode runs of the same value more
efliciently. often termed run-fength encoding (RLE). The basic idea behind RLE is to encode “runs’ ol
the same byte. For example, a dala stream ‘aaaaaaaa’ could be run-length encoded as 8a’, meaning
repeat the character ‘a’ 8 times to get the original data. This technique is often used in conjunction with
other techniques to improve on compression.

The techmiques already described are termed lossless as, (he result of decompression is an exacl
reconstruction ol the original data that was compressed. n the case of nmages. characteristics of the
Hwnan Visual System (IVS) allow for information deemed irrelevant to be thrown away without
pereeptible loss in quality [Bhas97]. This type of compression is (ermed /ossy and is used to compress
data a great deal more than Jossless schemes. An example of a property of the HVS (which is often vsed
in video) is colour sensitivity. The HVS is particularly adept at detecting changes in brightness but rather
poor at distinguishing colour changes. A colour compression scheme throws away colour information

' Cleary there does exist cases when "u* does not follow *q" and the algorithm may fail. The example is only used to
illustrate the principle.
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that i1s imperceptible to the HVS and thus irrelevant, allowing for a more compact represcntation of the
colour image.

The removal of irrelevant dala introduces the difficult problem of choosing which data is relevant and
which is not as if 100 much data 1s removed the output video may become intolerably degraded. This also
presents a unique problem where the effects of the degradation may make the video appear of visually
better qualily than before, making the effective removal of irrelevant data very dithcult 1o predict and
conltral. Lossy compression schemes tend 10 affect images in two distinctly dilterent ways, tnings that are
lost from the image and things that are added that shouldn’t be there (artefacts). Losses accuy in the
spatial domain with luminance and colour aberrations and in the temporal domain with lost frames.
Spatial artefacts include blockiness, quantizarion noise, ringing, stepping of greyscales, all of which may
make the subjective quality of the imagc hetter. A successful lossy compression scheme, should thus
effectively marry the acceplable subjective loss with the desired compression ratio.

One solution to classifying irelevant data is to use information about the targer application fo decide
which mformation can be thrown away. Consider an application that monitors access o a specific room,
as 1s the case for many scourity applications, In such a system, the information of relevance could be the
identity of the person entering the room and the 1tems the person is carrying. The identification of the
person vequires only the face, rendering all other information about the person irrelevant for
identification purposes. Including the case of carried items. there are only two areas of relevancy in the
entire video sequence: the persons face and the 1tems cartied. The user of such an application would
accepl large amounts of degradation in the video quality, which may be unacceptable to other wusers. as
long as 1here is suflicient quality in areas that are required for 1dentification, such as the face. In such
circumstances, a video compression scheme can be devised 1hat is particularly suited to a certain
application. Thus once the areas of relevance are def(ined all other areas can be highly compressed while
keeping the area of interest at a desired quahity level. This application specific compression allows for
higher compression ratios than normally possible using gencral compression scheimes, yer still results in
a usable video sequence. albeit lumited n application.

1.3.1 Temporal Compression

The comipression techniques introduced, thus far, have focussed on the spatial domain, but video also has
a femporal domain that can be compressed. [n a typical video scquence there can be as many as 30 still
images needed per second to achieve a reasonable degree of perceived motion. In such cases a few
minutes of video quickly uses up large amounts of storage space or comumunications bandwidth.
However, a video sequence often contains liftle or no motion meaning hat successive images are the
sanie. D1 such cases. storing the same image twice is redundant and so compression ¢an be achieved by
storing a single image and telling the decompression algorithm to display the same ymage [or the time
required.

Movement in a video scene can manifest itself as objects moving over a static background, or a panning
camera with the background changing and objects that are moving. In this type of scene, there are still
areas of temporal redundancy but the spatial positioning between each frame has changed. In this case,
an inrelligent compression scheme would be to try 10 recognise temporally redundant information even if
the intormation s spatially displaced between frames. Figure 1.2 gives a simple example of such
temporal redundancy. In this case, the background is static and the object, the stick figure, has moved
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position. Most of the information to construct the new frame. called current frame from the reference
frame resides in the reference (rame. A temporal compression scheme could represent the new frame by
taking the object from the old image and displace it spatially o recreate the new image. Thus only the
imfornmation nceded to displace the object 1s required and not the entire frame.

a) Frume | - Reference Frame b} Frame 2 - Current Frame ¢) Difference

Figure 1.2: Examplec ot Temporal Redundancy

Temporal compression of video tends to resul in large compression ratios because the amount of data
per frame needed to represent a second of {ull motion video can be drastically reduced. However, the
techniques used are not perfect and hence temporal compression is a lossy process.

1.4 Roadmap to Dissertation

This chapter has presented an overview of the need for digital video and its usefulness 1n modern society.
The requircinent for compression of the video is explaimed along with some basic concepfs and
terminology of digital video. The chapter then explains the basic principles of compression as it applies
to digital video. These fundamentals serve to prepare the reader for a more specific discussion in the next
chapter.

Chapter 2 gives a brief explanation into the generation of digital video that serves to help in
understanding the techniques used in the compression of the video. The chapter then proceeds by
presenting the video compression fundamentals with a bias towards thosc topics most relevant to this
dissertahion. Some of the popular standard compression schemcs are then explained before summarising
the current technology available in video compression research.

Chapter 3 presen(s the system as implemented on the hardware. A systems overview Is given and choices
and Justifications explained. Some extra theoretic information is provided where necessary to explain
certain choices in the design.

Chapter 4 goes on to explain implementation considerations ol the design. The chapter begins by giving
an overview of the hardware used, highlighting parts that are relevant to the implementauon. An
explanation of soflware coding design is given and problems and solutions discussed.

The performance of the system is ¢valuated in chapter 5. This chapter begins by examining initial
performance through the use of performance measures such as PSNR and subjective results for a set
video sequence. The system is then compared to existing inter-frame based schemes and some intra-
frame based schemes using standard video test sequences. The chapter concludes with some discussion
of the results obtained highlighting the value of the implemented system.
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Chapter 6 provides some suggestion for further improvement on the current work before leading onlo
chapter 7 which concludes the dissertation with an overview of important results and the contribution
made.



Chapter 2 Video Compression Theory

This chapter introduces some of the theory of video compression. gives an overview of the evolution of
the field and discusses some of the major rescarch milestones. It starts by focussing on the still-image
compression components present in most video compression schemes to date. Each component of the
still-image compression scheme is discussed with further detail given to areas of special interest, i.c.
areas rhat were implemented in the codec. A common block diagram of video compression scheme is
given and the affects of temporal compression briefly discussed. As the focus of this dissertation is a
video compression scheme without lemporal compression, this component will not be discussed in depth
but it still warrants mentioning as it is used in many video compression algorithms. Commeon video
compression standards and relevant still image compression standards are presented to give an overview
of existing internationally accepted schemes. The chapter concludes with a discussion of recent
developments in compression schemes ighlighting advantages and disadvantages of cach.

2.1 Digital Video Representation

A video capture process consists ol two basic parts; firstly the caprure of a single firame and secondly, the
speed at which successive frames are captured in order (o create the illusion of motion. A block diagram
of a video capture system 1s given Figure 2.1,

Raster or Al Dyt
- T Se = Amplife - haci » ONMOEUS antlcs » Lt
CCD Sensor Amplifier ]l(l[tr[.JLLd Video Out Quannsatian Video O
Scanner

RGE Filter
Figure 2.1: Basic Block Diagram of Video Capture

Temporal
Sampler

The first concern in capturing an image is representing the colour information. Classically it is known
ihat the eye perceives colour as varying wavelengths of light, however it is also known that any colour
can be represented by a weighted combinalion of a specific sct of colours. known as primary colowrs
[Hech87]. There are two commonly used sets of primary colours; namely the Red-Green-Blue (RGB). an
additive set as the presence of these colours at their maximum iniensities equates to white, and Cyan-
Magenta-Yellow (CMY), a subtroctive set as the absence of these colours equates to white [Heeh87].
Thus in a video capture system, the light intensities representing the scene are first filtered into the
contributions of each primary colour toward the scene and then captured by a photosensitive device.

The next step in capture is the sensing of the RGB information and the sampling of this information to
represent the image. The sensor used in such applications is commonly a Charged-Coupled Device?®
(CCD) [Hoan01] arranged in an NxM lattice that is sampled according to a specific scanning patiern.
olten termed rasrer scanning [Hoan01], to produce a continuous analogue signal representing the image.

*In recent limes there has been a great deal of interest shown in the use of CMOS devices for image capture. These
devices offer superior integration, power dissipalion and syslem size while sacrificing some image quality
(particularly in low-light areas) and fexibility. However with the advances made in technology. the image quality
produced by CMOS devices is still suitable for many applications and is slowly beginning to rival that of it CCD
counfemurts.
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When subsequently displaying the captured image. the display device follows the same scanning order 1o
display the image from the analogue waveform. Twao types of scanning are commonly used, progressive
and inferlaced. In a progressive system a frame is represented in one complete scan from top 1o boftom
left to right as shown in Figure 2.2a). An interlaced scan Figure 2.2b) scans the odd lines of the images
first and then the even lines o produce two interlaced fields representing an image frame. Progressive
scanning 1s lypically used in computer displays while interlaced scanning is used in TV. The interlaced
scanning for TV allows for reasonable temporal reselution in scenes of motion and acceptable vertical
resolution in stabic scenes while maimaining maodest bandwidih requirements. Once the information has
been captured in an analogue format, transmission of the video signal can be achieved through simitar
modulation techniques used in radio.

a) Progressive Scan b) Interlaced Scan

Figure 2.2: Scanning Patterns used in Vidco Capture

For video. the imuges are sampled in the time domain, which is essentially sampling a number of still
inuges in a certain period to meet the desired temporal resolution.

Quantisation converts the continuous analogue signal mto a discrete set of digital values. Digital data
cannot represent data with infinite precision as this vequires infinite storage space; hence digital data
must be of finite precision, where increasing accuracy requires increasing storage space. The quantiser
meets this trade-olf by mapping the continuous signal onto a digital set of values to a precision
acceptable to the user. while keeping the required storage space to a minimum. The quantiser shown in
[igure 2.3 has seven discrete levels, called bing, each having a binary code assigned (o it. Each bin,
except for the extreme values and 0, has the same step size which classifies this quantiser as a uniform
quantiser. The number of quantisaton steps is oflen a power of rwo so that a binary number can be
assigned to ecach bin. Standard video schemes generally use 8-bit quantisation for digitising video frames
[Bhas97][Sola97] as this precision results in no perceivable loss of image quality.
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[Figure 2.3: A 7-Level Uniform Quantizer

Thus the result of the capture process is a digitised series of N x M matrices of pixels represenfing
images which when played back quickly creates the impression of motion. (see Figure 2.4.)

&
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Figure 2.4: Digital Video Representation

2.1.1 Colour Spaces

In colour digital video, each frame consists of three matrices, representing the contributions of the three
primary colours (usually RGB). This representation is very cumbersome as a colour video stream is three
times the size of a monochrome video stream. However. the HVS’s poor colour sensitivity can be
exploited by separating those components that contribute solely 1o colour from those that contribute (o
image brightness [Week96, Bhas97]. Generally this is achieved through transforming colour into a
brightness component. which is effectively the monochrome image, plus two colour components, which
when combined with the bnghiness produce the correct colour information.

There are three commonly used colour spaces which separate colour from brightness [Bhas97). These are
YCpCr, YUV and CIELAB. These three spaces represent a colour by its’ brightness, or luminance,

component and two colour, or chrominance, components. Each space can be generated through linear
matrix operations on the RGB space as is shown in Appendix A.

Once separated the colour components can now be sub-sampled (reduced spatial resolution) with
nuimmal perceivable visual loss. The video-compression scheme chosen for this implementation uses the
YUYV space and so examples of sub-sampling are given in the YUV space. in the YUV space, the colour

10
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componenis (J and V matrices) are sub-sampled according to three commonly used sub-samphng
standards. 4:4:4, 4:2:2, and 4:2:0" [Poyn95]. 4:4:4 represents no subsamipling, where the Y, U and V
mafrices are all the same size. 4:2:2, (shown n l'ipure 2.5) sub-samples the U and V componcuits by a
factor of two horizontally while 4:2:0, (see Figure 2.6) sub-samplcs the U and V components by a factor
ol 2 in both directions. The origin and significance of the numbers used in representing the subsampling

is given in Appendix A.

v T N
[Sx81 (4x8) {4x8)

Fipure 2.5 : The 4:2:2 format

Y U \Y
(8x8) ixd) (dxa)

[Figure 2.6 : The 4:2:0 format

i terms of digital 1elevision, the ITU-R BT.60)-4 [ITUGO1] specifies video formals for standardisation.
For Nalional Television System Commitiee (NTSC), the recommendation specifies a spatial resolution
of 720x480 and temporal resolution of 30 frames per second and for Phase Alternate Line (PAL) and
Sequential Couleur Avec Memoire (SECAMY) it specifies a spatial resolution of 720x576 at 25 frames
per second. Colour for both standards is represented as luminance and chrominance with 4:2:2
subsampling vsed. A commonly used extension of these standards is the Source Input Format (SIF)
[Bhas97] which has a luminance frame of 360%240 at 30 framies per second for NTSC and 360x288 at 25
frames per second for PAL. The obvious drawback is the compatibility between the standards, for

 4:2:0 should not be confused with 4:1:1 which is colour subsampling by a factor of 4 in only the horizontal

chreciion.

¥ The difference between PAL and SECAM is found in broadcast television where colour is (ransmitted slightly
differently. However in teyms of spatial and iemporal resolutions both standards are equivalent.

J1
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example, SIF as used in NTSC, js not compatible with SIF as used in PAL. Therefore, the Common
Intermediate Format (CIF) has been introduced which, as with any good compromise, matches neither of
the two existing standards but both being able to adapt to fit the formal. CIF has a spatial resolution of
352x288, giving it halfl the linear resolution of the TV slandards, and a temporal resolution ol 30
frames/sce with colour sub-sampled at 4:2:0. Hence, NTSC systems require spatial re-sampling whereas
PAL systems require temporal re-sampling. For videoconferencing and low bit-rate applicanons the
Quaner-CIF (QCIF) format is offered which is half the linear resolution of the CIT format (176x144).
For such applications, the frame rate is often reduced from 30 frames/sec to 5 frames/sec. This drastically
reduces the amount of storage space needed for the video bul results in a “jerky’ motion video.

2.2 lLossless Compression Techniques

Lossless compression techniques are used in all image and video compression schemes (Syme0} . They
can be used on their own or in conjunction with a lossy based scheme, however used on Lheir own they
sufter from low compression ratios with compression being largely dependent on the input data. Certain
applications, such as medical imaging. require zero quality loss so there exists a great deal of lossless
compression research. Since lossless compression is used in conjunction with nmost Jossy schemes, a
discussion on popular lossless schemes is relevant here. The major classes of lossless encoding are (hose
that use predictive techniques and (hose that use some model-based schemes to compress the source. The
rest of this section describes the more popular lossless encoders used.

2.2.1 Predictive Encoding

Predictive encoding is a branch of compression. generally not used in conjunction with lossy schemes.
that has proven very effective for lossless compression [Solu97]. The predictive encoder, as its name
suggests, makes use of prediction of pixels in an image. These predictive algorithms use the fact that
natural images are often Markov sources. meaning that the probability of a particular pixel value, in an
image, 1s dependent on the pixel values surrounding that pixel (1.e. natural images are quite brghly
correlated) [Syme01]. So, instead of encoding the intensity value of a certain pixel, the predictive
encoder uses known surrounding pixel intensities to predict the intensity of the current pixel, relying on
the decoder following the same prediction process. The predictuon is (hen compared o the actua) value
and the error term (ransmitted. The decoder follows (he same prediction process and uses the received
error term to correct its prediction. Compression ts achieved in that the prediction is likely to be very
closce to the actual value and thus the error term will be small, meaning fewer bils will be needed to
represent it,

The accuracy of the prediction and the complexity of the algorithm increase with the number ol
surrounding pixels used to make the prediction. Hence, a successful predictive encoder tries to achieve
maximum accuracy with minimum encoding complexity. Habibi [Syme0l] showed that there is a
substantial increase in predictor accuracy when going from predictions based on ) surrounding pixel to
those based on 2 surrounding pixels and from 2 10 3 but litle significant increase thereafter, so most
practical prediction schemes use 2-3 sumounding pixels to make a prediction allowing for modest
computation complexily with acceptable accuracy.

An advance on the fixed predictive scheme is adaptive prediction. In this scheme, the encoder uses a

predefined series of predictors to perform the prediction. 1t then chooses the best prediction and sends its

12
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corresponding error along with the predictor used. This produces an efficient prediction error but there is
the jncreased overhead needed to tell the decoder which predictor 10 use. A more cfficient adaptive
scheme is able to determine the choice of predictor from the data values so that the decoder can make the
same chotce and thus eliminate the overhead.

Although there have been advances in the performance of predictive techniques [Wu97] [Robi97]. these
techniques still remain in the lossless domain and are not suited for low bit rate compression.

2.2.2 Lempel-Ziv-Welch

The Lempel-Ziv-Welch (LZW) scheme is an adaptation of the LZ77 [Ziv77] and LZ78 [Ziv78] encoders
developed by Lempel and Ziv. These encoders are dictionary based. meaning that they build up a
dictionary of previously used strings of characters and assign references to each dictionary entry. The
resulting encoded output 1s a serics of dicltionary references which is used by the decoder to reconstruct
the original. Coding gam is achieved by the re-usability of dictionary entries as the source data can often
be represented by a combination of existing dictionary entries.

In LZW [Welc84] (here are some fundamental changes that make it shghtly more efficient. The LZW
uses a table of entries with an index field and a substitution-stnng field, wiich is pre-loaded with every
possible dictionary entry. In praclice, this is generally the ASCIT charactler sct from 0-255. The encoder
then assigns codes (which are references to entries in the dictionary) to input data, adding any new
strings Lo the dictionary. Compression is achieved when large strings of symbols are represented by a
single dictionary reference. The algorithm is particularly effective i dara streams that have a great deal
of repetition such as graphic mages. The advantage of the algorithm is speed of compression and
decompression; however, il is unable to meel the compression potential of the model-based schemes
[Witt87). Common image formats like the UNIX “compress” utility and CompuServe’s Graphics
[nterchange Format (GIF) are the most well-known implementations of the LZW scheme.

2.2.3 Entropy Encoding

Entropy Bncoding 15 a lossless encoding scheme (hat makes use of the frequency distribution of symbols
appearing in the uncoded data stream. While the concept of Entropy may be a complex one, the principle
of entropy encoding can be explained casily with some careful definition of terms.

If the source data is represented as an 8-bit value having any number between 0 and 255 then the entropy
encoder will use a symbol to represent cach possible value i the source data stream, and transmit the
sequence of symbols. The choice of the symbol is governed by a set of predefined rules and as long as
the decoder follows the same rules. (he original value can be recovered from the symbol. The obvious
way Lo code the symbols is 10 just send the value itself, but then there 15 no evident coding gain. An
important factor in entropy encoding is that the symbols need not all be the same length and as long as
there is some way of determimng where one symbol ends and anocther begins the decoder is able to
recover the data,

This varnable symbol Jength is what allows the entropy encoder to achieve compression. By assigning
short symbols to frequently appearing values and longer symbols to less frequent values less data is
needed to represent the entire source data set and thus compression is achieved. Using information theory
this process can be proven to provide lossless compression [Taub86]. While (he entropy encoder can
provide good compression, the encoder must have prior knowledge of the frequency of values i order to

13
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determine thie hest possible symbo! mapping. Thus the choice of the model for determining the frequency
of values hag a liuge napact on the efficiency of the encader. There exist many entropy encoders (Fano,
Gilbert etc.) but for most populay video compression schemes, the Fluffiman encoder is the most popular
choice [Rhux97]. The entropy encoder is usually the last step in any image and video compression
algorithm.

Huffiran Encoding

[Hultman encoding 1s an algorithm used to produce size-elficient codes to express data for which there
are known probabilities ol occurrence. The algonthm was first introduced by David Huffman in 1952
[Huff52). The best way to explain the algorithm is through ¢xample.

We first define the source data to be constructed from an alphabet of fixed length symbols where the
prababiity of occurrence of each symbol is known and tabulated as shown in Table 2.1(a). These
alphabetic symbols could be anything, such as pixel values of an image, for example. Table 2.1(a) shows

1

a sample alphabet of six symbols indicating that, for example, the symbol ‘¢’ is 4 times more likely to be
transmitted than the symbol *d’. The Huffman algorithm starls by arranging the probabilities in
decreasing order as shown m Figure 2.7, The two lowest probabilitics are assigned the values * 1" and -’
and then combincd to form a new probability. This, in compunction with the next lowest probability
symbol are combined in a similar fashion and the process repeated until all probabilitics have been
accounted far and the tree completed, Figure 2.7. Once represented in Lhe ree structure, the assignment
of codes is achieved by travarsing the tree in reverse order. To illustrate this Table 2.1(b) shows the
Huflman codes assigned to the relevant symbols. As can be readily seen the letters of highest probabtlity
(‘e’,’c’) have the shortest codcs as they appear more frequently than other letters. Huffman [Hut152]
proved that by assigning codes to symbols in this manner the entropy could be reduced if an efficient
model for the probability distribution for the data was used.

Listed Probabiltes Assigned Symbols
e (| 04 e o 1
cl o3 c | 10 |
b| o1 | . |6 ] 110 |
d| 0.1 o] 1110
f | 0.05 { [ 11110
a | 0.05 a | 11111

(v ()

Table 2.1 : Example of Huffman Encoding
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Figure 2.7 : Huffman Code Tree
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Adaptive Huffman Encoding

An improvement (o Huffman encoding, conceived independently by Faller [FFull73] and Gallaper
[Gall78] and then further improved upon by Knuth [Knut§5] is Adaptive Huftinan encoding or the FGK
algorithm. An alternative adaptive schenie was imtroduced by Vitter [Vitt87] in 1987, All these methods
function, as in normal [luffman encoding, by mapping source data into codewords to achieve an aptimal
representation of informanon. The difference in the adaptive scheme is that the encoder s continually
updating the source probabilities to provide a more accurate statistical representanion of the source. Thus.
the encoder is effectively learning the characteristics of the source. This means that the decoder must do
the same, continually updating the Hufimun tree and maintaining synchronization with the encoder.

Of courge, 1 there exists a known statistical representation of a source and this is not expected to change.
then there is no advantage to using the adaptive Huffman over the nonmal static Huffinan. This means
that the performance of the adaptive method over the static method relies on the type of source data
being encoded. For ever-changing source data, like a stream of wvideo, adaptive Huffiman encoding
provides useful results with increased complexity [Vit187).

2.2.4 Arithmetic Encoding

Arithmetic encoding is a very efficient lossless compression scheme, first presented by Witten et al in
1987 [Witt87]). The arithmetic encoder takes a stream of mput symbols and replaces this with a single,
real number between 0 and 1. This is in contrast 1o Huffiman cncoding which replaces an input symbol
with a code whose size is determined by a probability distribution of the input stream. The longer the
input stream the longer (i.e. more precision needed) the real number needed to represent it.
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Symbol | Probability Range
a 0.2 [0.0.2)
b 0.2 (0.2, 0.4)
c 0.1 (0 4.0.5)
d 0.2 (0.5,0.7)
e 0.3 (0.7, 1)

a) Symbols in alphabet and respective probabilities and ranges

Transmit Sequence “a b ¢ d ¢"

Symbol Low High
a 0 0.2 0.04 =0+ (0.2 x0.2)
/ 0.08 =0+ (0.2 x 0.4)
b 0.04 008
c 0.056 0.06
T~ N.056 = 0.04 + (0.04 x 0.1)
d 0058 00588 ()_()60 = 0.04 -+ (f].04 X 05)
e 0.05856 0.0588

b) Transmirtcd symbols and adjusted ranges due to codiny

Transmil any number between 0.3856 inclusive and 0.0588 exclusive

Figure 2.8: Example of Arithmetic cncoding

An cxample of arithmetic encoding is given for clarification. Consider an arbitrary alphabet used for
transmission with probabilities of occurrence as given in Figure 2.8a). An arithmetic encoder would then
divide ihe alphabet into ranges between 0 and 1, according to the symbol probabilitics as in the Figure
2.8a). If the transmission sequence of “a b ¢ d €™ were to be transmitted, the encoder would start with the
initial symbol “a™ and list its low range value and high range value. The next symbol to be transmitied is
“b" and so the encoder now calculates the new range of *b™ with respect to the range of “a” as seen in
Figure 2.8b). This process is repeated until the message has finished and a final low and high range value
lefl, 0.05856 and 0.0588 in this example. Now the encoder need only transimit any value between the low
inclusive and the high exclusive and the decoder would be able to reconstruct the message. Decoding is
achieved by reversing the range calculation of the encoder with the constraint that the decoder must have
the same probability map as the encoder for correct reconstruction. In the example, if the encoder were to
transmit 0.0587 then the decoder immediately knows that the first symbol is “a” as the transmitted value
lics within and only within the probability range of “a”. To calculate the next symbol the decoder
sublracts the low range value of “a” (which is 0) and then divides by the probability of the symbol “a” 1o
obtain 0.2935, which lies in the range of the symbol “b™. This process is continued to decode the entire
sequence. An inumediately noliceable problem with arjithmetic encoding is the termination of the
decoding process. This is usuvally achieved by sending an EOF character or carrying the stream length
along with the encoded data.
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In this example, the message can be represented as 4 8-bil values (0.5.8.7) as the decoder can assuime the
decimal point at the left. This is opposed to sending the S values for each symbol. This is perhaps not the
greatest compression achieved but the example is given only to show the principle of the system. In
practice and wilth good source modelling. very high compression ratios can be achicved. Although this
example is a base 10 case {for easicr understanding) the arithmetic encoder can be adapted to the binary

case, which is desirable for most compression schemes.

2.3 Measurement of Image Quality

Image quality is a very subjective attribute and hence difficult to measure [SymeOl]. Nevertheless, to
allow for some formal comparison of compression technigques, some form of objective quality measure is
desired. In the case of image and video compression the accepled norm for quality measure is the Peak
Signal to Noise Ratio (PSNR) as given in (2.1).

o 255°
IASNRZIOIng TSE dB (21)

Generally, a good qualily image is secn to be one with a high PSNR, however a low PSNR docs not.
necessarily. mean an image is of bad quality [Bbas97]. An example of such a case is a decompressed
image which is shghtly brighter than the original image, but in all other aspects, identical. I this case,
the resulting PSNR calculation would be Jow and thus objectively the image is deemed of poorer quality,
while, in fact, it may look more pleasing to the eye. Mowever, although the measure is flawed. a better
comparison technigue has yet 10 be adopted and thus the PSNR has remained the standard objective
measure of quality. To make up for the flaws in (he objective measure, image and video compression
results are often quoted in both subjective and objective terms in order to gain a fairer measure. Such a
subjective technique is achieved by providing visual results along with the PSNR results.

2.4 Still Image Compression Techniques

In section 2.2, lossless compression techniques were reviewed. Since the compression algorithm
miplemented in tlus dissertation is a lossy scheme, from now on, compression is treated as lossy unless
specifically stated. Video is essentially a collection of still images and so compression of video and still
images is very closely related as all the principles used in still image compression are also used in video
comipression [Syme01]. Figure 2.9 shows a basic systems view of a stil} image compression process.

The remamder of this section provides a brief overview ol each of the subsystems that comprise Figure

2.9.

Colour Source | . I'ntropy
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Figure 2.9; Block Diagram of Common Still Image Compression Scheme
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2.4.1 Colour Conversion

The first concem of any image compression / decompression scheme (aflen termed a codec) is the
treatment of the image’s colour. Successful codues must be able to convert an image’s colour to a desired
colour space. Typical colour spaces used are YUV, YCrCp and CIELAB [Bhas97] as these result in good
compression performance, as discussed in Section 2.1.

2.4.2 Source Encoder/Decoder

The source encoder/decoder transforms the mmage data into a less comelated domain. Since the
compression achieved is directly related to the extent at which the data is decorrclated [Taub86]. the
transform that is able to maximally decorrelale the image data is desired. In an implementation based
system the computational complexity is of vital import, so a transtornt musl also be computationally
inexpensive. Two ol the most popular iimage compression related transforms are presented below, with
the advantages and disadvantages of each highlighted.

Karhunen-Loeve Transform (KLT)

The KLT is considered the optimum (ransform for image coding applications as it is able 10 completely
decorrelate the 1mage data, allowing individual processing of transtorm coefficients without affecting the
others [ENi82]. The KLT's basis functions are the eigenvectors of the covariance matrix of an inpul
signal and therefore the calculation ot the KLT requires determining the covariance matrix for the input
and diagonalising the matrix. In terms of video processing, this means that for each image frame the
covariance matrix needs to be calculated in order to calculate the eigenvectors and eigenvalues [or Lhe
transform. This calculation is very computationally expensive and thus the KLT is seldom used in image
and video processing [Bhas97). However, for comparison purposes the KLT provides a good benchmark
for other transformis. Elliot et al give a comparison of the performance of various transforms as compared
to the KLT [EIi82]. The results show that the DCT and the DFT provide the closest match to the KLT
and these have gained popularity in signal processing. In image-processing the DCT has gained
popularity as it orders transformed coefficients 1 an easily compressible manner and there exist fast
algorithms which allow for fast yimplementations.

Discrete Cosine Transform (DCT)

Since it was first mtroduced by Ahimed, Natarjan and Rao in 1974 [Elli82] followed by the subsequent
fast implementation algorithins of Kamanga [Kama82] and Cho [Cho91], the 1-D and 2-D DCT has been
the mainstay in image and video compression schemes. This transform algorithm neatly decorrelates the
image data and allows quantization and entropy lechnigues to efficiently compress the transformed
coefficients while maintaining acceptable computational cost. The advantage of this transfonn, over the
KLT. is its image independence mmeaning the image does nol peed to be pre-processed to delermine the
optimal set of basis functions. This feature comes at the expense of efficiency of decorrelation and the
DCT is therefore a sub-optimal solurion.

hmages arc two-dimensional and hence the 2-D variation of the DCT (Equation 2.2) is used. The 2D-
DCT decomposes an image into a series of cosine functions varying in magnitude and spatial frequency.
The output of the transform is a two dimensional matrix representing the contributions of each frequency
component starting from DC (situated at the top-right corner) with sncreasing horizontal frequency to the
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left. and increasing vertical frequency down Figure 2.10(a). The DCT uses the fact that natural images
confain a great deal of energy in the lower frequencies (representing the average brightness of the 1image)
and low encrgy in the bigher frequencies (representing the details of the image) [Week96]: hence the
most significant transform coefficients representing the lower frequencies reside in the upper lefl triangle
ol the transformed maltrix. Compression is achieved by quantising and thresholding those coefficients
deemed imrelevant and then entropy encoding the transformed data. This process must be carefully
controlled as too much removal of data can result in an unacceptably degraded result. As the coefticients
in the transformed matrix are ordered in a diagonalised manner an efficient compression algorithm scans
the matrix in a diagonal manner, Figure 2.10(b), 1o maximise the groups of insignificant data which
results in optimal performance from encoders such as RLE.
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Figure 2.10 : Nustration of Frequency Distribution and Scanning Order in DCT

Practical implementations of the DCT divide {he video frame into NxN blocks to reduce computational
complexity. The choice of blocksize is important as the DCT must not use unrcasonable nmiemory
resources and should not be 1oo computationally complex. Typical DCT based compression schemes use
an 8x8 blocksize, which has been shown to result in fast implementation and modest memory
requirements [Bhas97].

Image and video compression schemes using the 2D-DCT have the advantage of using a well established
transform algorithim that allows for good compression results over a wide range of compression ratios.
However, these algorithms suffer at high compression ratios. producing images and video streams (hat
are ‘blocky’. This effect is a direct result of dividing the image into NxN blocks. as the higher the
compression ratio, the more significant coefficients get discarded and thus the NxN block cannot be
acceptably recovered, causing discontinuities at the edges of each block. Figure 2.11 shows a example of
a highly compressed JPEG image highlighting the *blocky" effect.

1
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Figure 2,11 : Example of ‘blockyness’ with the DCT

The ‘blockiness’ associated with the DCT can be overcome and techniques such as filtering along the
edges of each block to reduce the affect of ‘blockiness’ have proven reasonably successful [Rhas97).
Another technique used, 1s to vary the blocksize of the macroblocks according to the actvity in an
image, for example, assigning larger blocksizes to areas i the image with less activity (less entropy).
The variable block size DCT has also proven successful but still is unable to totally rcemove the ‘blocky"
affects [Cheng&9).

2.4.3 Quantisation

The transformed image often results in a matrix of real coefficients with a large dynamic range and
therefore some quantisation is needed to reduce the range by removing insignificant coefficients and
reducing the precision of significant coefficients. A well-designed quantiser is able to reduce (he
precision of lransformed coefficients without perceivable loss in image quality: (he choice of which
cocflicients are insignificant making the largest impact on image quality loss. Generally, there exist 1wo
types of quantisers used in image and video compression, scalar and vector quantisation.

Scalar Quantization |Sola97]

An example of a uniform scalar quantiser has already been explained in Section 2,1 but a scalar quantiser
need not be uniform. In facl, in some cases a non-uniform quantisation process is often more
advantageous. For example if inputl data has a range of 0-5 and it is known thal most of the input data
points will occur between 1-3 then a quantizer can be designed to be more accurate in the region between
1-3 and less accurate between 0-1 and 3-5. This will minimize the quantisation error for most data points.
A further advancement 1s an adaptive quantizer where the quantisation siep size is varied over time
according to the variance of the input signal. This form allows for a better and more compact quantised
representation of the input signal at the expense of increased computation, as the variances of the input
need (o be constantly recalculated.
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Vector Quantization (VQ)

Vector quantisation, unlike scalar quannisation, operates on multiple data values, called vecrors, making
use of codebooks (o assign codewords to vectors of mput data. Iigure 2.12 shows a VQ systein. The
input vector is compared 1o all vectors listed in the codebook and a ‘best fit’ is found whercupon fhe
binary code for this veetor is output. The strength of VQ lies in the fact that the output binary code
consists of far less bits than the input vector and so compression is achicved. Obviously, this quantization
scheme relies heavily on the size and the accuracy of the codebook, as the lurger the codebook the better
the accuracy of (he quantisation but, the larger a code book, the longer the binary code becomes.
decreasing compression performance. A larper codebook also increases the processing power required 1o
search it and so there exists a trade-off between codebook size, processing power and compression
elficiency; hence there are many algorithms that aim Lo provide an optimal codebook with minimal
complexity [Bhas97]). As in scalar quantisation, there are adaptive VQ schemes where the codebook can
change according to the input data. In these cases (he generated codebooks needs to be (ransmitted along

with the coded data for effective decoding.

LEncoder

Code Baok

Input Veetor
dewords S
L. 123] 126 Codeword Quiput Code

3 | 12 7 9 | 000000
24 | 30 | 27 | 28 | 000001
TG
L »
| 122 [ 110 | 123 | 125 | 100101
so | 54 | 52 | 57 | 111111
Decoder
13 ] 12 7 9 | 000000
Quipul Vector 24 30 27 28 000001
|122] 110]122] 125
"100101"
-

122 | 119 | 123 | 125 | 100101

50 | 54 | 52 | 57 | 111114

Figure 2.12 : Example of a Simple Vector Quantization Process

Known video compression standards that take advantage of VQ are Cinepak from Radius and Indeo 3.23
from Intel [Brya95]. A Video compression scheme using an advanced VQ method was implemented on a
VAMPIRE processor and results reported by Fowler et. al. [Fowl95]. In this scheme the use of VQ is
shown to provide useful real-time video compression; however compression ratios reported were not
suitable for low bit rate applications and the scheme Jacks scalability as the compression was dependent
on the source video strean.
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2.4.4 Entropy Encoder/Decoder

The final stage of common, still-ymage compression techniques is usually a lossless encoding scheme.
This is generally an entropy-based scheme with Huftman or Arithimeltic encodimg being the more popular
choices [Wall91].

2.5 Fractal Compression

Fractal image compression 1s a relatively new and promising compression technique. Fractals are signals
that recursively contain ithemselves [licy97]). A zoomed f{ractal signal looks as though it has infinite
resolution but is, in fact, the signal reappearmg in itself. A fractal image compression scheme tries to find
fraclals in the image by searching for a combination of itransforms ihat best represents that image. The
advantage of fractal compression is a very fast decoding time and the ability to decompress an image (0
any resolution. However the process of finding the fractals for compression is a very time consuming
task and, as such, the encoding of fractal compression is slow. By way of example Uys [Uys00] reports
an implemented [ractal image encoding systcm using parallel Texas Instruments TMS320C80°s with an
encode ime of approximately 11 seconds and a decode (ime of about 0.8 seconds. Thus, although it has
been shown that [ractals can provide good comipression results [Papa92][Nich96], for practical, real-time
DSP wideo mmplementations the use of fractals is severely limited.

2.6 Wavelet Compression

The Wavelet (ransform has gained enormous popularity in video compression circles as it provides better
compression results than the DCT counterparts at similar computational cost {Marp99] for applications
that require large amounts of compression. This seclion aims to introduce the wavelet concept but, as the
field 1s very large, only parts that are deemed relevant to the dissertation are presented and a rigorous
theoretical approach is omitted. An interested reader is referred to [Chan95] and [Chui92] for an
excellent theoretical introduction.

2.6.1 Theory

The purpose of a wavelel transfoym is to decompose a signal f{t) by iteralively convolving the signal
with an infimte set of wavelets continually varymg in scale and translation, all derived from a profotvpe
or mother wavelet [Chan95]). Mathematically this is represented as the Continuous Wavelet Transform
(CWT) as in (2.5) with w, (1) being the mother wavelet as described in (2.6). The parameters a and 5
correspond to the varying scale and rime respectively and the factor o' ensuring that there is energy
normalization across the different scales [Riou92]. An important factor is that the actual wavelet basis
functions are not defined but rather a framework is presented which highlights the general properties of a
wavelet transform. Thos any function neeting the requirements of a wavelet can be used to perform the
wavelet transform.
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Fowuard : CWT(a,b) = J‘f([)\]/ * (1)t

* = complex conjugate

(a, b) vary continmiously (2.5)
Inverse: f(1)= J J CWT(a,b)y,, (1)dbda
- nnl)
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For purposes of explaining how (he fransform is implemenied, some important properties need to be
highhghted. The niost important properties of the wavelets are the adniissibility and the reguldarity
conditions [Riou92]. Thesc are the propertics that give the wavelet its name. It can be shown (hat square
integrable functions \w(t) satisfying the admissibility condition (2.7) ( ‘P(w) 1s the Fourier Transform of
y(1) ) can be used 1o analyse and then reconstruct a signal withoul Ioss of mformation [Riou92]. The
admissibility condition implies that W(w) vanishes at the zero frequency (DC), which means that the
wavelel cannot have a low-pass characteristic. As it turms out the wavelet has a band-pass characteristic
[Chan9S]. This observation 1s fmportant as it nicans adjustments must be made in order to represent an
input signals® DC components. I'he null at the zero requency also implies that the average value of the
wavelet in the time domain must be zero (2.8). Therefore the wavelet must be oscillatory, i.e. a wave.

= Yo ).__‘ 2.7)
.F*_l dew < +oo
J Tl
> (2.8)
J\’,/ (1ydr=20

A complete mathematical proof of the regularity conditions of the wavelet can be found 1n [Cohe92], but
for the context of this dissenation only the implications are relevant. The regularity condition of the
wavelet states that the wavelet must be simooth and concentrated in both time and frequency. This
condition leads to a fast implementation, which is desirable for practical use of the transform.
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2.6.2 Discrete Wavelet Transform

There are two significant problems that make the CWT impractica) for image processing puwposes. The
CWT is calculated by continuously shifting a continuously scalable function over a signal and
calculating the cormrelation between (he two. However the wavelets used are oflen not orthogonal,
meaning the transformed data will contain redundancy ang thus not properly decorrelale 1he signal
[Riou92]. As stated earlier the more decorrelation a transtorm achieves the better for coynpression, so it
is desirable 10 have an orthogonal wavelet transform 1o achieve higher decorrclanon. The second
significant issue is that the CWT, as its name implies, is used for continuous signals and as such is not
suitable for the discrete image environment. Thus the CWT needs 1o be discretised in order to elfectively
(ransform image data.

The CWT can be discrelised as in (2.9). This means that the wavelet functions are now not continuously
scalable and translatable but can only be scaled and translated in fixed steps [Chan95]. Usually a, = 2
and b, = | 1s chosen which corresponds (o dyadic sampling on the scale and time axes, a natural choice
for implementation purposes on computers, and also leads to special choices of wavelets that are
orthonormal, translating (o good decorrelation [Anto92].

LT N
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Even with the DWT an infinite number of scaling and tranglations are required to represent a signal
adequately. This 15 obviously quite unsuitable for practical implementations and so some method of
realistically performing the transform is required. The solution to the problem is presented by Mallat
[Mali89] using a techmque called multi-resolutional analysis. In multi-resolutional analysis the waveler
transform is thought of as a filter bank with a signal bemg analysed at different resolutions (hence the
terin multi-resolutional). In this analysis a scaling function ¢ (2.10) 1s introduced along with the mother

wavelet \/ (2.11). To understand the reason for the scaling function some explanation is required.

In the frequency space (Fourier domain) a wavelet compressed in time by a factor of 2 (resulting from a,
=2, by = 1) 1s streiched in frequency and shifted upwards by a factor of 2 [Taub86] as illustrated by
Figure 2.13. So in terms of Fourier space cach timie the wavelet is streiched in time by the factor of 2 its
spectrum is halved, meaning it only covers half (he remaming spectrum. Remembering that the wavelel
transform 1s iterative, as the iterations continue the wavelet is continually scaled and can only represent
half of the remaining spectrum. 1f is obvious that it would require infinite iterations of the transform to
represent the entire spectrum of the input signal and the zero frequency would stll not be represented.
The observation supports what was implied in the admissibly property of the wavelet with the band-pass
nature. Thus Mallat introduced the Jow pass scaling tunction, subject to the same dilation and translation
of the wavelet, to represent the DC and low frequency parts of the signal.

—M

G, () =27 ¢ (27" =n) (2.10)
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Figure 2.13: Band-Pass Naturc of YWavelet
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Further work [Riou92][Daub88][Cohe92][Esta77] showed (hat the DWT can be implemiented using FIR
filters. Figure 2.14, and more specifically the Quadrature Mirror Fulters. Since the theory of FIR filters
was well-known and the Quadrature Miror Filter was known (o engincers and widely used, (hix
connection” is very significant as realistic implementations were now possible. In (hese implementations
the scaling filter is often termed fhe A filter and the wavelet filter the g filter”. The wavelet trans{orm can
now be seen as dividing the input image into a set of spatially decorrelated frequency sub-bands, very
similar in implementation to existing sub-band encoders [Bhas97].

Sub-band encoding schemes are well-known and have been used extensively. mainly in voice and audio
encoding but also in image encoding [Bhas97]. However, the sub-band wavelet encoder has certain
miplications and conditions for the filler design that restrict the type of wavelets that can be used. Images
are generally smooth and so it is appropriate that the exact reconstruction wavelet scheme should
correspond 10 an orthonormal basis with a smooth mother wavelet. Flowever for implementation
purposes the [GOlter needs to be short to reduce the computational load. This however leads 10 lower
smoothness and so the filters cannot be too short. Also (he filters need to be linear phasc as they are
required to be cascaded in a pyramidal structure without phase compensation [Vett92]. For this reason a
special set of bi-orthogonal wavelet bases has been constructed to provide reasonable smoothness and
short filter design with the exact reconstruction property [ Anto92].

* This was not really a discovery as the QMFE theory had stumbled onto the subject already without making the vital

connection to wavelets

* This notation is from the multi-resolulion analysis presented by Mallat and for consistency with the literature it

will be used in this dissertation.
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Figure 2.14 : Filter Bank Structure for Wavele(t Transtorm

2.6.3 Boundary Handling

The issue of the treatment of signal boundaries in the wavelet transform hilter bank mmplementation leads
to some problemis that require explanation. Applying the filter implementation 1o an image incorrectly
will yicld some discontinuities at the borders of the image [Bris96] as shown in Figure 2.15. Brnislawn
[Bris96) showed that this problem s easily solved by extending the image signal at the boundaries either
symmetrically or periodically. Therefore in designing a wavelet transform implementation care must be
taken in handhng the borders of the image 1o achieve correct reconstruction.
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Original Reconstructed

' Difference

Figure 2.15: Results of Incorrect Border Handling of lmage

2.6.4 The 2-D Wavelet Transform as Applied to Images

As in the DCT an image is (wo dimensional and so a (wo dimensional wavelet transform needs to be
applied. This is achieved by applying the 1-D wavelet (ransform on the rows and then on the columns
with dyadic gown-samipling to achieve spectral coverage as shown in Figurc 2.16. The process Is
mversed to reproduce the image losslessly.

Figure 2.16: Filter Implementation of the 2-D Wavelct Transform

[n the filier implementation as shown in Figure 2.16 the result of a single iteration divides the image into
four sub-bands representing the low ircquencies of the image, or the average (HH), and the agh
frequencies in each direction: horizontal (HG), vertical (GH) and diagonal (GG). In order 10 get better
decorrelation, the process can be iterated on the low-frequency (HE) result, until either the average of the
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image 1s represented by a single value or a desired point of decorrelalion has been reached. Figure 2.17
shows the result of a 2-D wavelet (ransform iterated 3 times with the transformed results displayed at
each icration. This figure gives an engineering perspective on the wavelet transform as it shows
graphically exactly what is bappenig. To match up with the notation introduced in Figure 2.16 and
referring to Figure 2.17b the top left matrix 1s the result of applying the H filter in both directions (HH),
the top right 1s the H filter on the rows and the G filter on the colunws (J1G), the bottom left is the result
of the G filter on the rows and the I filter on the columns (GH) and the last matrix js the result of the G
flter applied in both directions (GG). The translform is iterated on the HH result as can be seen in (he
figure.

To support what has been discussed, il is clear that the transform is in fact dividing the image into
frequency components, with the entire image being visible throughout. at decreasing resolution, The
other parts of the transformed matnx are those areas of detail needed to reproduce the nmage at its
original resolution. Another noticeable feature is that the resulting transformed matnx s of the same size
as the original image and so there has been no compression as yet. But visually there appears to be more
and more areas of blackness as the (ransform iterates, which translates to better entropy encoder
performunce. Intuitively this suggests higher potential for compression as the transform iterates, which
supports the (heory that as the wavelet transform iterates, so the data becomes more decorrelated yielding
better compression perforimance.
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a) Original b) Transform Matrix with | lteration

¢) Transform Mairix 2 lierations d) Transform Mairix with 3 Jierations

Note: The detal coefficients have been multiplied by o factor of 2 i order 10 more clearly show ihese areas
The lighter luses arc added to help dilTerentiale between 1he varions subbands

Figure 2.17: A Wavelet Transform of ‘Man® with 3 iterations

2.6.5 The Advantages of the Wavelet Transform

The first and major advantage of the transform is that it operates on the entire image rather than dividing
it into several blocks. Thus when the image has been highly compressed and becomes degraded, theve are
no blocky artefacts as associated with DCT-based schemes. In fact, when degradation does occur it 1s
often a more graceful form of degradation, where the image becomes ‘smoothed’ over as detail
components are suppressed. This is often more pleasing to the human cye than the blocky characteristic
of DCT based degradation [Bhas97]. However although the transform provides better visual results than
the DCT-based schenie its fast implementation is still slower than that of the fast DCT implementations,
so the classic processing power versus performance trade-off still exists. This disadvantage has, in recent
thnes, become negligible with the increasing speed and availability ot digital signal processors.
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2.6.6 Wavelet Based Compression Schemes

The wavelel transform in videco compression has yielded modified approaches to quantising and
compressing the trans{orm coefficients. Using a useful property of thc wavelet transform rescarchers
have developed compression schemes, unique to the transform, that provide very tavourable results
[Said96][Shap93]. This section will start by introducing the properties of the wavelet transform used to
achieve the high compression ratios before highlighting the techniques used.

For the discussion some clarification on notation is required. As the transform iterates, it is effectively
representing (he image in the next coarser scale. In rerms of this document, the highest scale represents
the sub-bands in the final iteration of the transform whereas the lowest scale is the original image to be
transformed. Figure 2.18 shows the notation used to refer to specific sub-bands in different scales. In this
figure HG2 is the scale immediately higher than HGI.

HH2 HG2

HH1 HG 1 HG1

GH2 GG2

GH1 GG1 GH1 GG1

Figure 2.18; Notation for Various Subbands

An important property of the transform, that has been alluded fo. but never mentioned is the hierarchical
nature of the wavelet trunsform. Due to the iterative nature of the transform, coefficients i the higher
scales are dependant on coefficients in the Jower scales of similar spatial orientation [Shap93]. The
dyadic down-sampling in the transform means that a coefficient in one scale is dependant on the 4
coefficients in the scale directly below it with similar spatial coordinares, as illustrated in Figure 2.19,
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Figure 2.19: Ilustration of Hierarchical Nature of Wavelet Transform

] P > -
HIH3 1HG3 H:!
| Y
— T HG2
GIR GG
i ™
|
GH2 GG2
4
GH1 GG

Figure 2.20: Example showing the Tree-like Structure within the Transform

Other terms that require clarification are the free-like structure of the transformy and the parents-child
dependencies. In Figmre 2.20 a three Jevel wavelet transform is shown with the hierarchical coefficients
highlighted and linked to define a tree of related coefficients, with the coefficient in HH3 being the root
ol the (ree. The coefficient in HG3 is the parent to the coefficients in HG2 whose children are the
coefficients in HGI.

Embedded Zerotree Wavelet (EZW)

The hierarchical nature of the wavelet transform immediately lends itself to compression. Consider a
coefficient in the MH3 band that is deemed insignificant by a compression algorithm, then, since it is
dependent on all the children coelficients of lower scales, there is a good chance that the children
coefficients are also insignificant. An efficient compression algoritthm could use this information to
represent an entire tree of insiguificant coefficients with very few codewords. Shapiro [Shap93] is widely
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credited as being the first to develop an algorithm using the hierarchical nature of the wavelet transform,
called the Embedded Zerotree Wavelet (EZW).

The EZW is a progressive encoder meaning that it encodes in increasing accuracy. similar to JPEG in
progressive mede. The progressive (also called embedded) system is advantageous as it allows an image
o be reconstructed immediately at a very coarse level with subsequent information refining the overall
quality of the image. The encoding algorithm uses the fact that natural images have a low pass spectrom
[Bhas97] and as such most of the image cnergy resides in the lower frequencies, or the HH sub-band. An
obvious but still mentionable property of the wavelet transform 15 (hat large wavelet cocefficients are
more important than smaller ones. The compression algorithm uses the concept of zerofrees (trecs of
msignificant cocefficients) to effectively encode Jarge volumes of msignificant data.

The EZW starts with a threshold and scans the coefficients of the trans{formed matrix in two passes, a
dominant and a subordinate. The dominant pass assigns a codeword for each cocfficient. If the
coeflticient is targer than the threshold then a P (positive) is assigned: if a coefficient is smaller than the
negative of the threshold then a N (negative) is assigned; if a coctficient is smaller than the threshold and
the root of a zerotree then a T 1s assigned and finally if the cocfficient is smaller than the threshold and
not the root of a zerolree then a Z (isolated zero) 1s assigned. The subordinate pass then scans all P and N
coded coefficients and assigns a refinement bit 1o each. The threshold is decreased and the process
repealed. Encoding can be leriminaied at any time or when the (lweshold reaches zcro.

In this scheme thuere are a few factors that are important for correct encoding and decoding. The [irsl is
the order that the coefficients of the transformed matnx are scanned. This is imporlant as the encoder and
decoder must follow the same scanning order or the coded data will be incorrectly decoded. In the EZW
the (wo common scanning orders used are the raster or Morton scan as shown in Figure 2.21 [Shap93],
although, any scanning order can be used as long as (he encoder and decoder {follow the same pattern and
parent coefficients are scanned before children. The determination of the initial threshold is also
important and, in the EZW, bitplane-encoding is commonly used [Shap93] and so the threshold is
calculated as in (2.12) and then halved for each successive scan.

Threshold = QLMB"(UH (cter)] (2.12)

C(x,y)=Matrix Cocfficient
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Figure 2.21: Common Scanning orders used by EZW. In tlis case the wavelet transtorm is 3 Ievels

Results published in Shapiro’s paper proved that the EZW significantly outperformed the existing JPEG
standard. For example, a test image ‘Barbara’ was compressed a rate of 20.37:1 for both JPEG and EZW
and the resulting PSNR's for each was 26.99dB and 29.39dB respectively. This objective measure shows
a significant improvement over JPEG. Shapiro also quoles subjective quality tests that outperform JPEG.
An example of (his can be seen in Figure 2.22 and Figure 2.23. If looked at carefully there is degradation
in both images, however the JPEG degrades into a ‘blocky’ image whereas the EZW degradation is
represented at the edges in the image where ringing is seen 10 occur. This i1s an examiple of the graceful
degradation that is associated with the wavelet transform.

Figure 2.22: Visual Comparison of Compression of *Lena” at 32:1 for JPEG
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Figure 2.23: Visual Comparisan of ‘Lena® at 32:1 for EZW

The EZW produced good compression results and outperformed JPEG quite significanly at higher
compression ratios. A further (eature of the EZW that makes 1t desirable, is the ability to choose an exact
bit rate for compression whereas JPEG only allows the user to choose a desired quality factor which does
not give the user exact bit rate control.

Set Partitioning In Hierarchical Trees

An algorithim that resembles the EZW but js different in many areas is Set Partitioning in Hierarchical
Trees (SPIHT), first presented by Said and Pearlman {Said96]. The resemblance is found in the
algorithm’s similar use of the hicrarchical nalure of the wavelet transform as EZW, but the method in
which this is done is different.

The SPIHT algorithim traverses the (rees of the transformed image matrix using a predetermined
threshold to order trees and pixels into three lists, outputting code bits indicate in which list a coefficient
resides; these the decoder can use to decode. As in the EZW, the order that the algorithm traverses the
transformed matrix 1nust be the same {or the encoder and decoder. The threshold is then reduced and the
process repeated until 2 desired rate is achieved or the threshold reaches 0. The Jists that the algorithm
uses are called the List of Insignificant Pixels (LIP), the List of Insignificant Sets (LIS) and the List of
Significant Pixels (LSP). The LIP contains coordinates to all the pixels scanned that have been deemed
insignificant, the 1.IS contains the coordinate to the roots of insignificant trees in the matrix and the LSP
contains the coordinates of coefficients deemed significant. The algorithum divides the trees in the
(ransformed image into two types; the D-Type and L-Type. If a tree is D-Type then all descendants of the
tree are checked for significance and if L-Type then all the descendants with exception of the immediate
children arc checked. Two passes are performed, similar to the EZW, for cach threshold value used. The
dominant pass orders the pixels info the various lists while Subordinate pass checks the LSP and encodes
the next significant bit for each coefficient in the LSP, thus retining the accuracy of significant
coefficients.
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Results reparted were shown to outperforin those of the JPEG standard. Table 2.2 shows a table
highlighting the increased performance ol the SPIHT over JPEG for the standard test images of ‘Lena’
and “Goldll. The results for JPEG were generated using a freely available software package [JPEG]. It
is immediately cvident that at all compression ratios the SPIHT is able to outperform JPIG in terms of
PSNR. Visually the results show an improvement as can be seen in Figure 2.24 and Figure 2.25.

JPEG SPIHT
Rate Lena Goldhill Lena Goldhilt
(bpp) (PSNR)(dB) | (PSNRI(dB) | (PSNR)(dB) | (PSNR)(dB)
1 39.02 34.41 40.41 36.55
0.5 35.53 31.31 37.21 33.13
0.25 31.18 28.66 34.11 30.56
0.2 29.88 27.44 33.15 29.85

Table 2.2: Comparison ot JPEG and SPIHT |Said96]

Figure 2.24: JPEG Image of ‘plane’ at 40:1
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Figurc 2.25: SPIHT Image of ‘plane’ nt 40:¢t

The SPIHT algorithm has similar advantages to the EZW in that, it is an embedded scheme Lhat degrades
gracefully at hgher compression ratios [Said96]. However, the scheme is more complex than JPEG and
thus requires extra processing demands.

Space-Frequency Quantisation (SFQ)

The SFQ [Xi10n97) algorithm for wavelet image encoding 1s a slightly different approach to using the
zerotree structure as shown in the previous schemes. SFQ uses two simple quantisation modes to exploit
both the [requency and spatial compaction properties of the wavelet transform. Simply put, the algornthm
[irst quantises trees of zeros in a similar fashion to the zerotree method of Shapiro [Shap93]; it then uses
a single uniform scalar quantiser to quantise the remaining wavelet coefficients. The algorithm achieves
impressive results, trying (o match the minimum image distortion at a given rate, by adjusting the spatial
subset of coefficients that should be thrown away, and manipulating the uniform quantiser step size thal
is used for quantising the remaining coefficients. This process is extremely complex as the Iwo criteria
arc interdependent making computation of the optimal solution very complex and computationally
mtensive.

The results reported 1n [Xion97] show that the algorithm is able to compete with other state-of-the-art
wavelet compression algorithms and in some cases perfonm better. Objective results shown in Table 2.3
highlight the performance of SFQ against JPEG. The resulis for STFQ were obtained from [Xion97] while
the JPEG results were generated as in Table 2.2. In the case of 'Lena’ and ‘Goldhill’ the algorithm is
seen 1o significantly outperform JPEG. However the cost of using this scheme js the large computational
time required to calculate the optimum quantisation techinuique for each image.
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JPEG SFQ
Rate Lena Goldhill Lena Goldhill
(bpp) (PSNR)(AB) {PSNR)(dB) (PSNR)(dB) (PSNR)(dB)
1 39.02 34 .41 40.52 36.70
0.5 35.53 31.31 37.36 33.37
0.25 31.18 28.66 34.33 30.71
0.2 29.88 27.44 33.32 29 86

Table 2.3: Comparison between JPEG and SFQ

Figure 2.26: JPEG Image of ‘Lena’ at 32:1
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Figure 2.27: SFQ Image of ‘Lena’ at 32:1

2.7 Temporal Compression Techniques

Source . CNirony: 010001
A : » | Quanlizer » “NTrop g
[ncoder I'neoder
Inverse
Quantizition
Motion o .

Compensation / |- [\)(-)TI”EL
Estimation ceoer

Figurc 2.28 : Basic Block Diagram of a Video Encoder

Figure 2.28 shows a hasic block diagram of (he typical video comipression encoder. 1t 1s plainly evident
that the video encoder 1s very similar to that of the still 1image encoder. The only difference being the
Motion Compensation/Estimation block which performs temporal compression,

As mentioned in the introduction, a video compression scheme is able to take advantage of the tenmporal
redundancy between successive video frames. This is achieved (hrough a technique known as motion
compensation and estimation’ [Sala97]. Motion compensation/estimation tries to predict motion between
rames and use motion vectors to represent this motion. It then uses these motion vectors 10 reconstruct

The process of obtaining the motion vector is called motion estimation and the process of using the motion veclor

lo reduce the temporal redundancy ol the video sequence is called mofion compenxation.
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the current frame from the reference frame and compute a difference between the reconstructed frame
and the actual cwrent frame to obtain an error fivone. This error frame now has a great deal of spatial
correlation and thus can be highly compressed.

An Example

An example is used (o clarify some conceplual issues. A generated image sequence 1s given in Figure

2.29, although unrealistic it serves the purpose of illustration.

I l

a) Frame | - Reference Frame b) Frame 2 - Current Frame

Figure 2.29 : Hlustration of Motion Compensation/Estimation

A typical motion compensation/eslimation scheme would divide the frames into blocks, called macro-
hlocks, and find displacements of the blocks rather (han single pixels. This simplification 1s valid because
motion in a video sequence affects groups of pixels and not just single pixels. Further, perfonming
motion compensation on a pixel-by-pixel basis, while yielding the best motion estimate, 15 too
computationally intensive. The size of the macro-block is an important issue. as too large a macro-block
and the motion estimation does not remove the redundancy ctfectively and too small a macro-block and
the computational time becomes considerable while the number of motion vectors needed to represent
the motion becomes 100 large for worthwhile compression. In practice the macro-blocks are generally of
size 16x16 pixels, because it suits DCT based video compression standards and for a better motion
estimate 8x8 block sizes are used [SymeOl1].

Once the frames have been divided into blocks, a search begins which tries 10 match a block in the
current frame with one in the reference frame. The commonly used matching critenon is either the
Minimum Mean Square Error (2.3) or the Mean Absolute Error (2.4). A matching block has the leasl
MMSE or MAE and once a match is found, the motion vectors are then encoded for each block. TFigure
2.20 shows an example of a matching block, the dotted line representing the motion of the block on the
reference frame and the solid line indicating the matching block across the frames. The search algorithm
requires a great deal of computation and thus a fast algorithm that finds the best block match 1s required.
[ practice there are many search algorithins used that provide varying motion estimation accuracy al
varying computational costs. The scheme implemented in this thesis does not use temporal compression,
so an in-depth discussion of each search algorithm is irrelevant, however for the sake of completeness
Appendix B highlights some of the more popular search techniques used.

A=l N=) 2.3
MMSE(i,_j)=._l_ZZ(C(x+k,y+/)—R(x+i+/c.y+j+/))2 ()
MN £=0 /=0
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] AM—IN-! (24)
MAE(i. j) = TN Y |C+k, v+ 1y~ R(x+i+k,y+ j+D)
L=y f=0

The ¢xample given describes motion prediction using only (wo frames. Frames coded in such a manner
are oflen referred 1o as P-frames when describing a video compression technique. Further compression s
achieved by not only using the previous frame for prediction but also the future frame. Such bi-
divectional prediction allows for an even more highly correlated difference image at the expense of more
computational time. In video compression tenns a frame encoded using bi-directional prediction is often
called a B-fiame. Many ol the cunent video compression schemes use a mixture of predictive and bi-
dircctional predictive encoding to achieve good compression results.

The advantage of the motion compensalion/estimation 1S a very efficient representation of the video
strcam. However the prediction scheme means that video editing becomes a very comiputationally
miensive task. as the editing software needs to look at past and (uture {rames 1o constract the current
(ramv. Futhermore this dependence on other frames makes random access to various frumes a near
impossible task [Hoan01]. A further and major drawback of the system is the blocky artefacts (similar to
those in DCT still image compression) that appear in fast motion sequcences, translating to a displeasing
video sequence. Techniques such as overlapped block motion estimation [Wata917, that apply smoothing
filters over the crror frame have proven quite successiul in reducing the blocky artefacts. Other solutions
propose a slightly more complex scheme of dividing the video stream into arbitrarily shaped regions
rather (han blocks (Dang95]. The choice of how to split into regions is based upon which regions are in
motion, Results shown in this field have proven to reduce the blockiness of motion at the expense of
greater processing power, as now the image requires segmentation into useful moving objects and exira
data is required to specify the various, arbitrarily shaped regions.

2.8 Compression Standards

This section introduces some of the existing standards, giving the major fealures of each standard and
which basic compression techniques eacl uses. Every aspect of each standard is not covered and
references arc quoted to guide an interested reader.

2.8.1 Joint Pictures Expert Group (JPEG)

In 1991 a joint ISO/CCITT committee, called the Joint Pictures Expert Group, officially published the
first continuous tone image compression standard, now commonly called JPEG [Wall91]. The goal was
lo creale a generic standard 1o cover all aspects of compression while also being universally used and
accepted. The standard is a fast implementation allowing compression and decompression to be achieved
without an appreciable delay, thus being useful for real-time applications. Some of the requirements of
the standard were that it should be near to the state-of-the-art in compression technology, while alJlowing
a large degree of adjustability and scalability. The codec should be robust meaning suitability for any
image size and colour space and content. Tmplementation of the scheme should be efficient allowing for
software implementations 1o be easily developed. Part of the scalability option means that the JPEG
standard has been divided into 4 modes. Sequential, Progressive, Loss)ess and hierarchical.
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Sequential Mode

This 1s the most common form of operation. The JPEG encoder first decides whether to perform a colour
space conversion and then performs an 8x8 DCT as described earlicr. The resulting DCT coelficients are
then quantised using an 8x& quantisation table according to a user defined rate metric. The quantised
cocefficients are then ordered n increasing frequency as described in Figure 2.10. This ordering
maxtmises the chance of successive zero coelficients being grouped, as the higher frequencies of the
image will tend to have zero coefficients. The final step is to entropy encode the resulting data using a
run-tength encoder followed by either a Huffian or arithmetic encoder.

IPEG lneoder

Quantization Huftman
Tubles Tubles
v v
Colour 2 Entropy
. DCT —— Quanlpzer —= Py
Conversion L:ncoder
‘ompressed
Image
Colour IDCT ), Quanitizer Entropy
¥ a E e-Quantizer — v
Conversion o Decader
1 i
- Quamtization Huffmian
Tables Tables

IPEG Decoder

Figure 2.30: Block Diagram of JPEG Encoder/Decoder

Progressive Mode

Progressive mode allows the user to (ransmit a picture over a number of scans thus allowing for
accessible low bit rate transmission. The first scan yields the enure image at low resolution and c¢ach
successive scan increases the resolution of the image. Effectively this i1s an sorting of coefficients in
order of importance. For example the first scan would encode all the DC coefficients for all macro blocks
first, as they contribule most to the image energy, and then encode the AC coefficients in order of
mmportance. Thus when decoding, every DC coefficient for all macro blocks would be decoded first and
thus, a low resolution image would immediately be visible and with each subsequent scan the resolution
would increase.

Losstess Mode

[n this mode the JPEG codec does not use the DCT but rather a predictive techmque that determines a
pixel vajue based on surrounding pixel values. It then entropy encodes the result to give a compressed
oulput.
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Hierarchical Mode

The Hierarchical mode allows a user 1o decode a low-resolution version of the picture without first
decoding (o the maximwum resolution. The drawback of this system is the need for extra picture buffering
and the increased implementation complexity, which translaies 1o a slower runtime.

2.8.2 MJPEG

In terms of video compression, the milial success of the JPEG system yielded a video format called
Motion-JPEG (MIPEG)[Bhas97]. Although this scheme is not a standard it has become a de facto
standard as many vendors have developed an MIPEG codec [Main]. MIPEG encodes cvery video frame
in a sequence as a single JPEG image. The advantage of the MJPEG is fasl execution tyme. as it does not
implement any temporal compression. However the lack of temporal compression means that
compression ratios are generally modest compared to schemes hat do use temporal compression. The
fact that every frame is treated independently means that any frame in the sequence can be randomly and
aquickly accessed. This feature makes MJPEG a very useful tool for video editing purposes.

2.8.3 JPEG2000

The new JPEG2000 standard [Ogun00]{Skod00] for still picture compression is set (o replace (he JPEG
standard and is in the final stages of standardisation. JPEG2000 uses wavelet-based techniques to
provide better compression results than its JPEG predecessor. The codec 15 based on the DWT. scalar
quantising, context-modelling, arithmetic encoding and pasi-compression rate allocalion. The codec
caters for lossless and lossy modes by allowing various different wavelet filters configurations to be
used. The boundanes of the image arc periodically exiended 10 allow for efficient wavelet boundary
handling. JPEG2000 aims (o provide the saime robustness and scalability that JPEG provides but also has
added features like random access to areas in a picture and extra error-resilience. An added feature that is
used in this video codec is the region of interest, which allows certain regions n the image to be encoded
al higher quality than other regions. In December 2000 JPEG2000 Part 1 was standardized by the [SO
[JPEG2000], which specifies the image encoding system, and soon after 'lmage Power’ [Image]
announced its JPEG2000 software implementation. Currently there are 5 other parts of the standard,
whicly, to the knowledge of the author, have yet 10 be standardised. These mclude extensions to the
current core, motion JPEG2000, conformance, reference software (currently only Java and C
implementations are scoped) and a compound image format for applicanons such as fax.

2.8.4 MPEG-1,2,4

The Motion Piclures Expert Group (MPEG) has defined a series of video compression standards, each
designed to meet separate video bit rate requirements. Since these al) have a direct bearing on the design
of a video compression scheme these standards need to be outlined and discussed.

MPEG-1

MPEG-] [Gall91] is a layered, DCT-based videco compression standard that results in VHS quality
compressed video al a target bit rate of about 1.5Mbs. it supponts both PAL and NTSC formats and their
respective SIF offshoots. Colour video is converted to YCrCp space and downsanmipled at 4:2:0. The
MPEG-1 stream consists of three different types of {rames each employing a slightly different encoding
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o decrease compressed output size. The Inter-Frime, or I-frame, is encoded as a separalc image as in
Jossy JPEG. The predictive coded. or P-frame, is a block-based motion compensated frame between the
current e and the previous frame. The Bi-directional predictive encoding frame. or B-frame, is the
resull of mation compensation of the cument frame with the previous and future Irame 1o get a more
compact representation. MPEG-1 video defines a group of pictures (GOP) scheme (hat contains one |
frame, a few P frames and lots of B frames. The | frame is necessary for error resilience as. since P and B
frames are dependant on one another, any error occurring n (hese frames will propagate through the
video. The I frame, however is independent and therefore stops any error propagation. The independence
of the { frame from other frames also makes access 1o various paris of the video possible but true random
access 1o every frame requires a large buffer to store the past and future frames in order to construct the
current frame. The size of the GOP is very important as too large a GOP and the error resilience of the
video drops and too small a GOP und the compression ratio increases. MPEG-1 systems use a GOP size
of 15 as this provides both acceptable compression and good error resilience as an eror can only
propagate for 16 (rames which is less than a second of PAL video [Bhas97].

[BBPBBPBBPBBPBBP

Figure 2.31: MPEG-1 Graup of Pictures

MPEG-1 has been designed for bit rates of 1.5Mbs and CD-ROM applications and generally performs
well under these conditions [Sola97]. However the codec is not designed for low bit ratc applications and
as such suffers severely from 'blocky™ artefacts when the bit rate is substantially reduced.

MPEG-2

MPIEG-17s limitation of the bit rate means that it is unsuitable for broadcast applications; MPEG-2 was
developed for high-end video applications and filled the void left by MPEG-1 {Okub95]. The MPEG-2
codec is very similar lo MPEG-1 but caters for extra scalability to include features necessary for
broadcast applications. The codec is aimed at bit rates of 4Mbps up to 100Mbps angd supports resolutions
of 352x288 up to 1920x1152. As in MPEG-1. the MPEG-2 treats colour in the YC,Cyx domain, however,
it permits various types of colour down-sampling such as the 4:2:0 or 4:2:2 format. It also uses optional
B frames in order to increase quality at the expense of compression. The standard uses a more accurate
form of motion compensation, which means that the resulting rcconstructed motion frame is a closer
approximation to the actual frame and thus the crror frame is more sparse, allowing for better
compression results. MPEG-2 broadcast TV is already in use in many cecuniries as digital satellite
television has started {o gain prominence, [UEC] but is unsuitable for low bit rate applications [Syme01].
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MPLEG-4

MPLEG’s answer (o Jow bil rate video transmission is found in the newly released and constantly updared
MPEG-4 [Koen99]|Wen99][MPEG4]. The codec is designed 1o allow maximum interactivily berween
multimedia applications and users and also bring thc video o low bit rate channels, namely the Intemet.
The standard provides for a great deal of multimedia issues as pertains to the Intermet but the focus here
is roing 1o be on its description of video. There are a multitude of features in MPEG-4 and therefore, in
1his section, delailed examinations of the exact workings of each feature of the codec are not given:
rather a basic description of relevant features is presented. The quoted references each provide a myriad
of information on the codec.

For video, MPEG-4 redefines the way video is represented and thought of. Typically a video stream is
thought of as a series of images or frames representing the movement of a real-scene. This video stream
is treated on a frame basis and compression techniques like MPEG-2 compress the video on this frame
basis. MPEG-4, however, redefines the video stream as a series ol video objects. For example consider a
scene with a news reader; there is typically one person and the background. An MPEG-4 description of
the scene could be to separate the foreground person video object from (he background video object. The
nmage of the person is now called a rexzure and there also exists information describing the s/ape of the
various video objects.

MPEG-4 divides the scene into layers. The first layer is the Video Object Plane (VOP) which is a
complele spatial representation of 1he object al a given time period. Thus cvery object in the video scene
is represented by a series of VOP's. Jach VOP contains texture data describing the texture of the object
and shape information describing the shape of the object at thal time. The next plane is the Group of
Video Ohject Planes(GOV) which groups a series of VOP’s into a single plane, much like MPEG-2's
GOP, however data is organised so that each VOP can be separately encoded. The Video Object Layer
(VOL) caters for scalable encoding of a video sequence of VOP's or GOV's. This scaling can be done
temporally or spatially and thus allows for variable encoding to be achieved within limited computational
power or bandwidth. The Video Session (VS) is the final layer and includes all the information about the
particular video sequence.

Some of the aims of the standard (hat apply to natural-image video compression are to provide an
efficient compression of images and video and random access to all types of visual objects. This random
access means that a video object from one video scene can be secamlessly placed in another video scene.
As in all MPEG standards scalability is provided for, with the user being able to compress a video stream
to their exact requirements.

The basic MPEG-4 encoder is shown in Figure 2.32 and highlights some aspects of the MPEG-4 codec.
MPEG-4 uses the &8 DCT for texture encoding as in the MPEG-2 standard and also uses 16x16 block-
based motion compensation if needed. However with the encoding of arbitrarily shaped objects 1t
provides alternative algorithms such as shaped-adaptive DCT and the usc of motion compensation using
“sprites”, similar to the sprite concept in graphics programming.

Basically MPEG-4 divides the compression of video into threc catcgores; Very Low Bitrate Video
(VLBV), High Bitrate Video (HBV) and Content based funclionalities.

The VLBV layer is aimed at bit rates from 5...64kbits/s and low spatial resolution (typically QCIF) with
frame rates between S-15 fps. The VLBV provides for error robustness, low latency and low complexity
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for real-time multimedia applications. It also proposes algorithms for random access of frames and fast
forward and fast reverse features.

The content-based functionalities allow for separate encoding and decoding of content. For cxample
separating VO's and allowing VO's to be encoded and decoded separately. 'I'his part of MPIiG-4 is
where it differs substanually lrom the previous standards as il now provides for increased interactivity
and manipulation oI VO's within a video scene.
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Figure 2.32: Basic Block Diagram of MPEG-4 Encoder [MPEG4]

For low bit rates an important feature of the MPEG-4 codec its scalability. MPEG-4 allows for parts of
the bit stream to be decoded with reduced quality and reduced spatial and temporal resolution. thus
allowing for a wide range of bit rate targets to be met. To cater for the error prone mobile enviromment
MPEG-4 provides for eytor resilient features like resynchronisation, where the decoder i1s able 1o
resynchronise the video stream after an error cvent. The codec uses techniques for error correcting and
concealment of known cirors, by copying of adjacent blocks.

MPEG-4 provides excellent video results and describes the future in mulumedia applications where the
end-user is allowed almost total conirol of the media downloaded {rom the Internet. However for the low
bit rate applications the high compression ratios required still produce some ‘blocky’ artefacts associated
with the block-based DCT and block motion compensation. A further drawback is that the arbitrary
object shapes require extra encoding and introduce complex issues such as handling the boundaries of
the object. The description of the video object is of greatest importance, as (his requires the object to be
cfficiently segmenied from the scene, a process that has proven to be a very complex issue [CKim00)]
and for which, MPEG-4 provides no formal algorithms.

2.8.5 H.261

The 1ITU [Turl93] recommended the H.261 standard for video conferencing over ISDN networks. It is
fundamentally the same as a generic MPEG coded using the DCT, block-based motion compensation,
quantization and variable length encoding. MPEG codecs support image resolutions of CIF, SIF or
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higher whilc H.261 only supports CIF and QCTF. 11.261 does not use the GOP concept of MPEG and
docs not allow for Bi-directional prediction. Furthermore it uses a limited motion compensaton
algorithim where block motion 1s only allowed to be a maximum of 15 pixels away from the reference
pixel. Thix allows a faster campurational time but the accuracy of (he estimation suffers. The codec is
sufficient for ISDN networks but suffers at bil rates below 64kbps, which results in a blocky video

stenal.

2.8.6 H.263

The ITU-T H.263 [H.263] and sts extension H.263" is a improved version of H.261 and is designed for
videoconferencing over the telephone system where bit rates are typically <64kbps. This codec basically
unlocks modes not supported by H.261, supporting video resolutions of sub-QCIF (128x96), QCJF, CTF,
4CIF (704%3576) and 106CIF(1408x1152) with the 4:2:0 Y(C,Cpu colour space. {( also allows for
unrestricted motion compensation, which can give a betier motion estimate than the restricted mode
while creasing complexity. Another feature is the use of advanced motion compensation lechnigues,
where insltcad of using the 10x16 macroblock i1t is divided into 4 8x8 macroblocks with extra motion
veclors describing them. This increases the number of bits needed to describe the motion while yielding
a Dbetter motion estimate to allow for higher compression. H.263 takes advantage of the extra
compression achieved by bi-directional prediction by introducing a concept of PB-framcs, which, as the
name suggests, is a P frame and a B frame that are amalgamated to make a single frame. Upon decoding
the single frame is sphit into two and the B frame is decoded first followed by the P frame. Texas
[nstruments reports a real-time hardware implemented H.263 encoder using a TMS320C06201 DSP (1600
MIPS) [Miya00]. This encoder mects the mimimal requirements of H.263 with none of the annexes of the
I'TU-T specification implemented. The system requires a video capture card o capture the frames, which
are then presented 10 the DSP for encoding. The DSP then presents a coded output (hat 15 decodable by
any H.263 decoder.

The H.263" extension allows for SNR, spatial and temporal scalability. It tries to reducce the ‘blockiness’
alfect of the DCT and block motion compensation by using filters lo smooth over the edges of the blocks
to make a continuons image and maintains a high frame-rate in sequences with high motion by encoding
a low-resolution update ol the higher resolution image while keeping stationary areas at high resolution.
Extra error resilience is added and a betler packetisation scheme is used o allow for belter performance
on crror-prone comununications channels. These improvements create a better performing codec at the
expense of increased processing power.

2.9 Current Video Research

2.9.1 A Zero Tree Wavelet Video Encoder

Martucci et al. [Mart97] proposed a zerotree based video encoder in 1997 Lhat was designed for low bit
rale systems. The proposed encoder incorporaied the EZW and proposed an jmiproved version called
zerotree entropy encoding (ZTE). The ZTE sacrifices the embedded feature of the EZW to allow for
more flexibility, adaptability and improved encoding efficiency. The algorithim quantises transformed
data, explicitly allowing for optimised quanlisalion according 1o a specific scene. The scanning of
zerotree coefficients 15 done 1t a manner that explots the connections between coefficients and what they
mean in 2 [rame, allowing (or objects in a scene to be treated diflferently. These modifications are done in
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order to conform to the specifications put forward by MPEG-4. Block motion estimation and advanced
overlapped, block motion compensation is used to take advantuge of temporal redundancy in a video
scene. The affect of the overlapped block motion compensation is {o reduce “blocky” artefacts in low bit
rate scenes.

Figure 2.33 shows some results of the wavelet video encoder with the EZW and ZTE scheme against
those of the MPEG-4 VM. IFigure 2.33a) shows still image resulls for the video sequence *Akiyo™. 1l is
evident that the objective PSNR results for the I-irames outperiorm those of MPEG-4 VM with the video
sequences reporling very similar PSNR readings. However, the authors claim improved subjective image
quality due to the lack of ‘blockiness’.

Sequence Bits Y MPEG-4 VM EZW ZTE
q (kb) c (PSNR) (PSNR) (PSNR)
. Y 33.06 33.77 34.62
Akiyo 14 c 36 31 3571 36.19
. Y 38.42 40.18 40.18
Akiyo 28 C 40.81 39.50 40.81
a) I-frame coding PSNR Resulls
Seauence Rate Y MPEG-4 VM 2TE
q (kbps) c (PSNR) (PSNR)
Akiyo 0 Y 34.61 34.61
@5 frames/sec C 39.48 38.86
Akiyo oy Y 37.46 36.64
@10 frames/sec C 42.15 44,02

b) Entire Sequences PSNR Results

Figure 2.33: Resulfs of the Zerotrce Wavelet Encoder versus MPEG-4 VM., Results from {Mart97]

2.9.2 Partitioning, Aggregation and Conditional Coding (PACC)

The PACC algorithm published m 1999 [Marp99] presented a video compression algorithm  that
oulperformed both ihe MPEG-4 VM (Version 5.1) and the ZTE based video encoder. In this algorithny,
motion is treated as with H.263 but an overlapped motion compensation scheme is applied, which
reduces the false high frequency components present at block boundaries of the predictive frame, and
thus is more suited to the wavelets. The algorithm divides source data into separate sels, by separating
the produced wavelet sub-bands, in an attempt to decrease (he entropy of the overall signal. The
partitioning 1s continued by dividing the source data into three maps; a significance map, where all
significant pixels appear, a magnitude map where the magnitude of the significant pixels appear and a
sign map holding relevant sign infonmation. The significance map is then zerotrce encoded using a
similar zerotree scheme as in (Shap93). However it differs from the Shapiro scheme by confining the
zerotrees 1o the lower sub-bands as, the experimental evidence of the authors suggests that traversing the
trees further does not appreciably increase quality. The algorithm then uses conditional probabilities
where the conditioning “context” is obtained from neighbouring pixels. This conditioning allows a more
compacl representation of the various maps. The final step is to arithmetically encode the resulting
binary data along with the motion vectors from the motion compensation.
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Results reported (Table 2.4) are very impressive with PACC outperforming the MPEG-4 VM in all the
sequences tested and in some cases by more than 1dB. Visually with the use of the Wavelet Transform

and overlapped motion compensation, image degradation i1s more pleasing to the eye.

Sequence |Rate (kbps) Y/C MPEG-4 VM PACC
Y 37.81 39.75
_ 20 c 40.65 41.76
Akiyo

315 Y 41.49 43.72
- C 43.58 45 .34
Y 35.09 36.55
, 20.9 C 39.78 40.23
Hall Monitor v 37.62 39.53
28.5 C 41.16 42.14
Y 33.95 35.16
12.3 C 40.56 40.86

Foreman
587 Y 37.11 38.57
' C 42.08 43.57

Table 2.4: Results of PACC versus MPEG-4 VM [Marp97|

2.9.3 Texas Instruments Wavelet Coder

Texas Instruments published an application note describing the implementation of a real-time video
encoder using four TMS320C40s [Farv97]. The objective was to design a video compression scheme
that could capture and encode QCIF video at bit rates of 64-384 kbps, and then decode and display the
result on a monitor m real-time. Encoding was done on two DSP’s, by performing the DWT using FIR
filters and then compressing the transformed coefficicnts using quantisation and Huffman encoding. The
decoding process was performed on another pair of DS)?'s belore the output video was displaycd.

Although the simplistic compression techniques used resulted i madest results, the codec wag the first
published implementation of a wavelet based video codec on DSP's [Farv97] and proved that a fast
hardware implementation of the DWT was achievable. Motion estimation and conipensation was not
implemented, as the increased processing power associated with this technique would result in the codce
not being able 1o compress and decompress in real-time. Although the system was scalable in both
spatial and temporal resolutions, as the spatial resolution increased so the time to encode and decode
increased and the system lost the ability of real-time compression. The authors proposed using a faster
DSP for such systems or increased optimisation of the DSP code. Other areas of improvement proposed
by the authors, were improved quantisation and encoding algorithms to achieve better compression and
molion compensation schemes are proposed for nmprovenient on the scheme.

2.9.4 3-D Video Compression

A relatively new approach to video compression is that of 3-D vidco processing, by applying 3-D
transforms on the video signal. This form of video compression has received some attention over recent
years and sonie current algorithms are highhghted in this section,
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3-D Wavelet

The 3-D wavelet transform is an extension of the 2-D version and is applied by selecting a group of
frames. usually 16 for computational case, and performing the 2-D transform spatially on each frane
followed by a 1-D transform temporally as is seen in Figure 2.34. Since the temporal direction usually
contains a great deal of redundancy the wuvelet transform i this direction is able to represent this data
very sparsely and thus the potential for compression is high.

HHH  GGH HG G

Figure 2.34: 3-D Wavelet Transform on a Group of Frames

3-D SPIHT

In December 2000 Kim et al. [CKim0QO0] published a paper detatling a low bit rate video compression
scheme using 3-D SPIHT. Conceptually the 3-D version of the SPIHT is a simple extension of the 2-D
version. In the paper Kim describes the SPIHT as it applies to 3-D video compression and gives sonte
results compared to H.263. The implemicnted codec applies the 3-D wavelet (ransform followed by (he 3-
D SPIHT 10 gel a coded binary output stream that is then decoded by performing the inverse of encoding.
An added option to the codec is the inclusion of motion compensation. The motion compensation further
incrcases temporal redundancy and allows the 3-D wavelet 10 even more sparsely represent the group of
frames.

Results reported are inipressive in comparison to H.263 as it visually outperforms and objectively
outperforms the H.263 codec. Figure 2.35 shows some quantitative results, which highlight the
elfectiveness of the codec. These resuits were obtained for the QCIF resolution ‘Carphone’ video
scquence at 30kbps and |0fps. An immediate feature to notice is the degradation difference between the
two sequences. In Figure 2.35b) the degradation is “blocky’ in nature which is unpleasant to the eye,
whereas Figure 2.35¢) shows a more acceplable form of image degradation. Another noticeable feature is
the ‘blocky’ artefacts present in the MC 3D-SPIHT Figure 2.35d) result. This (s due to the block-based
motion compensation which when highly compressed results in the arefacts shown.

However the drawback to such a scheme is the implementation becomes very ume consuming,. The paper
reports an encode time {or a GOP is 28.48 seconds with the 3-D wavelet consuming 56.95% of that time.
This amount of processing time makes the 3-D compression schemes unsuited for a real-time DSP
application even though the reported resulis provide very good quality at low bit rates.
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il
ay Top-Lell. Origmal Frame b) Top-Right. H.263 Decoded Frame

¢y Bottom-LeNt, 3D-SPYHT Decuded Frame d) Ponom-Rieht, MC 3D-SPIHT Decoded Frame

Figure 2.35: Results as Reported by Kim et al [Kim00] of 3D-SPIHT versus H.263. The video is the standard
‘Carphone’ sequence at 30kbs and a frame rate of 10fps.

2.9.5 Motion JPEG2000

With JPEG2000 recently being standardised the video extension of the standard is the next logical step.
A Motion JPEG2000 codec would seek to replace the existing MJPLG for applications including video
streaming, digital video editing and digital cameras, as JPEG2000 is to replace JPEG. In this vein, [mage
Power, the same company Lhat released the first software JPEG2000 codec, announced on the 27 of June
2001 the first motion JPEG2000 software implementation to be released later in the year [Image]. This is
to coincide with the expected announcement of the standardisation of motion JPEG2000 in December of
2001.

2.10 Summary

This chapter introduced some ympaortant video compression theory needed for better understanding of the
dissertation. In order to complete the picture, Figure 2.36 shows a taxonomy of the techniques covered.
Compression techniques prescented have highhghted the advancements made in compression technology
in recent times. Such advanced schemes as Fractal and Wavelet compression have been explained and
the compression gain of each shown. hnportantly, with the increase in complexity of the compression
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techniques comes the requirement for more processing power. Some of the methods explained in this
chapter have shown impressive compression results but are complex and computationally intensive. With
the advances in technology, manufacturers are producing devices with increasing processing capabilities
making the implementation of more complex compression schemes more and more viable, justifying the
rescarch into these techniques. Recent developments in video compression have shown a greal deal of
promise for the future of video with advanced 3-D techniques being explored to allow for better quality
at lower bit rates. The increasing number of video applications that are appearing as a result of the global
irend towards (he digilal era mean that such developments and ongoing rescarch bodes well for the future
of video.
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Chapter 3 The Proposed Compression Implementation

Chapfer 2 gave an insight into available video compression techniques and highlighted some new
schemes that have been proposed by the research community. This chapler describes the system that has
been implemented for this project and the choices made in (he development of the compression scheme
are detailed. with justifications for each choice explained. The chapter starts by giving a systems
overvicw (o clarify where each implementation block resides in the systecm as a whole before continuing
with the explanation ol each facet of the compression scheme. Where deemed relevant some extra
theoretic mformation is provided to explain the benetits of certain choices.

The design of a lossy video compression scheme is governed by a set of trade-offs as illustrated in Figure
3.1. Since the algorithm is lossy, some way of determining acceptable quality is desired. An objective
technique that is oflen used is the PSNR of a signal. the higher the PSNR the closer the decompressed
signal is to the original. However, as has been discussed in Chapter 2, this is often not sufficient and a
subjective measure is often vsed to support the PSNR. Typically this is a rating of how the unage looks
(o the eye and whether any degradation of the image is bearable. which can chunge from person to person
and so is very difficult to standardise.

The encoding efficiency (Figure 3.1) is effcctively the compression ratios achicvable and 1s related to (he
other considerations. The higher the encoding efficiency the lower the quality of image. although, more
complex schemes generally provide better compression results at the expense of computational power.
The compression delay/complexity aspect is very important in a real-time imiplementation as the longer
(he compression delay the lower the video frame rate which 15 problematic when reasonable. non-jerky
motion video is required in real-time. Thus a compression scheme (oies to mimmise the compression
delay while maintaining a suitable efficiency and image quality with acceptable complexity. [n this video
scheme an extra application specific feature js added 1o iry and increase the image quably and
compression cfficiency with modest increases in delay and complexity.

Image Quality

- PSNR
- Subjective Quality

Coding Efficiency
- Compression Ratio

Crording Delav / Complexily

Figure 3.1: Trade-off considerations of a video compression codec | Bhas97]

3.1 System Overview

While there has been a considerable amount of work done in video compression, it has mainly focussed
on the general case for compression of video and not on using characteristics of the application for which
the video algorithm is destined to achieve better performance specific to that application. In such a case,
certain assumptions can be made to allow for higher compression ratios and still have an acceptable
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decompressed output. The canipression scheme implemented in this dissertation is a purely intra-frame
based scheme which uses mformation specific to certain applications to achieve higher compression
results while maintaining acceptable perfonnance for the application. This allows for higher compression
ratios to be achieved than those by other available intra-frame schemes such as Motion-IPEG.

As Figure 2.36 shows, the choices (or compression are numerous and each has its advantages and
disadvantages. In this implementation it was decided to use a wavelet fransforin approach. as the
hardware to be used would be able to cope with the computational demands of the transform. To encode
the transform matrix it was decided to use the SPIHT algorithm, which showed, improved compression
performance over JPEG and other algorithms of similar type. An arithmeiic encoder was added 10 the
system to provide further lossless compression before the compressed data was transmitted.

A basic block diagram of the nmplemented codec 15 given in Figure 3.2. The scheme has been
implemented to accept video from a video camera, compress this video on a frame-by-frame basis and
send the compressed data to the PC where it 1s decompressed and displayed on (he PC monitor through a
graphics user interface (GUI). The option of sending the compressed data through the serial link is also
available 1 order to demonsirate operation over an aciual commnumications link. In this case the decoding
is perforimed on a second DSP before being displayed on a TV monitor. The GUI allows the user to
change various compression parameters on-the-fly, adjusting the incoming video stream as desired. The
application specitic block refers to the implementation of a quality box scheme that will be elaborated on
in a later section.

Aprphe abion
Specific Engwls

" Ffory aed Translam . U form Eneoda o Entrapy Encoder

Viden Captin= = e Ratiery | Clinnnel Bafter

Applestion Serml Bus
Speciie Uccode

Yoverse Transform | Tranafonn Duecagur || Entrapy Decader |

Vidves Dispilay [« Cranne Maller = - Clisme] Batler

Figure 3.2: Basic Block Diagram of Video Compression Scheme

3.2 Choices and Justification

In any design the choices made for achieving the goal must be justificd and the remainder of the chapter
ahms at supporting those decisions made in the design.

3.2.1 Video Capture

The proposed system is able to capture video (rom a video camera accepting both composite and S-video
video {ormats allowing for both the common composite video cameras and the higher quality S-video
input. The support for hoth these formats is govermed by the capabilities of the video capture card bemng
used and the card in this scheme is able to capture in both formats. The typical spatial resolution used for
low Dbit rate video compression is the QCIF spatial resolution [Marp99]. In this codec various spatial
resolutions are allowed, with the user being able to dynamically change resolutions between the CIF and
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QCIF standard spatial resolutions. An additional resolution catered for is a non-standard 4 QCIF *(which
from now on will be termed SQCIF).

Since the codec is a real-time, frame-based scheme, limiting the temporal resolution is casily achicved by
adjusting the frame capture rate. However, the major factor governing the maxnmum temporal resolution
achievable, is the lime taken to compress and decompress a single frame. The main contributing factors
to the frame compression are the transform (wavelet) and the encoding of the transform coefficients
(SPIHT). Generally the smaller the spatial resolution the less time faken to encode and so the higher the
possible temporal resolution. A more stringent form of control has been hnplemented which allows a
user Lo define a specilic frame rale, spatial resolution and data rate and the codec wil) calculate the best
quality video achievable at this rate. I'or example, a user can define the communications bandwidth as
16kbits and want the video 10 be QCJF resolution, colour and at 5 frume/scc. ‘The implemented system
woulld then output the best possible quality video meeting the desired constraints. The advantage of such
a scheme is the ability to quickly simulate compression perforimance af various possible rate metrics
without having to physically set up a test environment,

3.2.2 Colour or Greyscale?

The ability 1o handle greyscale or colour has serious implications on the achievable compression ratios
and qualily. Greyscale video is able convey the required video information and uses less data to represent
than does colour. making it very desirable for a low bit rate video compression scheme. The addition of
colour, however, adds an extra dimension by providing not only general idennfication features of the
video bwt also the dilTerentiation of colours that suits the HVS more closely. The drawback is the
increase o amount of the data needed to represent the colour information, increasing the compression
required to meet the same rate constraints as greyscale.

In this scheme both greyscale and colour video are provided for, with the user being able to dynamically
swilch between the two. Tlus provides for the user that wants very high compression ratios and 1s willing
to sacrifice colour and, the user that wil) accept slightly less compression bul with the addition of colour.
Chapter 2 discusses various successful subsampling techniques used to compress colour. This video
compression scheme transforms colour into the YUV domain and uses 4:2:0 subsampling to compress
colour information. The 4:2:0 subsampling is a common choice for low bit rate schemes as it minimiscs
the colour information quite substantially while maintaining acceptable colour quality. The choice of fhe
YUV formai over other colour formats is to keep in line with the PAL TV standard which uses the YUV
colour space [Bhas97].

3.2.3 Choice of Transform - Wavelet

The taxonomy of Figure 2.36 shows two passible paths for a lossy frame-based compression scheme.
Either Spatial or Time Domain, such as Vector Quantisation, or Frequency Domain which is effectively
a list of useful transforms. From the theory presented in Chapter 2, the wransform based schemes have
provided much success i video compression and thus it was decided to use onc of these transforms

814 QCIF = 88x7?
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The choice of the transform in the implementation is governed by two main concerns; firstly the
cffectiveness of decorrelation and secondly the speed of implementation. The classic DCT algorithm has
been used in many video compression implementations [Miya00, MPEG4| as the already existing and
extensive knowledgebase allows for fast and easy implementation. IHowever, the well-known
disadvantage is the ‘blockiness™ introduced as a result of the excessive compression needed {or low bit
rate video. Thus for this implementation, a solution more suited to high compression was considered.
which included vsing algorithms to correct the ‘biockiness’ of the DCT or using a ditferent transform.
The use of filters, to reduce the blocky affect, i1s considered a sub-optimal solution to the problem as,
although it minimises the blocky effect it does not totally suppress the problem and so it was decided to
choose a different transform. The optimal solution for decorrelation purposes would be the KLT but this
is immediately dismissed due to its intensive computational requirements and Fractals, while providing
good results, are hamstrung by the excessively slow encode times |Uys00). The wavelet transform, on
the other hand. has gained much prominence in image processing since it is shown to provide good
image quality at high compression ratios. A particularly impressive result is the good performance at
high compression ratios. which makes the DWT particularly suited to the low bit rate application m
mind. The filter implementation shows that a fast method of calculating the DWT is possible and thus the

wavelet transform is seen as the optimal choice for this system.

FHlowever, the choice of using the wavelet transform is not that simple, as wavelet theory provides a basis
for wavelet analysis and not (he actual wavelet fitnctions themselves. So (he selection of which mother
wavelet to use for the transform is still required. This choice is limited by the fact the wavelet must be
relatively short (meaning as few filter taps as possible) in order for a reasonable implementation time and
it must be smooth, allowing for efficient transformation of the smooth intages. Both these constraints
it the choice of wavelets to the set known as biorthogonal wavelets [Anto92]. This problem is well-
known and as such much rcsearch has been done to find the optimal set of wavelets for image
compression. Granted. the question may be asked that surely the best wavelet can be found for each
image, which is true, However this means that for each image a new wavelet must be derived, not a
trivial task and also quite computationally expensive. So research has rather focussed on the best wavelet
which perforims well over a series of images. Work done on various biorthogonal wavelcl bases has
revealed that the 9-7° biorthogonal wavelet provides the best performance in lerms of image compression
[Anto92][Vill95]. Antonini et al compared three classic biorthogonal filters in a work published in 1992,
which found that for purposes of tmage compression (he 9-7 filter provided the best results and in a
separate work, Villasenor et al compared a series of wavelets, the results of which are shown in Table
3.1. The testing process was to {ransform the desired image and use an adaplive scalar quantizer to
compress images Lo the same compression ratio, then decompress these images and calculate the PSNR.
The higher the PSNR the better the wavelet is able (o deconelate the image data. It is clear that of all the
wavelef bases tested the 9-7 wavelel provides the best PSNR results. This objeclive analysis 1s vatid as
the pomt of the testing was 1o determine which wavelet bases provided the best image decorrelation,
which is proven through the PSNR resulis.

?The notation is derived from the number of filter taps used in the wavelet (9) and scaling (7) FIR filers
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Longth Filter CoeHiclonts PSNR {dB)

Hy 9 [0.B52699, 0377402, -0. 110624, -0 23849, 0.037828

1 - 2967
Gg 7 |0.7882886, 0.418092, -0.040689, -0,064539
Ha 12 |0.767245, 0.383269, -0.068878, -0.033475, 0.047282, 0.003759, -0.008473

2 — 29,57
Gq 11 |0.832848, 0.448109, -0.069163, -0 108737, 0.006292, 0.0141182
Hy 6 |0.7BB486, 0047699, -0, 129078

3 — 29.53
Go 10 |0 615054, 0.133389, -0 07237, ¢.006989, 0.018914
Ha 5 |1.0606B0, 0353553, -0.129078

4 25.13
G, 3 j0.707107,0.353553
Hy 2 [0.707107,0.707107

5 29.28
Gy 6 [0.707107.0.088388, -0 088388
Hy 9 |0.994389. 0.419845,-0.176777, -0.066291, 0.033145

6 29.12
Gy 3 |0.707107, 0.353553
Ho 2 |0.707107.0.707107

7 —————————— 27.48
G, 2 [0.707107,0.707107

Table 3.1: Results of Villasenor Testing

Although the filter operation is a fast implementation of the DWT, it is not the optimal solution for
implementation, Figure 3.3 shows (he FIR implementation of the 9-7 wavelet transform. [t is evident that
to calculate one coefficient through the scaling filter, 9 multiplications and 9 additions are required, and
for the wavelet filter, 7 multiplications and 7 divisions. l'urthermore, down-sampling is required which
involves re-sampling cach coefficient of the resulting transform. Some simple arithmetic reveals that for
a single iteration of the 2-D wavelet transform. for a 512x512 image, 4194304 multiphcations and
4194304 additions are required. This {igure excludes the additional down-sampling and border handling
requirements which add to it. So even though there are fast FIR implementations in hardware, the
number of catculations required for a single iteration is quite substantial.
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aput x
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a) Scaling Filter

Oulpat

b) Wavelcl Filter
Figure 3.3: FIR Filter Iniplementation of Wavelet Transform

An alternative method of implementing the wavelet transforni that has been newly introduced, is a
technique called /ifirng [Swel98]. Lifling combines the process of down-sampling and filtering into a
single step which efficiently reduces implementation time for the DWT.

3.2.4 Lifting

Figure 3.4 shows a block diagram of the process of lifting for a 1-D wavelet transform. As the figure
shows the input signal is first split into odd (y) and even (A) components, a process known as the Juzy
wavelet transform. The lazy wavelet transform does not do much to the signal. other than separate the
even and odd parts, the decorrelation is achieved by the predict and update steps which may invalve
several stages. The prediction step. also known as dwal lifting, uses A data to predict y data. When the
input 18 highly correlated this step 15 often very accurate but still can result sn a slightly erroneous
prediction. But since the prediction error is small the Jifting scheme only retains this error information
and not the entire vy subset. So the entire y is replaced by v, =¥ - P(A) where P(X) is the predicted of y
using A. This operation. however, means that the transform has lost some important information about
the signal (such as the mean value) and so an update, or primal lifting, step 1s needed where the X set is
updated with the y,., subset. This means that the A, is now replaced by 2 + U(yn..) Where the U is the
update operation. With careful design of the prediction and updating processes the result of the lifting
operation is a 1-D wavelet transform.
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Figure 3.4: Basic Block Diagram of Lifting

The problem comes in trying 1o obtain the correct prediction and update algorithms required for a
wavelet transform. In order to do this, the filter bank wavelet theory and hifting theory need to be unified
which is achieved using polyphase representations of the filter banks. The output signal in the z-domain
for the hlter bank in Figure 3.3 can be represented in the z-damain as in (3.1).

Vo=t H 2T R 2T v b 2T ew
v, = hyx, Fhx 2 Fhx 2T bk Ay 27 row 2 3.1
vy, =hx, +hxzt +hxz ok hx 2T cow 3

The process of sub-sampling, which is done in any wavelet transform would remove the second row in
(3.1) and all other odd indexed outputs. This results in only the odd indexed filter coefficients affecting
odd indexed mputs and even indexed filter coefficients only affecting even inputs. Grouping this together
the filter operation could be re-written as in (3.2), where the subscript ¢ denotes even and o 0dd.

v (2)=h(2)x (2)+z b (2)x,(2) (3.2)

Applying this remodelling of the FIR filter to the wavelet filter bank as seen in Figure 2.16 results in the
representation seen in (3.3). The /uzy wavelet transform. as described earlier, does nothing more than
split the mput into even and odd components and its polyphase representation is the unir matrix. Once the
polyphase matrix has been defined the process of dual and primal lifling needs classification.
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(3.3)

In primal lifting a new / filter bank is created from the old / and g filters 10 perform the primal lifting
step. (3.4) shows thus primal step and (3.5) shows the polyphase representation.

/’me(Z):}')(Z)“l-S(Zz)g(Z) (3.4)

P”"“'(z) _ {h;""" (z) o (z)] _ [] s(lz)] P(z) (3.5)

g (z) g(z)) 0

The dual lifting process 15 given as in (3.6) and (3.7) and involves constructing a new g filter from the
old /1 and g filters. This process can be repeated to obtain a concatenation of primal and dual lifling steps
10 perform the wavelet transform. Mathematically, equations (3.4) and (3.5) describe the process of
lifiing the high-pass with the help of the low-pass sub-band (predict) and lifting the low-pass sub-band
with the help of the high-pass sub-band (update).

g""”'(z):g(z)—l-t(z?)h(z) (3.6)

w0 h(z) h(2) i I 0 ,
’ (')‘(g:f""'(z) g _,)]—[,@ I]P” ¢

With the primal and dual lifting steps defined the problem of factoring the wavelet FIR filter coefficients
into lifting steps still remains. Daubechies and Sweldens [Daub98] proved that any polyphase matrix
representing a wavelet transform can be factored into a series of unit upper and unit lower triangular 2x2
matrices and a diagonal normalisation matrix as illustrated in (3.8). What remains is the determination of
»(z) and 2" ,(z) have
to be found such (hat equations in (3.9) are satisfied. A similar constraint is required for dual lifting. Note

ne\w

ti(z) and s(z). For primal lifiing this means that the Laurent polynomials s(z), h

that the solutions are not unique and so there may be multiple possibilities, the only constraint being that
the solulion satisfies the equations.
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aneinglisation ( ) At
A 0N\l (1 s (z T 0
P(z)= '
) {0 le:ll [0 ] /{l,(z) ]j

A and B ure normalisation constants

h(z)= S(z)hﬁ (:) +h"" (z)
g, (:) =s(z)g. (2)+ g (2)

(3.8)

(3.9)

In terms of the 9-7 wavelel, Daubechies and Sweldens [Daub98§] factor the FIR filters into Lifiing steps.
This leads 1o the lifting steps as seen in (3.10) Daub98] which translates graphically as in Figure 3.5.
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Figure 3.5: 9-7 Lifting Wavelct Transform

The advantage of using lifiing over conventional [FIR implementation s the increase in speed as the
number of calculations required are reduced The inverse of the transform is also trivial to lind as it is the
forward (ransform applied in (he reverse direction. Thus in this scheme the implementation of the 9-7
wavelet transform is done using the lifting technique.

3.2.5 Choice of Compression Scheme — SPIHT

As 15 cormmon in most Jossy compression scliemes, once nnape data has been wransformed some
guantisation and entropy encoding is used to compress the fransform cocfficients. While some success
has been demonstrated in the use of scalar and vector quantisation techniques followed by Huflman
encoding [Wall91]. since the transform being used is the wavelet transform, it makes sense to use the
properties of the transform to achieve belter compression. Chapter 2 highlighted somc of the available
and more success{ul compression techniques that effectively use the properties of the wavelet transform
10 achieve very inmpressive compression results. It is worth noting that although the implementation of
the transform is not using FIR filters the result of the hifting transform is equivalent 1o that achieved by
using FIR filters.

The choice of the wavelet transform over other wansforms means that a suitable compression scheme
designed for it must take advantage of the properties of the transform. In this implementation the
goveming factors were speed of implementation and performance. Table 3.2 shows a comparison of
objective performance of the various tree-based schemes (hat have been discussed. It 15 clear that the
SFQ provides better performance than both SPIHT and EZW, howevcer the high computational cost of
the SFQ means that it is unsuited for this application. The SPIHT algorithm provides better performance
than the EZW and at similar corputational cost [Said96] making it the better choice of the three. Thus
for this implementation the SPYHT algorithm was chosen due to its excellent performance at

conparatively modest compuiational cost.
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SFQ SPIHT EZW

Rate Lena Goldhill Lena Goldhill Lena
(bpp) (PSNRy(dB) (PSNR){dB) (PSNR)(uB) (PSNR)(aB) (PSNR)(dB})

1 40.52 36.70 40.41 36 .55 39.55

0.5 37.36 33.37 37.21 33.13 36.28

0.25 34.33 30 71 34.11 30.56 33.17

Table 3.2: Comparison Between SFQ, SPITHT and EZW. Results for SFQ obtained from {Xion97|, SPIHT

from {Said96] and EZW from [Shap93|

The easiest method for explanation of the SPIHT algorithm is to give it step format as seen below.
Essentially the mam idea behind the SPIHT 1s the quantisation and ordering of wavelet cocfficients in
order of impottance. The initial threshold is calculated as in (2.12).

(4

Compute the initial threshold and initsalise (he lists: LIP — put all the roots of frees

into the LIP: LIS — put all the trees in the LIS and assign them as D-Type: LSP — Make the
LSP empty.

Check the significance ot all cocliicicnes in LIP:
[F Signiticant then output | followed by a sign bit and move (he coefficient to the LSP
[f not significant output Q.
Check the significance of all trees in the LIS according to the rype of tree:
FFor a D-Type:
Ifitis significant, outpur a | and code its children:
If a child 1s significant, output 1, then a sign bit and add to LSP
If a child is insignificant, output 0 and ackl it to the end of the LIS
If the children have descendants, move the tree to the end of the LIS as
type L, otherwise remove it from LI]S.
If it is insignificant, output O.
Fora L-Type:
If it is significant, output |, add each of the children to the end ol the LIS as a D-
Type tree and remove the parent tree from the LIS.
If it is insignificant, output O.
Decrease the threshold and go to Step 2. Repeat until the compression ratio is

reached or the threshold 1s 0.

3.2.6 Application Specific

The application specific block in Figure 3.2 refers (o the algorithms employed 1o allow for greater
compression with video quality suitable for certaim applications but not for others. Each wvideo
application has its own set of unique conditions, specilic 10 it, that can be used to tune a compression
algorithm to produce better results. The issue is (the choice of tuning algorithm which best suits ¢ach

application.

In the case of this implementation the idea of providing better quality to certain areas of the video frame
has been introduced. This means that in a video scene there exists the possibility of highhighting an area
for better quality than the rest of the scene at the expense of degrading the surrounding areas. This
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provides the advantage of achieving Ingher than normal compression ratios while only allocating suitable
quality to those areas dueemed smportant to the user.

With the wavelet transform there are a few methods that can be used to intfroduce the quality box idea.
Exlra quality 11 an area means that extra detail is required in that arca. The wavelel transform effectively
separates detail from the average of the mage and so a fogical method for increasing quality in a cerain
avea is to increase that arcas detail before applying the wavelet transform. In this way those coeflicients
in the detail regions of the transform would be abnormally higher and thus given higher priority. On
encoding. these areas would then be given nore encoding priority than others and thus better quality
could be achieved. On decoding the affected area could be adjusted back 1o normal detail with the result
of an apparently belter quality area. To achieve this, the contrast of the arca to be affected can be
adjusted before compression thus creating regions of extra detail. This lype of adjustment will work but
is not desirable as there is no real control on the achievable quality. The contrast must be very carefully
adjusted as too much adjustment results in a “clipping’ atfect which means image data is losl and oo
little adjustment and the wavelet results are insufficient. Thus this method has not been used.

Another method is Lo increase the vahies of those wavelet coefficients thal affect the area of interest. In
this manner the subsequent encoding algorithm used will give these coclficients higher priority and thus
code them more sccurately. On decoding (he cocfficients could be adjusied to the correct range betore
applying the inverse transform. In this manner extra qualily can be achicved in those areas that arc
adjusted. However the problem of adjusting the exact amount of quality wanted still is an issue and very
difficult to accurately achieve with this method.

An extension of this idea is used n this scheme where coefficients in the affected arca are set 1o 0. [n this
way the SPIHT algorithm assigns them the least priority of all and so this area contributes minimally 1o
the image. [f the area forms a zero tree then it is conceivable that this area could be represented by the
single bit expressing the entire zero lree. The area ol mlerest is then coded separately from the
background nmage, according to a separate rale metric, and on decompression superimposed on the Lotal
video frame. The advantage here s that the area of interest is now very scalable with a user being able 1o
define a certain quality metric for this area. Chapter 4 describes some implementation issues that concern
the realisation of the area of interest.

3.2.7 Choice of Serial Communications

Since the algorithm is designed for low bit rate applications, for effective demonstration purposes il was
decided to develop a simple communications proioco) for transmitting the compressed video over the
serial link. This allowed for testing the performance of the compression scheme in a more realistic
environment, where issues of frame synchronisation and communications delay are important. However
this was slitl not a totally realistic environment as chimel issues, like bil errors, were not considered.

The senal communications link is configurable to various baud rates from 9600-115200 baud, which
allows for testing over a range of low Dbil rates. The simple protocol is able to sct up a link between
encoder and decoder and begin transmitting the video packets that are then displayed on the TV monitor.
Control of the decoder is achieved via the serial link and the encoder 1s able to tell the decoder to start
and stop encoding. Although the ability exists to simulate the quality of the video over various rate
nietrics the addityon of the serial link allows for a more realistic demonstration of operation and thus is
very useful.

64



Chapter 3: The Proposed Compression Implementation

3.3 Summary

This chapter has introduced the work performed for this dissertation. It describes, an intra-frame video
compression scheme that uses the wavelet transform and the SPIHT algorithm and which has been
implemented on a DSP. The scheme is able to capture video from u camera and compress this video for
subsequent decompression and display on the PC. A Turther feature is the optional ability to transmit the
compressed video over a serial link and decompress and display the video using a second DSP on a TV
momtor. An adjustable area on the video scene can be highlighted for better quality than the rest ol the
video scene. This can be done during the live video display, allowing for re-definable areas of quality
and a higher degree of scalability. A graphical user inlerface has been designed (or the PC whereby a
user is able to adjust a multitude of compression parameters that can change the properties of the video
during run-time, allowing for easy and seamless scalability.
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Chapter 4 Test-bed Implementation

The major portion of this project is the implementation of (he video codec using a DSP board and
interfacing this with the PC. For this purpose the Philips Trimedia Multimedia Development Board is
used. The board is specifically designed for development of multimedia applications and as such is
perfectly suited to this application. This chapter will give a brief description of the hardware used for the
implementation, before focussing on the specifics of designing the code 1o be implemented. The main
objective is not to produce a highly optinysed solution but rather (o demonstrate the functionality and the
advantages of such a system. However some degree of opumisabon is required for cffective
implementation and demonstration.

4.1 The Test-Bed

PC Functons Trimedia Functons
- Control Trimetia Capture Video
- Display Ongmal - Dompress Video
- Diecode and dizplay compressed Video - Transr both compressed stream and onginal widen Lo PC
- Facilitate dynaric eontrol - Decornpress Video and Display on sonitor

- Act as Communications Iavice

" Optiorsl Senal Lt W4 . j

e

—
e
. m ¢

Ve

Figure 4.1: Block Diagram of Test-Bed (ltalics represents optional extras)

The block diagram of the hardware vsed for the implemented system is given in Figure 4.1. The PC is
the master controller and has the ability (o activate and deactivate the Trimedia DSP (from now onwards
referred to as the DSP) through the PCI bus. Therefore the PC acts as the interface between the user and
the compression algorithm. The PC also acts as the output for the compression scheme by decompressing
and displaying the decompressed video along with the oripinal video. This allows for a subjective
performance comparison between decompressed output and original input. The PC also acts as the
configuration device for the compression algorithm allowing the user to change those vanables discussed
in Chapfer 3 and seamlessly integrate with the DSP 10 adjust the compression features. Since the PC
contains all the compressed data and an easily configurable communications device, in the serial port, it
is able to use this device o (ransmit to a decoding PC, which i turn sends the compressed data to the
decoding DSP for decoding and display on a video monitor. The decoding PC, then, is merely an
infornmation pump. receiving coded data and pumping it to the decoding DSP. The obvious concern in
this system s the apparent waste of resources, in using an entire PC merely as a go-between. }lowever,
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everything done by the decoding PC and DSP is also done by the Host PC (decode and display). Thus 1he
only reason for including the decode PC and DSP 15 for purposes of conymunication demonstration
which is important as it demonstrates the timing rehability of the developed system. Since (ransmitting
the data over the serial port (akes time. the developed system is required to illustrate that the extra delays
will not adversely affeet the quality of the video stream nor produce errors, und this is done through the
serial port demonstration. 'urthermore it demonstrates that (he developed system can function with a
comniunications protocol meaning that the system could be altered to include only the camera, DSP and
monitor using any other communications prolocol.

4.2 Trimedia Overview

The Philips Trimedia Multimedia Development Board contains the Philips Trimedia TM-1300 at its core
which is a Very Long Instruction Word (VLIW) multimedia DSP running at up to 143MHz achicving up
to 6.5 BOPS'® [Trimedia). The ‘I'rimedia has access to 16kB ol data cache and 32kB of insiruction cache,
along with support for up to 64MB of Synchronous, Dynamic RAM (SDRAM). The board used in this
implementation contains [6MB, which provides enough memory for storage of image frames and
meutory requirements of encoding. The Trimedia VLIW architecture makes it particularly suited fo
complex DSP implementations, as it is uses parallelism to execute multiple instructions in parallel.
Reduced instruction set computer (RISC) architectures provide simpler and faster solutions than do
complex instruction sct computer (CISC) based architectures, but the Trimedia VLIW provides even
faster and simpler implementations (han that of RISC, although the compiler suppoirt needs to be more
complex. Trimedia reports [Trimedia] that its experiences show that complex DSP instructions ported to
the Trimedia take between 1 and 0.5 times less instruction cycles than on other DSP’s. Considering that
the Trimedia code is C optimised whereas most DSP code is agsembly optimised. this is an impressive
result, further highlighting the Trimedia’s suitability {o complex implementations, as found in video
CoOMPression.

1D - . & 2 . . R R
The Trimedia Documentation quotes this huge figure as a maximum achieved n a special test case which
optimally makes use of the VLIW architecture.
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Figure 4.2: Trimedia Block Diagram [Trimedia|

The block diagram of the Trimedia development board, obtained from the Philips Trimediu
Documentation Set [Trimedia), gives an overview the system. Since the board js primarily a multimedia
development system some video and audio /O is essential. The Trimedia provides for Composite and S-
Video VO with YUV sub-sampled on-the-flv to 4:2:2. The VO meels those of the CCIRG0L/656
[ITUGO1] standard video input specifications. There are 2 channels for audio input each allowing for §-
or 16-bit samples using the I’S and other serial 3-wire protocols with a sample range from DC-100kHz.
Audio outpul allows for 8 channels at 16- or 32-bit samphng rates catering for mono aud slereo data
formats. The board also nmplements an 1°C bus for daisy chain conumunications with other electronic
devices. An image coprocessor is included with optimised image based algorithms such as colour
conversion and down- and up-sampling. For communication with the PC, a PCI interface is provided for
Direct Memory Access (DMA). The peripheral Variable Length Decoding (VLD) block provides
optimised solutions for MPEG-) and MPEG-2 decompression making the Trimedia particularly suitable
for these applications. Physically the board looks as in Figure 4.3.
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Figure 4.3: Development Board Diagram [1rimedia|

Sofiware support for the Trimedia comes in the form af their software development kit (SDK), which
allows for ANSI C and C++ code development with an optinised VLIW compiler. The SDK provides
tools for source and machine-level debugging for 1solating implementation problems, while providing
ools for analysis and enhancement of developed code. Uhe analysis tools provide a break-down of
resources used by developed code on a function by function basis allowing for easy isolation of thosc
portions of code which require more optimisation. The enhancement ools analyse compiled code and
provide grafling and profile information to the compiler for a more optimised compiled output. A cycle-
accurale machine-level simulator fucilitates simulation of code for testing {iming requirements and speed
issues. Finally, the Trimedia uses the pSOS operating system developed by Integrated Systems, Inc. as
the Real-nme operating system.

4.3 The Initial Test Program

A lest program was developed for the PC to test encoding ideas before porting them to the DSP for
implementation. The major advantage of testing code on the PC is the more user friendly debugging
tacilities allowing for faster code development. This program was effectively a still image compression
system, which could compress and decompress any greyscale image or colour image. The advantage of
the test program was in testing basic code functionality and initial code optimisation before porting to the
DSP. A screenshot of the test program is given in Figure 4.4.
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Figure 4.4: Screenshot of PC Test Program

4.4 DSP Software Overview

This section descrnibes the software developed f(or the Trimedia DSP. Since the DSP is required to
compress and sometimes decompress the video stream, the code development for each uspect of
compression and decompression is described. Figure 4.5 shows a basic flow diagrayn for the DSP code.
In this flow diagram the process of encoding the Fame is represented as a single block for sake of
clarity7, however, this block contains the majority of DSP code as it encompasses the Lifting, SPTHT
and Arithmetic encoding portions of the code which will cach be explained in this section. The set up of
the Direct Memory Access (DMA) is directly related to the PC and will be explained in a later section, as
will the area of interest software for the same reason. The remainder of this section will explain encoding
issues regarding each of these flow diagram blocks.
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Figure 4.5: Basic Flow Diagram for DSP Codec

4.4.1 Lifting code

The implementation of lifling 1s a direct extension of the diagram shown in Figure 3.5. Not shown in this
diagram is the handling of the boundary of the image. which s still important. As in the filter bank
implementation the lifling algorithm requires some boundary handling for the perfect reconstruction
property to be met. In this case boundary extension was similar 10 that described in [Uyt99] where the
signal is extended symmetrically. However as [Uyt99] shows, the symmetric extension must be carefully
dane to preserve perfect reconstruction. Four cases of symumetric extension are available as shown in
Figure 4.6. The numbers in brackets denote the notation («.h) used to describe cach type of extension. If
a =1 then the first sample is not repeated whereas if # = 2 the first sample is repeated. This is sinularly
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done with the last sample and b. In (his implementation for perfect reconstruction (o be achieved (he
boundary extension i8 as in I'igure 4.7.
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Figure 4.6: The Four Cases of Symmetric Extension
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Figure 4.7: Boundary Extension for Wavelet Transform

Figure 4.8 helps to explain the implementation of the code and is effectively a simplified version of the
diagram seen in Figure 3.5. To help with future explanation the top branch of ihe diagram contains only
even parls of the input while the boltom part contains only odd parts. In terms of images, even parts of
the siymal are those pixels found ar even indexed positions and odd parts of the signal are those pixels
found 1n odd indexed positions. For example, the pixel found at position (2.2) in an nnage matrix s even.
The main loop for a 1-D lifting operation is shown in pseudo code below. This operation is the same for
both row and columns but only the row is shown here. To keep the pseudo code relatively simple the
code for boundary handling has been omitted, however it is important to mention the effects of the
boundary handling, as it can explain some discrepancies evident in the pseudo code. The result of
boundary handling is to perform the joop described below with the symmetrically extended boundary as
described above. This means that when looking at the code below the values B,, E, and F, are effectively
preloaded due to the extension being already performed.

For ( s = 0 to size of row)

{
By = B,; //set the last B fterm as current
B, = Ej; //set the last E term as current
2; = Image [current even]; //get the current even pixel
A, = Imagel[next cven]; //get the next even pixel
D, = Image [current odd]; //get the current odd pixel
E, = a x (A, + A,) + Dy //calculate the current E term
B, = P x (By + Es) + A, //calculate the current B term
F1='YX(B)_+B2)+E1;
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Result [odd] = F, / (; //output the odd placed result

C, = O x (Fy + F.) + B,y;

Result [even] = C1 x §; //ontput the even placed result

Fy = 1 //F, is actually the previous F value
//and F, is the current

A B C
/D ‘D
N7 % o
In Split o p 4 5 Out
A A i
AN E U c c

Figure 4.8: Diagram for Explaining Lifting Code

From this basic framework the hfing aleorithm s implemented in another control loop Figure 4.9. This
elfectively iterates the transform until the required number of iterations has been met. This functhion uscs
the oripinal image passed Lo it and allocates memory for a further matrix of the same size for working
space. In a single iteration the result of the 1-D transform on (he rows is stored m the working matrix and
the result of the 2-D transform stored in the original image matrix, overwriting (he original. Thus afier
several iterations the memory allocated for the original ymage is replaced by the iterated transform. This
15 a fairly memory efficient implementation and 1s thus useful for the DSP. However, as the resuits are
stored in one large matnx, carcful attention 15 required in addressing the respeclive approximate matrices

to correctly iterate the transform.
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4.4.2 SPIHT Code

The SPIFT algorithm was first coded on the PC using a test program, which allowed for testing of
encoding ideas and optimisations. SPLHT, as explained in Chapter 3, is effectively a list based program
and therefore an obvious encoding implementation was (0 implement the three lists, LSP, LIP and LIS as
linked lists. These lists were implemented as linked lists of structures as shown in Figure 4.10. The
SPIHT has a dominant and subordinate pass with the dominant pass being further divided mnto a two
logical paths: checking the LIP and the LIS. The advantage of using the linked list in the SPIHT
implementation is that memory is used more efficiently, since as each list grows it allocates new memory
and when the list gets smaller it deallocates memory meaning no wasted niemory allocations occur.

For an initial test of memory requirements and performance, the SPIHT was coded on the PC test
program and applied to the 512x512 ymage of ‘Lena’. At the start the LIP was 256 elements long, the
LSP, O elements and the LIS 256 elements long. Once the iterations reached a threshold value of 2 the
LIP was 73457 elements long, the LSP 168519 and the LIS 4747 elements long. This meant that, in the
case of the LSP, a mimumum of 168519 meniory allocations had taken place, the fime taken to reach this
point, 5.974s. The main cause for the slow execution time was seen to be the constant memory allocation
and deallocation for the lists, which is a time consuming process. In order to test resolutions that will be
used for the video compression algorithm, a 352x288 greyscale image of ‘Lena’ was lested and seen 10
execute in 975ms for a compression ratio of 10:1 and 2.928s for a compression ratio of 2:1. Although
conceptually this solution waorked, in terms of optimisation, the SPIHT required a rework.
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Figure 4.10: The Lists for SPIHT
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The inunediate concern was the nmienmory usage of the system. For the 352x288 “Lena’ image the list
sizes at a compression ratio of 2:1 were 31636 for the LIP, 65192 for the LSP and 1127 for (he LIS.
Some calculation, see below. reveals that the total memory used for the SPIHT lists alone, is
approximately 830K B. I{ the SPIHT were to iterate until the threshold was 0 the LSP would be full, with
cvery coefficient accounted for, and the LIS and LIP empty. This would mean the memory requirved
would be the size of the mmage times the number of bytes neceded for cach element, which is
approximately 891KB for the 352x288 image. Another imponant aspect to notice about the lists is that,
if a coefficient is present in the LIP then it cannot be in the LSP. This means that the LIP and LSP can be

Referring to FFigure 4.10.

The LSP Struct contains 9 bytes.

The LIS Struct contains 9 bytes.
The LIP Struct contains 8 bytes.

65192x9 + 1127x9 + 31636x8
830KB

Therefore: Memory

144

Joined nto a single linked-list, saving some processing time. The maximum resolution of a video 1mage
is t0 be 352x288 and the [rimedia has |6MB of SDRAM, so memory is not really too much of a
problem however speed of execution is. Also it 1s apparent that as the compression ratio increases 50 the
thme of execution decreases. This is due to Jess memory allocation and deallocation operations required
with smaller lists.

A solution to the linked list problem is in allocating all necessary memory at the beginning of the
program, which is possible as the maximum vsable memory the SPTHT list is known. The downside (o
tns that the total memory possible for cach list is always allocated and is thus not able to be used in other
portions of the code. In the case of the (hree lists the toral possible memory for each list is required to be
allocated which means that 3x891KB = 2.6 MB is needed to be allocated which is potentially a large
portion of the available memory to be used. The upside is the slowdown problems caused by the constant
memory allocation and deatlocation can be avoided.

In order for this solution to become viable some adjustment to the link lists are required. As there can be
no repetition in the LSP and LIP these lists are joined into a single list meaning that only two sets of
891KB allocations are required. In this new representation of the lists they are no longer seen as Jinked
Jists but rather as arrays of list siructures as Figure 4.11 illustrates. In this new scheme the arrays of
structures are allocated at the beginning of the program as (wo large blocks of memory. In each array
element there is a pointer to the next array element and pointer 1o the previous array element. Although
this is not essential it was found (hat encoding was simplified by allowing each element to point to the
previous and next and not just to the nexi. Now fraversing the list was a simple procedure of finding the
start of the first element in the array for each (ype and following the links to the next element of those
specific lists.

76



Chapter 4: Test-bed [mplementation

Array of LSIYLLE Stracturey

LSF/LLP Structure ESTALIP Structuer
™ Ry
Typa | boat Type | bool LB Ir” oAb
¥ coordtile af | o poardinate of |
X short coufliment x shor coathiomn * short
¥ aNart | ¥ coominate of coafigient ¥ SNOTL Y conndimate of coallciont ¥ shorl
3 |t
Thresh| char Thresh Thresh| char
Pres | ot '"'"'“;II e i Fres Fred | i
PPrey | int FPrey Biray | np | Do me i
~ A
L I
Array of LIS Siructnres
LIS Strocture LIS Structare IS Strwetore
Typa | bool | D-or L type or HOLST Type | bool | D or L ype or MOLIST Type | bool | D or L type or MOLIST
| * courdaate of ¥ coofdinnle af * coofdrnte of
s+ C ¥ chinmds | GO
| 4 shli coefieient X short coo! [t * shaorl coufficmn
l y shon wpanlinate ot coethomn y SHOT | Y conrtinate of couifeis i ¥ ANOMN | ¥ ssmvtingie of soafunhil
|
. Proontar to rmod Aray -, Pairter fo nest Aray Prrntar ta novt Aray
Friexd | nt Element H;‘md nt Elemant ?”Q"d m Element
Painist 1o previoas Amay - Paintor 16 prewais ATy X Palnier 1o provious Amsy
PProy | int Flaiiain | PPrev.| int Eleruhi PPrey | it Eleamanl
v B —

Figure 4.11: Array representation of tists
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Figure 4.12: [llustration of the Deletion of an Array Element
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The removal and addition of elements n the hists stil poses a non-trivial problem and requires some
explanavon. Since 11 is undesirable to allocate and deallocate memory the removal and addition of the list
element does not involve memory handling. To account for such a situation an extra flag of NOL/ST was
added 1o the list structures. On injlialisation (memory allocation) every possible list element is set (o
NOLIST. Thus when a coefficient is 10 be added (o the list its type 1s now changed fromy NOL/ST 1o either
LIP or LSP for the LSP/LIP array or D or L for the LIS array. On deleting an element from the list the
type is reset to NOLIST and ihe PNext and PPrev pointers of the elements around it aliered 1o point 10 the
correct elements as illustrated in Figure 4.12,
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Notice that although the list is in essence a slightly different implementation of the typical linked list. the
need to censtantly allocate and deallocale memory for new and old list elements has been eliminated. It
is tmportant 1o note that each list element represents a single pixel position in the 2-D image array. Thus
when adding elements 1o the list their positions in the Jist are determined by the position the pixel holds
in the image array. For examiple the pixel in position (2,2) ol the image array is represented by the array
element positioned at [2 -1 2x(Image Width)] of the array. So the problem of having to find previously
deleted array elements is nullified as cach array position represents the list status of a specific pixel in the
imape, This results in a substantially faster list implemcentation at the disadvantage of requiring the
allocation of the maximum memory needed for each list, which is not memory eflficient. Chapter §
highlights some timing results of compression and decompression times to support this claim.

4.4.3 Capture frame code

The Philips Trimedia Development Board captures video in 4:2:2 YUV format with 8-bit resolution and
allows for a tull resolution capture (704x576 for PAL) and half resolution CIF capture (352x288 for
PAL). The maximum resolution for this video codec is CIF and as such, capture is set up for hall
resolution. To cater for the other supported resolutions some spatial down-sampling 1s required to
convert the CIF to QCII" or SQCUF. Colour is also further down-sampled to obtain the 4:2:0 colour
format used in this codec.

The set up of the video capiure is based on recommendations and sample code (rom the Trimedia
documentation [Trimedia). Capturc involves setting up and staring the interrupt based ‘Video In'
Application Programming Interface (AP)). The diagram in Figure 4.13 shows the basic calling
commands to explain how this is done. Firstly, allocation of memory is required which in this case is the
maximum size of an input image. [n this system two memory buffers were used to allow for capture and
processing. Each buffer had a flag associated with it that indicated whethey it was ready for another
image or whether 1t was still being processed. This cyclic buffer management meant that the interrupt
would never place new data into a memory buffer beflore it had been processed. The viOpenAPI function
sets up the interrupt function to which the program interrupts when a capture process is complete. The
viYUVARPI function sets up the various video parameters such as the size of the image to caplure, the x
and y starting point to capture from and the memory addresses in SDRAM to dump the captured image
data. It also enables the interrupt and thus begins capture. Once this is completed the interrupt merely
cycles the memory buffers depending on availability.
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Allocate Memory

viOpenAP]
- Sets up the interrupt
- Sets priority
- Assigns the mterrupt function

Interrupl
- Cycles memory buffers

5 viYUVAPI
- Sets up Video Parameters
- Starts Capture Process

Figure 4.13: Capture of Vidco

Display of a video frame on a monitor is performed in a very similar process. Similar functions for
setting up the video out interrupt and output parameters are called. The video out interrupt, however.,
cycles through the memory buffers copying frame data to the output video buffers when available.

4.4.4 Arithmetic code

The arithmetic encoder is the final stage of the compression algorithm and the (irst stage of the
decompression algonthm. The encoder takes the binary output data from SPIHT and encodes this data
losslessly. The code used for this section is oblained from [Witt87] and was modified only slightly to
conform to input and output requirements ol the compression scheme and so no further comment s
going (o be made in this regard.
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4.5 PC Software

The main function of the PC is o interface between the user and the Trimedia DSP. The PC, however,
also provides a useful toel for displaying and updating compression parameters and for comparison of
original and coded data. This means that the PC has the decode software necessary to display the video
and has the software for comnumicating with the DSP. Figure 4.14 shows a very basic flow diagram for
the PC code. The purpose of this is (1o give the reader a better understanding as to where each code
portion fits. The rest of this section ayms at explaiming important aspects of implementation concerming
each block in this flow diagram.

N\

Start

Transmit Dt Decode
through Serial Port Conipressed Data

Display

Figure 4.14: Basic Flow Diagram {or PC Code

A screenshot of the user-interface is shown in Figure 4.15. The PC code has been wrtten in Microsott
Visual C++.
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4.5.1 Start and Stop — The Use of the Peripheral Component Interconnect
(PCI) Bus

Since the PC is the main controller for the DSP, communication between PC and DSP for purposes of
control is vilal. This communication is achieved via PCI bus and involves sclting up a shared memory
focalion on the PC, allowing data to be passed from DSP o PC through this shared address, which is
controlled with the use of semaphores. A semaphore s passed (o the unit requiring the use of the
memory, once obtained that unit has conirol of the shared memory. When finished, it passes the
seimaphore (o the next unit and releases control of the shared memory. This code is of vital import as it
allows the PC to have total controt of the DSP through the PCI bus. In Ffact, (he entire system operates
with the PC turning the DSP on and downloading the compiled code to the DSP. The DSP is then started
and the system becomes operational. The PC can be used to stop the DSP at any time through the same
communications channel. A diagram illustrating the process of setung up the DSP from the PC is given
in Figure 4.16. 1t is evident from this that the DSP set up does two fundamental things; one it starts the
DSP running and, two, it sets up the shared memory for future transactions.

PC Trimedia DSP

Open DSP

Setup
Semaphore

Semaphore
Ack

Daownload
Code @nd Start

Ack Code
Dovanload and
Start

Have access 10
shared memory

Figure 4.16: Diagram of Setting up DSP from PC

In order for useful communications between DSP and PC to occur some protocol is required. In this case,
the protocol developed is basically a master-slave protocol where the PC is the master and controls the
access to the shared memory and the DSP is the slave and responds to any requests from the PC. Afier
set up, communication data is divided into two seis; control and image data. The control section contains
such control commands as START and STOP and also contains configuration data for adjusting the
compression parameters. The image data section contains the image data (rom the DSP, be this the
original frame or the compressed image data. Since the system 1s re-configurable ‘on-the-fly’, control
data 1s needed all the time to ensure that each frame is encoded and decaded using the correct
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information. Since the PC is the master, communication is always started with the PC sending data fo the
DSP and (hen wating for reception of datit. 1fno data is received wiihin a specific timeout, an error event
is generared which results in the PC (rymg o shut the DSP down. The organisation of the cormmunication
data sent by each is given in Figure 4.17.

nDsP 2> PC
D Control Daln Original Image
Data
D Image Data
PC = DSP
LS BCommand Encode_Time
Grey_fRalio : 3
Col_Ratio
Compresssad_Si
Grey_ller it S
Collier CIF/QCIFISQCIF
ol Vo COLOURIGREY
CIFIQCIF/SQCIF = BT
QBOX rey_Ratio
Topleftx
EE el e Col_Ratio
TopLefty
ol Groviler
BoitomRightx Col_ter
saciA L Obo%
BotiomRighty Topleftx
Q_Ratio .. TopLefly|
BottomRightx
EGUOMin iy
Q_Ralio
Compressed
Dala

Figure 4.17: The Communications Packets

The first command m this packet 1s a START, STOP, or CONT command which sets the DSP in stait
encoding status, stop encoding or continue encoding. 1n stop encoding status the DSP sits in an tdle loop
until told to restart or until a SHUTDOWN command (explained later) has been sent by the PC. The rest
of the control data sent by the PC includes configuration data. The compression ratio is sent for both
greyscale and colour, which allows separate control of colour and greyscale compresston. Since most
image information lies in the greyscale of the image, it is ofien useful to compress this data less 1than that
of Lhe colour data as the colour can be compressed more than the greyscale data with less apparent loss in
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information. The wavelet iterations to use is a parameter available for adjustment for purposes of testing
the decorrelation properties of the transform; the less (he iterations, the less the decorrelation and thus
less ctfective compression. A conitrol byte 1s sent to change between greyscale and colour and a sinular
byle is sent to adjust the resolution of the video. Lastly the coordimates of the area of interest (QBOX) are
sent along with the compression rato desired for this area.

The response from the DSP is to send the original image data (for use on comparison) along with the
control data used 1o describe the compressed data being sent. This 1s i the same format as the control
data sent by the PC but describes the parameters used to compress Lhe previous franie. As the system is
able 10 dynamically change compression paramelers each frame needs to have a set of paramecters
assigned to )1, describing how it was compressed. This avoids any confusion thal may result while
paramaeters are continually changing.

This video compression scheme Is asymimelric, meaning the decode and encode (imes do not lake the
same time to exccute. [n fucl, in this scheme encoding takes longer than decoding and so the limiting
factor in the transmission scheme is the encoder. To maximally use resources, once started the encoder is
continually encoding image frames. Since this process is slower than decoding, the PC is generally
always waiting on the DSP for encoded data and is able to decode and display a frame before the DSP is
able to present the next compressed frame. This means (hat the DSP is never idle during operation and so
there is no wasted processing time.

A final word on the PCI bus wransfer 1s the SHUTDOWN command, mentioned earlier. To allow for
efficient start and stop of the compression a SHUTDOWN command is added, which is separate from
the START and STOP commands. Starting and stopping the encode and decode process does not shut
the DSP down and 1o allow for this, a separate SHUTDOWN command is implemented. The command
shuts the DSP down and in order to continue, the DSP must be restarted and the code re-downloaded 1o
the DSP.

4.5.2 The Optional Serial Link

When the serial link is activated, a second PC acts as a dala pump between communication {ink and
decoding DSP. This DSP is then able to decode the compressed tmage data and display it a video
monitor as illustrated in Figure 4.1. This addittonal functionality of allowing the compressed video (0 be
transmiited over the scerial link requires a basic communications protocol and the implementation of
receiving PC software to receive the data and send it to the decoding DSP.

The serial protocol implemented is very simplistic. This is justified because the focus of the project is not
the creation of the robust conununications link but rather on the video compression algorthm and the
main purpose of the link is for demonstration of functionality. Figure 4.18 shows a basic flow diagram
for the serial communications from encoder 1o decoder. The decoder initially sets up the serial port and
then polls this port until it receives a “Ready” command from the encoder. This is an infinite loop until
the command is reccived and provision has been made to force the decoder to break out of this loop for
error correcting purposes. On the encoder side, an important aspect 1s that serial communication is only
allowed when the option is activated by the user. In code this is implemented as a flag, which when true,
indicales the activation of serial communication. Once the serial port has been set up and encoder made
aware of decoder, communication is controlled by sending and receiving a ‘go-ahead’ signal that tells the
decoder to prepare for an incoming video frame. This acts as a form of synchronisation, informing the
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decoder of an impending frame 1o be transmitted. 1he control data, Figure 4.17, for that frame js senlt
first followed by the compressed image data. The decoder watts until both convol and image data is
received before sending the data (o the decoding DSP through the PCI bus. The final stage is to check [or
the *Stop” command, which is activated by a button on the encoder uscr-interface. Once aclivated the
encoder sends this command along with the final frame o be decoded. When the *Stop' command is
received the decoder disables the serial port and stops the DSP.

Encoder Decoder

Sehip Seral Pont

Senip Scerial Port

:

Send Ready Command

Send Acknowledge

!

Wait for Dala

i wo-ahead signal
Cict Data from DSP |«

Receive Cumrol Data
Send Luta go-ahead and Reply
command l

Receive ITmage Data
S¢nd Control Data and and Reply
gel Reply

) '

Send Wl dara 1o DSP

[ S

Send Image Data and
get Reply

\ Y

Stop

Send Siop Conimand

!

Stop

Figure 4.18: Basic Flow Diagram for Serial Link
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4.53 Displaying Video on the PC Monitor

Displaytng an image on the PC monitor requires the colour image 1o be represented in RGB forraat with
no sub-sampling. Since this video compression scheme results in a 4:2:0 YUV colour video frame, some
up-sampling and colour conversion is required. ‘The process of up-sampling requires scaling the U and V
matriccs to the same size as that of the Y matrix before applying the conversion matrix that results 1n the
desired RGB frame. The obvious method of up-sampling would be to insert zeros in those matrix
posiuons that have no colour component associated with them. While being a fast up-sampling technmique
the result is a washed out colour image as can be seen in Figwre 4.19 and Figure 4.20. In this scheme
positions in the up-sampled matrices which don’t have values associated wilh them are filled with copies
of ncighbouring values. This process has proven to result in unnoticeable colour changes from the
original and up-sampled version as Figure 4.21 can testify. A better solution would be to use
interpolation which would give a better estimate of unknown values. however the extra processing power
introduced is considered unwarranted for the little gain in accuracy achieved.

Figure 4.19: Original Colour 'Babuon' Picture
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S Y

Figure 4.21: Result of Copying Neighbouring Pixels

Once the YUV image has been converted (o the RGB space, display of the image is done using the
Microsoft Bitmap API. Sctling up the display in Microsoft Visual C++ involves setting up a Device
Context (DC). This DC is used 1o create a compatible interface between the program and device drivers
specific to the system used. As computers these days are all different, in order to make code that is
wriften on one system compatible with all others it must be compatible with all other system devices.
The creation of a compatible DC is therefore important for compatibility. Once this is done, painting of
the image on screen involves delining the size and colour depth of the image and then indicating 10 the
system, the coordinates where to place the image.
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4.54 The Area of Interest

The reahisation of a quality box means that the user must be able to define this box somechow. One
possibility is the entering of ¢oordinaies of the desired box. The problem with this form of input is that it
15 cumbersome, as the user must now have some reference grid in order to correctly define the box. A
better solution is a ‘point-and-click’ type interface where a user can point 10 a desired area and be able 10
interactively drag a box over this area and (hus define the arca of better quality. This form of user
interaction is used in this compression implementation.

[igure 4.22 shows the possible frame sizes of the video being displayed which helps in explaining the
restrictions (hat need to be placed on the drawing of the box. In order 10 seamlessly integrile @ user
defined box. the boundaries within which the box are valid must be known. In the case of Figure 4.22 the
box coordinates may never exceed the CIF resolution of the frame, however if the frame 1s QCLF and
SQCIF. then it must not exceed these dimensions. Furthermore, provision has been made for
automatically resizing the quality box when the resolution changes. For example. if the resolution
changes from CIF to QCIF then the quality box 1s resized to accommodate the new resolution and the
video stream updated to provide a seamless change of resolution.

Video Display Frame

SQCIF

A
8  oarF 14

176
CIF

352

Figure 4.22: Possiblic Sizes for a Video Display

Another implementation issue worth commenting on, is the redefinition and deletion of an existing box.
Currently cach time a user defines a new box then the old one is deleted and new parameters calculated
for the new box. For deletion of a box a vser needs only to click the mouse in the region of the video
display frame and the box is deleted and the video restored to meet the best possible quality for the
existing rale metric.

Chapter 3 mentions the scalability issue of being able to define a specific quality metric for the qualily
box, which is achieved by defining a separate quality box compression ratio. However a restriction has
been placed on this to make realisation of the box more feasible. Since the scheme dynamically
reallocates resources to assign more priority to the area of interest, (here exist some conditions that could
cause unacceptable results. I the box defined is too large and the quality defined is (oo high then the
possibility exists for there to be inadequate available resources to meet this metric. To account for this a
restriction 1s placed on the maximum box size and maximum box quality where the maximum bandwidth
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allowed for the box 1s half the total available bandwidth and the maximum size of the box is 144x144 for
CIF, 72%72 for QCIF and 36x36 for SQCIF.

To allow for some scalability it was decided to have three quality metrics for the box; High, Medium,
Low. In High, hal{ of the bandwidth available js uscd 1o represent the quality box data. for Medium a
quarter, and for Low a sixth. In terms of greyscale, it is trivial to calculate the remaiming available
bandwidth for use in compressing the rest of the image. However, for colour fhe problem becomes
shightly more complex as a decision is needed on how to distribute the bandwidth over the greyscile and
colour portions of the video frame. An obvious solution would be to assign the bandwidth half-half, but
(his 1s in fact not un optimal solution when considering that most of the important image information
resides i the greyscale. So in this scheme it has been decided to allocate more bandwidth to grevscile
than 10 colour. The next problem is to decide just how much exira to give greyscale. [ntensive
experimental festing, cncompassing a range of video inputs and distribution characteristics, concluded
that the optimal tradeoff between image qualily and systenmy bandwidth was attained by allocating % of
the available bandwidth to the greyscale data and Y to the colour. Using this distribution criteria, it was
found that there was minimal colour information sacrificed for the extra greyscale information required.

4.6 Summary

This chapter has presented the implementation of the system detailing important coding aspects of cach
area of the codec. The aim of the chapter has been to explain implementation issues which have been
addressed m order (o achieve (he desired resull. The next chapter will examine the results of the
implementation and comument on the clfectiveness of the issues explained in this chapter.
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Evaluating the performance of the implemented video compression scheme involves firstly, testing the
(unctionality ol the featuves discussed in previous chapters and then comparison with other cxisting
schemes. This chapter begins by evaluating the performance of the system using a pre-recarded video
sequence and testing the effects of adjusting various scalability options. PSNR and subjective pictonal
results are given for purposes of evaluation. The affect of applying the area of interest on the scene for
various bit rates is discussed before providing some comparison with other available schemes. Since this
scheme 15 essentially a frame-based compression sysicm, a comparison between other frame-based
schemes s given using standard video sequences. These same video sequences are then used for
companison with some rclevant temporal based schemes to provide a more complete evaluation of
performance.

5.1 Overall Performance

[nitial testing involves showing the performance of (he scheme while adjusting the various compression
parameters. Useful evaluation measures include the time taken (o compress and decompress, the PSNR at
various compression ratios, the effect of the area of interest for low bit rate schemes, the functionality of
the serial port and its implications and the consequences of adjusting the wavelet iterations.

To test the general performance of the system a simple scene has been recorded containing a background
and a single person walking towards the camera. The camern also pans the scene to simulate performance
in a relatively high movement situation.

5.1.1 Initial PSNR and Subjective Results

Table 5.1 shows the average PSNR values measured for 1he video sequence described above for various
bit rates and resolutions. The testing was performed at a constant frame rate of 5 {rames per second and
the PSNR measurcd for each frame ang averaged over the entire sequence. As the luminance component
of the video contributes mostly 10 the perceived quality, ouly its PSNR is shown for evaluation. The
scheme is aimed at low bit rate systeims and so only rates up to and including 128kbps were testing for
performance. From the table and Figure 5.1, 1t is clear that as the bit rate increascs so the objective
quality increases, which is an expected result. In terms of CIF resolution, results for 16kbps were not
taken as the resulting video ai this rate was intolerably degraded and the PSNR measurement was
considered worthless.
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. PSNR (dB) i
Bit Rate (kbs) Resolution
Colour GreyScale

Too Low Too Low CIF

16 19.43 20.39 QCIF
21.08 23.07 SQCIF

20.30 21.23 CIF

28 21.97 23.43 QCIF
24 49 26.39 SQCIF

21.21 22.34 CIF

32 22.56 23.65 QCIF
24.97 27.76 SQCIF

23.40 24.71 CIF

64 25.33 26.74 QCIF
31.43 36.80 SQCIF

25.62 27.66 CIF

128 29.20 31.61 QCIF
39.72 40.36 SQCIF

Table 5.1: PSNR Results of Video Testing (Frame Rate = § fps)

41
39 —a— Colour CIF

37 —— Grey CIF

35 | —« Colour QCIF
33 | —=— Grey QCIF
31 —e— Colour SQCIF

PSNR (dB)

29 —+— Grey SQCIF

27

25

23

21 / - _
19

16 28 32 64 128
Bit Rate (kbps)

Figure 5.1: Graph of Tabulated Results

Subjective results shown in Figure 5.2, Figure 5.3, Figure 5.4 and Figure 5.5 {or both QCIF and CIIF
video sequences for various low bit rates ar¢ given. These pictures give a visual perspective on the affect
of adjusting the compression ratio to meet the desired bit rate. [t is clearly evident that as the bit rale
decreases 5o the image degradation increases and, in terms of the QCIF images at 16kbps, the
degradation is extremely severe. Although the quality of al) the images is poor, at 128kbps for both CIF
and QCTIF resolutions the details of the video are relatively clear and, in fact the quality of the QCD~
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video at this bit rate 1S very reasonable, Even with the addition of the colour information the video
seguences remain distingwmshable for such a low bit rate.

128kbps
PSNR =27 66413

Oryginal 64kbps
PSNR =24.71dB

32kbps
PSNR = 22.34dB

Figure 5.2: Results for Video Testing at CIF
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128Kbps
Y PSNR = 25.624B

5'-’5 wi

32kbps
Y PSNR = 21.21dB

Figure 53: Colour Results for Video Testing at CIF

93



Chapter 5: Performance Evaluation

T

128kbps
PSNR = 31.61dB

64kbps
PSNR =26.74d3

Original

16kbps
PSNR = 20.39dB

Figure 5.4: Video Results for QCIF

94



Chapter 5: Performance Fvaluation

128kbps
Y PSNR - 29.20dB

Orizimal 64khps
Y PSNR = 25.33dB

16kbps
Y PSNR = 19.43dB

Figure 5.5: Colour Video Results for QCIF

5.1.2 Timing Issues

A relatively important aspeet of the scheme is the timing issucs concerned with compression and
decompression as it has a dircet bearing on the achievable frame rates for real-time operation. Table 5.2
shows encode and decode times for the video taken at various resolutions and for both greyscale and
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colour. It is immediately evident that the compression and decompression limes generally decrease as the
compression ratio increases. The major contributing factor to the decrease iy time is the SPIHT
algorithm, as, with higher compression ratios, less rees of wavelet coefficients are requived to be
searched for significance. resulting in a faster execotion time.

An interesting point to note 1s the encode times for QCIF resolution at 32kbps for colour and greyscale.
The immediate assumption is that (he greyscale video should encode faster than the colour, but, this is
not the case. This occurrence is explained when considering that the colour is 4:2:0 sub-sampled and so
the chrominance components are SQCITF resolution. The time tuken to compress a SQCIFF rexolution
mage is a great deal faster than that of a QCLF imuge and larger compression ratios result in faster
compression times. In this case the luminance component of the colour image is compressed more highly
than the greyscale image and thus executes faster. Since the chrominance components are SQCIF,
encoding them is very fast with the net result ol a quicker encode (ime f(or the colour image than the
greyscale, in this case.

An issue of concem is the Jarge encode and decode times needed (or CIF images, be they greyscale or
colour. The fastest reported encode time is 204ms which means that the maximum possible frame rate
achievable is 4.9 frames a second. This frame rate is less than the minimum considered frame rate
requirement of low bit rate video (5 fps). Considering that the soflware has not been fully optimised it is
foreseeable that this problem can be overcome wilh some (urther code optimisation. This said, the QCIF
and SQCIF encode and decode (imes are relatively last allowing for frame rates greater than that of 5
fraimes per second in all cases.
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CIF (ms) QCIF (ms) SQCIF (ms) | BitRate (kbps)

Encode 328 132

Decode 180 50 _ 128
Encode - 231 ] 86 69 64
Decode 185 40 20

Encc_)pie_ 204 91 18 29
Decode 192 30 10

AEDcode _ 7_6 17 16
Decode 32 10

GreyScale
CIF {(ms) QCIF (ms) SQCIF (ms) | BitRate (kbps)

Encode 369 105

Decode | 290 70 ] 128
_Encode ) 310 o 131 70 _ 64
Decode 205 50 30

Encode 353 52 20 12
Decode 210 40 10

Encode 64 18 16
Decode 40 10

Colour

Table 5.2: Encode and Decode Times for Colour and Greyscale Video

5.1.3 The Effect of Adjusting the Wavelet Iterations

Apart from the low bit rate abilities of the implemented system the high scalability allows for testing of a
number of scenanos. One such test is the ability to adjust the wavelet iterations for the wavelet
transform. The advaniage gained is a possible decrease in encode lime with the sacrifice in 1mage
quality. To illustrate this point Figure 5.6 shows the affects of adjusting the number of iterations from 2
to 5 while the compression ratio is kept constant. It is obvious from the pictures that as the wavelet
iterations increase so the image qualily increases with encode time. The increase in the encode times.
however, is not a linear process. This is due to the dyadic down-sampling in the wavejet transform,
meaning that the next iteration only operates on half the image size of the previous aud thus is able of
execute faster. So as the number of iterations increases, the extra time needed to execute the remainder of
the transform decreases. This is 1illustrated by the encode times quoted below the pictures, where the
addition time needed going from 2-3 iterations is 40ms and from 3-5 only 23ms. From these results 1t
seems that the relatively small gain in encode time 15 not worlh the sacrifice in image quality and so the
adjustment of wavelet iterations 1s not further considered.
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5 lterations
Fncode Time = 246ms

3 Tterations

Origual
Encode Time = 223ms

lerations
Encode Tune = 183ms

Figure 5.6: Results of adjusting the number of wavelet iterations. The compression ratios is maintained at
40:1
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5.1.4 Lossless Compression?

Since the scheme is highly scalable it need not be limited to low bit rate applications and as such testing
(he results for high bit rates is meaningful. To show the performance of the scheme in a lossless'
scenario, the system is set up and the compression ratio adjusted until visible degradation is obscrved.
The test involved visual comparison between compressed and original video and so is a subjective one.
However it stll gives a usciul indication of the performance of the system in an environment where
visually pertect video is desired. Greyscale images were seen to visibly degrade when the compression
ratio is increased past 10:1 (for CIF) and manifested in small ringing artifacts around the c¢dges of certan
objects in the scene. With colour video the compression rato achieved was before degradation is
approximately 20:1' for CIT.

5.1.5 The Serial Port

Testing the serial port feature of 1he scheme is basically just verifying functionality as all performance
evaluation can easily be performed without the serial port (hrough the PC. Such a test requires setting up
the serial link and streaming video across for decode and display on a TV monitoy. The serial port does
add extra delay when the BAUD rate is set very low and the compression ratio 1s high. Thus testing
requires verifying that there is no loss in synchronization between encode and decode DSP’s due to the
extra delay introduced. This occurrence was tested and the result wax a very slow trame rate but the
system did not fail, indicating the communications protocol was functioning correctly. Further testing of
the video scheme using the serial port was discontinued as the all other features of the scheme could be
tested on the PC. TTowever this does not mean tlie addition of the port 1s meaningless as it does allow for
a more reahstic demonstration ol operation in a real-world (ype environment.

5.2 Effect of the Areas of Interest

The addition of the uscr-selectable area of interest feature is this codecs attempt to make the video
suitable for low bit rates, while being only appropriate for a selection of possible applications. Thus some
analysis of the affect of the area of interest is required.

Tests conducted o determine the usefulness of the area of interest, were 10 siream video al the various
low bit rates tested earlier (16, 32, 64, 128kb/s) and select an area for higher quality. Both colour and
greyscale video was examined with the luminance PSNR being calculated for the quality area as wel) as
the entire 1mage, excluding the quality area. The goal was to see if the extra quality provided in (he
quality box was worth degrading the surrounding image.

Table 5.3 shows some PSNR results for the streaming video at various bit rates. The difference here is
fhat the area of interest has been defined in each case. At 128kbps in QCIF format the resulting video is
of very reasonable quality and so there is no real gain in including an area of interest for this bit rate. It is
clear that in all cases there is a significant improvement on the PSNR in the quality area at the expense of

"1n this case. the term lossless is used very loosely and refers to the image before any visible loss of guality when
Y g Y q y

visually compared to the original

12 . . .
This was calculated as the 4:2:0 colour image size / compressed cutput
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the rest of the image. The general trend shown in these results is that the area defined lor higher quality is
able to achieve an increase in quality which, in some cases, 1§ quite drastic.

An mmportant observarion is (hat the size of the defined box plays a major role in (he achicvable increase
quality. The larger the box sivc the less extra quality that is able to be achieved. This observation is
supported when considering the case for 64kbps CIF on Table 5.3. In this case the PSNR measured for
the area ol interest is higher in the colour image than in the greyscale image. Intuitively this should not
be the case as (here should be more bandwidlh available for the greyscale. However, the size of the
detined box in the colour video was shghtly smaller than that of the greyscale video and as such provided
a beller PSNR. Comparison with this table and Table 5.1 shows that the entire image PSNR has been
degraded below what was measured in Table 5.1, in order to allocate the extra bandwidihy needed for the
quality box, while maintaining the bit rate at a constant value.

CIF QCIF
Bit Rate (kbps) Area of Interes A f Inlerest
fj’ng? d:)e Image PSNR (d8) ";aszﬂf(' dea')e Image PSNR (dB)
Colour 30.91 19.21
16 - Not Measured
Greyscale 28.34 21.00
Colour 32.76 2284 35.63 20.81
32 — - - -
Greyscale 32.94 22.70 33.41 22.17
Colour 35.81 21.87 36.80 22.34
64 : -
Greyscale 34.32 23.41 38.76 24.49
Colour 36.02 23.71
128 -—- - - - = =7 Not Measured
Greyscale 36.83 26.32

Table 5.3": Luminance PSNR Measurements at Various Bit Rates

In the case of greyscale video some of the video frames described in Table 5.3 are presented in Figure
5.7 and Figure 5.8. It is clear that inside the arcas of interest the quality of the video appears betier while
outside the video is degraded. In this case the testing involved defining an area around the head of an
individual for increased quality as could be used in a security lype application. Thus a useful function faor
such scheme would be in any application where the surrounding scene is deemed unimportani and only
certain areas of the scene are deemed significant. This shows that at very low bit rates an intra-frame
video codec can still be useful when using a user-definable guality box 1dea. The drawback of the system
is that, it is now only suitable for a limited niimber of applications making the codec very specific.

" Results were not measured at 16kbps for CIF for the same reason as in ‘Tuble 5.1
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Origmal Frame Result at 32kbps
Image PSNR = 22 70413
Arca of Interest PSNR = 32,94dB

Original Frume Result at 128kbps
Image PSNR = 26 32dB
Arca ol Interest PSNR = 36.83dB

Figure 5.7: Area of Interest Resul(s for Greyscale CIF
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Result at | 6kbps
Image PSNR = 21.00dB
Area of Interest PSNR = 29.34dB

Original Frame Result at 64kbps
Image PSNR = 22.34dB
Area of Interest PSNR = 36.76dB

Figure 5.8: Area of Interest Results for Greyscale QCIF

5.3 Comparison with Other Intra-frame Schemes

As the codec 15 an intra-frame compression scheme it is relevant and useful to compare it against other
codecs ot the same type. MIPEG is a widely used and very popular intra-frame compression scheme as it
provides reasonable compression with the additional desirable feature of random access to frames. A new
scheme which is to be implemented in the near future is MIPEG2000 which is the video compression
extension of JPEG2000. Essentially both (hese schemes treat the video as a set of still images and
compress each image separately to meet the desired rate constraint. Useful results for comparison are the
objective (PSNR) and subjective performance of these schemes as they compare 1o the implemented
codec.

In testing the performance, a MJPEG2000 codec could not be acquired and so a simulated system using
JPEG2000 was used for testing. )t is assumed that this simulated system would provide comparable
results as the fundamental concept of MIPEG2000 is to apply JPEEG2000 10 a senes of video frames in
compression. Since a specific rate metric can be easily set for JPEG2000, compression ratios required to
meet certain desired video rates were calculated and the video {rames compressed to these rates using
JPEG2000. Although, results gencrated from this may be slightly incorrect. they are still useful for
comparison as they will be close to the actual results achievable.
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Bil Rate MJPEG MJPEG2000 implemenled System
(kbps) at §
Frames/s | Foreman Akiyo Halltionilor| Foreman Akiyo HallMonitor| Foreman Akiyo HallMonitor

PSNR (dB) | PSNR (dB)| PSNR (dB)| PSNR (dB) | PSNR (dB) | PSNR (dB) | PSNR (dB) | PSNR (dB) | PSNR (dB)

€ /) s | mes | mas | ws | we | wn

32 22.57 25.44 21,61 26.89 30.64 2577 27.23 31.20 26.26
64 28.62 32.25 27.97 30.30 36.60 30.81 30.70 35.91 30.59
128 33.01 37.97 33.58 35.87 42.78 37.75 34.89 41.35 36.13

Table 5.4: Measurcd PSNR for Video Frames of Standard Sequences, ‘Foreman’ Frame 59, ‘Akiyn’ Frame
117 and ‘Hallmonitor’ Frame 132,

Table 5.4 shows measured results for comparison over the three standard video sequences. ‘Akiyo” is the
classic head-and-shoulders shot fypical in videoconferencing scenes, ‘Foreman’ is a very busy scene with
a great deal of camera movement and “[allmonilor® is Lthe classic example of a security type monitoring
application. These scenes were tested only for greyscale as this comparison would convey the necessary
information and it is felt that the extension to colour would not add an extra information for use in
comparison. ln the case of JPLG, results tor [6kbps were unacceeplably degraded and as such are not
shown. From the table, it is clear that the implemented system clearly outperforms that of MIPEG and in
some cases that of the simulated MJPEG2000. As the bil rate increases the MJPEG2000 scheme starts to
outperform that of 1the implermented scheme. Although the results for MJPEG2000 are only a simulated
casc and ntay not provide an exact measure, it is felt that the results generated arc very close to the actual
case and as such the comparison shows that the implemented system is able 1o compare favourably to
MIPEG2000.

Figure 5.9, Figure 5.10 and Figure 5.11 provide some visual resulls to highlight the subjeclive
performance of the scheme. These were taken at 32kbps for each of the three sequences. It is clear that
both the MJPEG2000 and this system outperform MIPEG. Also evident is the presence of heavy
‘blocky* artifacts in the MJPEG images, while the MIJPEG2000 and the implemented system look very
similar in quality.
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i
i

b) MJPEG 32kbps

a) 'Akiyo’ Frame 117

¢) MIPEG2000 32kbps d) Implemented System 32kbps

Figure 5.9: 'Akivo’ frame 117 encoded at 32kbps for 5 frames/s
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d) Implemented System 32kbps

Figure 5.10: 'Foreman’ frame 59 encoded at 32kbps at 5 frames/s
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a) 'HallMonitor' Frame 132

¢) MIPEG2000 32kbps d) Implemented System 32kbps

Figure S.1]: "HallMonitor' frame 132 encoded at 32kbps at 5 frames/s

5.4 Comparison with Temporal Schemes

For the sake of completeness il is useful to compare the scheme wilh some other video compression
schemes anmed at low byl rates. These are the PACC [Marp00] and MPEG-4 Venfication Mode! standard
schemes which both employ temporal compression. The PACC scheme was chosen as it represents the
very latest in video compression technology and provided excellent results. MPEG-4 VM was chosen to
conform to the literature as this scheme i1s used in most research works for comparison and 1s thus very
familiar. The system was compared using the same standard video sequences of ‘Akiyo®, ‘Foreman’ and
‘HallMonitor® with subjective and objective results taken. The PACC results are quoted only for (he bit
rates and frames shown in Table 5.5 and so, for comparison, the implemented system was tested with the
same parameters.

implemented
. MPEG-4 PACC
Sequence |Bit Rate (kbps)| Frame Rate f/s PSNR (dB) | PSNR (dB) SystignBF)’SNR
Akiyo 24 .15 75 37 38 38 36 25 44
HallMonitor 25.90 10 33.75 34 .51 2112
F 5030 75 | 32.03 3291 | 26.0f
oreman 123.70 15 34.29 3516 27.70

Table 5.5: Luminance PSNR Results for Entire Video Scquences
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Table 5.5 shows the PSNR results of PACC and MPEG-4 (obtained from Marpe el al [MarpQ0])
compared to the implemented svstem. [t 1s clear that both the PACC and MPEG-4 schemes eastly
outperform the intra-frame based scheme, especially in the *Akiyo® and *Hallmonitor’ sequences. s is
as expected as. the addition of temporal compression mercase performance a greal deal, especially in
sequences of low motion. as wilh ‘Akiyo* and ‘Hallmonitor’. In the *Akiyo” and ‘Hallmonitor® scencs
there is very httle movement in the scene, with the majority of the background remaining static. Thus the
temporal based schemes are able Lo achicve enormous compression results by using previous and future
frames, whereas the intra-based scherne struggeles.

However in the busy ‘Forcman’ sequence there is a great deal ol temporal movement with the camera
panning the scene and the Foreman's head moving. In this scene the intra-frame based scheme is able (o
perform more comparably, although still losing out to the temporal schemes. Figure 5.12 and Figure 5.13
shows (he visual results of the intra-frame system and this suppons the objective results. In the case of
the “Akiyo’ and ‘Hallmonitor® sequences, the degradation is intolerable whereas the ‘Foreman’® sequence
performs reasonably acceptably.

With the addition of the area of interest, the compression scheime is able to make up some ground on the
temporal schemes. especially with the “Foreman’ sequence. Figure 5.12 and Ihgure 5.13 shows the result
ol applying the area of interest on the face in *Foreman® and *Akiyo® and on the person in *Hallmonitor’.
In the *Foreman' sequence the luminance PSNR inside the box reaches 36.61 dB on the frame shown and
visually the face is very recognizable. In the case of ‘Akiyo’, the face becomes recognizable but still
degraded as the bit rate is still extremely low and not enough bandwidth is available to generate any
significanl extra quality. The same can be said for ‘Hallmonitor®, with the person inside the area of
interest being visible and actions performed clear, but outside the area the scene is merely a blur.

So the intra-frame scheme 1s able to comparably perform with the temporal schemes only in scenes of
high movement and with higher bit rates. When the bil rates become too low the use of temporal
compression adds an extra performance dynamic which the spatial scheme cannot meet. However with
the introduction of the area of interest, the very degraded intra-frame video compression is able to show
useful video results as demonstrated in Figure 5.12 and Figure 5.13. This highlights the usefulness of
applying some application specific algorithms 10 try and improve performance in bandwidth starved
environments.
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1 -

‘Foreman' Fraome 53 at 50.30 kbps and 7.5 fps

Y PSNR = 26.75 dB
y \ Q,g
- 1
3

‘Foreman' Frame 23 af 123.7 kbps and 15 fps
Y PSNR =27.04 dB

Toreman' Frame 170 at 123.7 kbps and 15 {ps
Box Y PSNR = 36.61 dB

Figure 5.12: 'Foreman’ Sequence at varlous rates
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'Akiyo' Frame 8O ar 24.15 kbps and 10{ps
Y PSNR - 25.37 dB

'Akiyo' Frame 266 m 24.15 kbps and 10tps
Box Y PSNR = 26.42 dB

1alMonitor’ Frame 71 at 25.9 kbps and 10fps
Y PSNR = 21.23 dB

"HallMonitor’ Frome 94 at 25.9 kbps usd 10(ps
Box Y PSNR = 22.34 dB

Figurce 5.13: 'Akiyo' and 'Hallmonitor' at various rates
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5.5 Summary

This chapter presented an evaluation of Uic performance of the implemented system. Some initial tests
conducted illustrated the scalability of the scheme and showed results when adjusting the various
parameters of the scheme. Compression (imes showed that for SQCIF and QCIF resolutions, reasonable
frame rates are achieved while al ClF some further code optimisation was identified. The user-interface
allows the user to adjust a great deal ol parameters and thus test a multitude of different compression
combinations. This diversity meant that evaluation needed o be limited to showing the performance of
relevant areas. Thus the evaluation limited itself to only low bit rate concems as, (his is the focus of the
dhssertation. [t was shown that in very low bit rate sttuations the introduction of the area of interest
allowed for a useable videco sequence where certain important areas of the video sequence were given
extra quality at the expense of (he rest of the scene. The important resull here, i1s that the scheme is able
to produce distinguishable video while limiting the number of applications that would find it useful.
Comparison with some other intra-frame based schemes showed favourable results with the scheme
easily outperforming MJPEG. In terms of temporal based schemes, the codec was not able to compare as
favourably, which is expected. However in sequences with high motion the affects of temporal
compression are soniewhat dulled and the codec is able (o make up some ground. With (he introduction
of the area of interest, it was demonstrated that very usable video could be generated at these low bit
rates while limiting the applications where this video could be useful.
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Chapter 6 Recommendations for Future Work

The scope for (ulure work using this scheme is relatively vast. Basically what has been developed is a
testing platform for wavelet based video comipression schemes. The code has been written in a modular
fashion allowing code blocks (o be added and removed at will. The uvser interface software allows
seamless communication with the DSP device for testing compiled code and adjusting parameters. So the
locus here 1s to present some recomumendations to make the current system better.

As mentioned throughout Ihe disscertation the need for code optimisation is paramount. Although in some
cases the code was optirnised somewhat. further optimisation is required to make the scheme more
uscable at higher spatial resolutions and exlend its use to higher bit rate applications. Since the SPIHT
and Wavelet Transform nmplementations are the areas that require most processing time the optimisation
of thesc code portions are required. Tn the SPTHT algonthm the searching of trees for significance
occupies a major potion of processing time and so optimising this search process would go a long way in
improving execution times.

The introduction of temporal compression schemes, such as motion compensation/estimation, would
improve on compression results while making the area of interest implementation slightly more complex.
However. introducing motion competisationicstimation presents somce cxtra problems. Firstly. 1he
processing (1me for the video compression will increase. as motion compensation/estimation 1s a
computationally expensive task. Therefore, before such a scheme can be introduced some code
optimisation to speed up the existing system’s execution times is required. Secondly, when considering
block-based motion compensation the resulting block artefacts introduced will decreuse the performance
of the wavelet (ransform. as the transform will assjgn higher prionity to the high frequency components
introduced at the edge of the Dblock artefacts. Hence some form of overlapped block moltion
compensation is required to suppress the block artefacts, which adds to the processing time.

On the area of interest side, the selection of the area of nterest could be complemented with some form
of trackimg. Thus, once the area of interest has been defined on an object, this object could be
automatically 1racked and the area of interest moved along with it. A further extension is to define
arbitrarily shaped areas of interest and nol just a box shape. The usefulness here 1s to define a face as the
area of interest, which is shaped arbitrarily and then track the face over the sequence of video frames
wlhile applying the quality constraints on the scene.

Finally. some work has been performed on 3-D based schemes [KimQ0). A future system could
implement a 3-D wavelet and SPIHT and then apply the arca of interest concept on this scheme.
Although, a promising idea, it is felt that this implementation may suffer somewhat due to the extra
processing requirements of 3-D schemes and as such may not meet a real-fime realisation, until
significant)y faster hardware becomes available.
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Chapter 7 Conclusions

This project began life as an i}-detined requirement to il lustrate how apphcation specific characteristics
could be used to improve conipression ratios in video compression techniques. A particular goal was to
larget the transport of usable video streams over a low bandwidth (in the order of | 6kb/s) data hnl. The
application and the techniques were Jefl unspecified as a subject {or research. The visualised application
that was settled on, was one where it could generally be said that the reproduced quality of (he entire
scene was of lower importance than that of some specific, user definable area. Scenes such as monitoring
persomel in a largely static background and tracking vehicles in a fixed landscape were considered to be
typical such applications. Thus, the focus of the project was to determine technigques for providing
differential quality video transmission and high compression ratios. The final implementation used
spatial compression only, in the form the Discrete Wavelet Transform with a dual area approach being
used 1o provide the differential quality “user-box’ where the user can dynamically alter the region of
interest and the reproduction quality of both thic background and the ‘wuser-box "

The motivation for such a project was found in the ever increasing number of important applications for
digital video and how the world is affected by the mereasing use of the media. The meteoric rise of
multimedia services., of which digital video plays a major role, has been pointed out and the problem ol
large resource requirements highlighted. The need (or the compression of video (0 meet the demands of
the digital age has been explained and some insight into the fundamentals of compression has been
explained.

With the fundamentals defined a look into the principles of video generation. with a bias lowards digilal
video, was deemed necessary to better understand the media. This short discussion focussed on
familiarising the reader with digital video and the terminology and concepts used to compress the video.
Such a discussion on video generation then lead 10 an explanation of important concepts used
specifically for video compression. This discussion included the important spatial transforms, such as
DCT and Wavelet, and compared advantages and disadvantages of some spatial compression techmques
used in vtdeo. Although no temporal compression was implemented, an analysis of video compression
was deemed incomplete without some explanation of temporal lechniques and, as such, some basic
temporal compression theory was introduced. Once the fundamentals of video compression had been
explained the next logical step was to introduce some existing schemes and algorithms. This included an
explanation of exisiing standards and a discussion of the latest advances in the field.

The theoretical background provided a decent grounding from which the design of the implemented
system could commence. Firstly, it was deemed prudent 1o give a brief overview of current video
compression fechnology as presented in Chapter two, From this taxonomy, the explanation of various
design choices could more readily be supported. The implemented system used a wavelet transforni as it
was considered the optimal transtorm for 2 spatial based scheme. The scheme was aimed at low bil rale
applications and so some degradation of the video was anticipated. Thus a compression system which
could provide a more pleasing form of degradation was desirable. I was shown that the wavelet
trangfonn resulied i a more pleasing form of degradation than the ‘blocky’ effects of the DCT and thus
it was considered the method of choice.

Once chosen, the implementation of the transform became imporiant as, a fast implementation time was
required. It was shown that the /ifiing scheme resulted in a very fast execution time and thus was used for
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the wavelel transform. In compressing the wavelet fransform coefficients, a compression scheme which
used the properties ot the wavelet transform was desired. The SPIMHT scheme provided vood
compression  with  reasonable  complexity and  execution time and was thercfore chosen  lor
implementation of the compression system.

The goal of the compression scheme was to use an application specific idea to create a usable video
compression scheme for Jow bit rates. The schemc was a purely spatial-based one, where temporul
compression was not used. This limited the achievable compression ratios somewhat, but the idea of
restricting the scheme to certain classes of application meant that some extra information could be used
o further compress the data and still result in useful video. The compression scheme implemented a
combination of techniques described in chapter two and added a quality box teature. This feature allowed
for a user-definable area in the video scene of extra guality at the expense of the rest of the scenc. A user-
interface was described which allowed for adjustiment of various compression parameters and display of
original and decompressed video, while also showing important compression results.

With the system defined. implementation could begin. The hardware used for the implementation was of
vital import and so some description of this hardware was given with a discussion on those aspects that
were deemed most relevant to the system. The design of the software code was presented to illustrate
how certain features and functionalities were achieved. Preliminary oplimisations were presented which
allowed (or a near real-time implementation 1o be achieved. The communication and control of the DSP
through the PC user-interface was discussed, showing how the system integrated software inlerface
issucs with hardware implementations.

Having hmplemented the design, an evaluation of the performance was given to test ifs successfulness.
Results were collected from preliminary testing where the system was set up with 2 camera and video
streamed. Various parameters of the system were adjusted and PSNR and subjective results gathered.
These initial evaluations highlighted the system performance over low bit rates (16 — 128 kbps) and over
variouis spatial resolutions. The frame rates were kept at a constant five (rames per second to meet with
accepted low bit rate frame rates. These initial tests showed that the system performed reasonably well
for SQCTF and QCIF resolutions over most bit rates with guality degrading greatly at rates below
32kbps. In terms of CIF, the exira image resolution meant that the image was far more degraded than at
olher resolutions. The addition of the quality box showed that at low bit rates, while the rest of the image
was of poor quality, the region inside the area of interest retained acceptable image quality. This result
demonstrated the value of an area of interest concept as it showed that for applications that require only
certain areas to be of good quality, such a scheme is useful.

Other features of the scheme were then adjusted for evaluation. The effect of adjusting the wavelet
iterations was shown to adversely affect the image quality without providing any meaningful gamn in
processing time. This scheme was aimed at low bit rate concerns, but the scalability of the designed
system meant that just about any compression ratio could be set for any bit rate requirement. With this in
mind, it was deemed useful to test the system for the compression ratio when visible image degradation
was noficed. Although a subjective test. it was still uscful for a measure of performance when bit rate is
not an issue. This testing showed that the compression ratio could be adjusted to 10:1 for greyscale
before the image appeared to degrade. The operation of the serial port was tested and verified to lunclion
correctly. Additional serial port testing was deemed meaningless as the goal of adding the seria) port was
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1o test functionality of the system over a real communications system and any other evaluation could
easily be achicved without the serial port.

Finally, the system was compared (o current spatial and temporal schemes such as MJPEG and MPEG-4.
This comparison showed that the system was able to perform comparably well against other spatial-
based schemes but not able to compare with temporal-based schemes. However, it was shown that with
the addition of the area of interest feature, the implemented scheme was uble fo generate a useflul video
sthream at similar bit rates of the temporal schemes, Thus, while the system was not able to perform as
well as temporal based schemes, the addition of the quality box was shown 1o be vajuable for providing
usctl) information in certain areas of the video scene, adding value 1o (the video for certain applications.

While the initial goal of the dissertation has been reached the design of the system has yielded a flexible
software tmplementation where many fealures could be added and removed for testing of various video
requirements, making (he system a useful starting pomnt for future work. Some recommendations for
future additions and implementation deas have been presented focussing on optimisation and additions
1o be made to improve the current system. Such schemes as 3-D vidco processing are recommended
useful for future consideration and could be mplemented using the designed schemes flexible base.

To conclude, this dissertation has presented a theoretical background into video compression before
presenling an application specific, wavelel based video compression schenie to be implemented. The
implementation issues are discussed before some meaningful performance analysis shows the usefulness
of the area of inlerest idea (or low bit rates and the flexibility of the implemented system. This flexibibty
has then prompted some recommendations for extensions on the current work.
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Appendix A Colour Spaces

A.1 The Meaning of Colour Sub-Sampling Notation [Silb0O]

The ratios 4:2:2 and 4:2:0 are common terms in expressing the sub-sampling of colour formats in todays
digital video environment. But what do the numbers mean and where to they come from?

The notation comes {rom the digital sampling rates of a single-channel. composite signal as in NTSC and
PAL, where sampling 1s synchronsed at either 2. 3 or 4 limes the sub-carrier frequency. The shorthand
for these rates is 2fsc, 3fsc and 4fsc respectively. In three-channel component systems. the sampling
shorthand becoines a ratio where the first number refers to the Juminance signal and the other two the red
and blue chrominance signals. So the 4:2:2 notation refers to a luminance component sampled at 4fsc
(14.3 MHz for NTSC) and the two chrominance signals a1 2{sc (half (he luminance).

However, with digital video, sampling schemes based on multiples of NTSC or PAL sub-carrier
frequencies have been abandoned in favour of a single samipling standard for both 525- and 625-line
camponent systems, with the shorthand of 4:2:2 remaining as a legacy. Currently the *4* usually refers to
the internationally accepted sampling rate of 13.5MIlz and the other numbers the corresponding ratios.
So a 4:1:1 system describes a signal where luminance is sampled at 13.5MHz ang the cheoninance ai
3.375MHz. However the 4:2:0 notation seems to imply that there is no blue chrominance component
which is not the case. [n discussions for the MPEG standard it was decided to introduce the 4:2:0 scheme
lo provide 1 more averaged colour component by describing 2 colour components {one read, one blue)
for each four luminance samples. Unlike 4:1:1, the chrominance sammples don’t come [roin the saimne linc
as the luminance saoples, but are averaged from (wo adjacent lings in (he field.

A.2 Colour Sub-Sampling Transforms [Bhas97]

A21 YCgCr

Given the RGB signal the conversion the YCyCy is as follows:

y 0299 0.587 0.114 [R
C, |=|-0.169 -0.331 0.500 || G (A1)
c.| | 0500 -0419 -0.081| 8

The inverse is:

R [ 0.0 1.4021 |[ v
Gl=|1 -03441 -0.7142] C, (A.2)
B I 17718 0.0 | Cp
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A2.2 YUV

YUV is the common transform used in PAL TV systems and is converted from RGB as follows:

Y 0.299  0.587 0.144 || R
U|={-0.148 -0.289 0.437 || G (A.3)
V 0.615 -0.515 -0.100|| B

The inverse 1s computed as:

RT [t 00 1.140 [ ¥
Gl=[1 -0395 —0.581||U (A.4)
B| |1 2032 00 ||V

A2.3 CIELAB

The Commission Internationale de I'Eclairage (CIE) proposed its colour system called CTEL'a'h" or
CIELABRB. This system is contains two processes: |) a linear transformation from RGB to CTE XYZ and
2) a non-lmear transformation from CIE XYZ to CIELAB. In this system the RGB values must be
defined between [0,100) as per [TU-R Recommendation BT.709, then the transform from RGB to CIE
XYZ is given as below:

r,‘( 0.412453 035758 0.180423 |[ R, |

Y |=]0212671 0.71516 0.0721169 || G,,, (A.5)
[z 0.019334 0.11919  0.950227 || By,

Now the conversion (rom CIE XYZ o CIELAB requires Ihe XYZ data to be expressed in terms ol a
reference. [n this case let X,. Y, and Z, be XY Z values for reference white, Then:
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%]— (?J]

g ifr> 0.008856

7.7867)'+£ otherwise

The inverse of the above 1s given below:

IfL° < 8.0, then:

y L
=— (A7)
Yy 9033
Else
r 100 25

Once Y is obtained,

X (A.9)

Then the inverse linear transform is as:
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R, | [ 3240479 -1.53715 —0.498535|[ X
G | =] —0.969256 1.875991 0.041556 || ¥ (A.10)
B, | | 0.055648 -0.20404 1.057311 || Z
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Appendix B Search Algorithms for Motion
Compensation/Estimation

[is appendix gives an overview of common block scarching technmques used in temporal compression
of video. The algorithms are explained and the advantages of cach given. To limit processing the search
for a matching block is usually limited to a search arca which 1s user-defined. Figure B.1 shows the basic
scarch principle employed in motion compensation/estimation. Once the block is chosen a search begins
for the best match using the MAE criteria. Generally a scarch area is employed to limit the processing
requirements of the search. This area is defined by considering the maximum amount of movement
expecied in the video sequence. [n general, for 'V this is usually with p = [5 and for high motion
sequences p 1 63. The rest of this appendix briefly describes some ol (he popular search methods used 10
find the best matching block.

Current Frame Reference Frame
A
-I)
(X N EN N >
I1
A M
- =
|)
v
Sarch Region

{m) (h)

Reference Franie

XV N
thy vy
N | ¢
Best
Match

Mot Vector (u, v)

Search Region

()

Figurc B.1: Mation Estimation |Bhasy7|

B.1 Full-Search

As (he nane suggests the full search algorithm scarches the entire window area pixel-by-pixcel for a
matehing block. This brute-force approach requires o great deal of computational time while oftering a
puaranteed best mateh block in return. Due to the excessive resources required this method of scarcliing
1s not often employed,

B.2 2-D Logarithmic Search
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In 1981 Jain et al.{Jamn8)] presented a search algorithm, now known as the 2-D logarithmic search,
which provides good results at less computation expense. The 2-D logarithnic search is an iterative
system very similar to a binary search. The first step is to define the search region [-p, p] (notation as
used in Figure B.1). The region s then divided into an inner and outer area. the inner arca being [-p/2,
p/2] (illustrated in Figure B.2). Only the major 8 points of the inner region are searched; (0,0), (0./,), (0.-
di), (-d),0), (d,0), (didy), (dy=d)), (=d i) and (-d,-d,;). Where o, is given as in (B.1).

2 + o

B.1
k= ﬂogz /)‘1 B0

When the best maich is found the algorithm redefines the search area centred around the coordinates off
the match. 1t then continues the searching this region at its® 8 major points defined by oy = d,/2. The
search iterates until the best match is found or the search region becomes 0 (in that case the last found
block was the best match).

This iterative scheme executes faster than the Full-Search schemc bul does not guarantee finding the
optimal match and can mtroduce distortion.

A
-P
L] o L]
-p/2
N
(xy) >
. P
[} (] pr2 [}
-p/2 M
-
P p/'ll
[ ] o Iy [ ]
\
Scarch Regjon

Figure B.2: Example of Logaritlimic Search

B.3 Hierarchical Search

Hierarchical block matching secks 1o take advantage of larger macro-blocks for searching. As the video
frame is divided into macro-blocks, the more macro-blocks the more searching that is required, however
too few macro-blocks and the effect of motion compensation becomes nullified. But the smaller the
macro-block the belter the motion compensation and the higher the computational expense.

In hierarchical block matching, the frame is first divided into large macro-blocks and then filtered to
remove fine detail information. This fuzzy version of the block is used to arrive at the first approximation
of motion. This approximation can then be successively refined by searching smaller and smaller regions
within the approximations.
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This technique 15 useful as it first establishes a general trend of motion and then is able to refine to betrer
estimales. This iterative process has proven quite successful m providing better motion estimates than
other sub-optimal schemes like the 2-D loganthmic scarch .

B.4 The Three Step Search

The Three Step Search (TSS), presented by Koga et al [Koga8l], 1¢ popular due to its simplicity,
robustness and reasonable estimation performance. This algorithm searches for the best molion vectors in
a coarse to fine search paftern.. As its™ name sugecsts, it uses three steps to achicve its voal. Step one is
Lo seleet an imtal step size and pick the eight blocks at a distance of the step size from the centre {or
compuarison. Step two, chooses the best matched block from step one and then halves the step size. Step
three is to repeat steps one and two. This algorithm is very similar to the 2-D logarithmic search as
described carlier, however, the price for simplicity and fast execution is (hat the TSS uses a uniformly
allocated checking pattern in its” lirst step and thus is ill-suited for small motion estimation.

B.5 Sub-Pixel Schemes

The search algorithms presented are limited to the integer pixel grid in order to make their estimate. This
does not model true motinn eftectively as motion often does not follow a grid-hke pattern. To increase
the accuracy of the scarch, schemes which cxiend the search to sub-pixel domains can be used. The
advantage is a better molion estimate with the disadvantage of increased execution time. The most
common ol these schemes is half-pel, Figure B.3, accurate motion estimatton. In (his scheme a motion
vector with half-pel accuracy is measured using interpolation between neighbouring pixels. From here
the matching criterion is applied to determine the best match. The results from using this scheme show a
better estimate of the motion and the H.263 standard employs this method in advanced mode for a better
motion estumate. However the rade-off is an increase in cxecution time.

Inteeer-pel grid Half-pel grid
R
S BRI S S I
|
_. - r Estimated pixel

\ on half-pel grid

Half-pel accurale
motion vector

Figure B.3: Half-pel Motion estimation [Bhas97]
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