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Abstract 

The coastal regions of the world play a significant role with regards to social and economic 

development, and with the ever increasing human activities along the coast, it has become 

necessary to understand and protect this vast resource. This requires a thorough 

understanding of the hydrodynamic processes that occur in the surf zone as a result of wave 

breaking. Laboratory investigations fonn an essential part of unravelling any physical 

process. It is the aim of this thesis, therefore, to investigate via laboratory measurements, 

the hydrodynamics of plunging and spilling waves in the surf-zone with the view to obtaining 

greater physical insight and also to obtain real data for model validation purposes. To achieve 

the above goal it was also necessary to develop new measuring techniques that were suitable 

for surf zone application. since conventional water level and fluid velocity measuring devices 

perfonn poorly in the presence of wave breaker related aeration, a common feature in the 

surf zone. 

The experimental investigation of processes occurring in the surf zone was carried out using 

a plane beach in a 20 m long wave flume. Both spilling and plunging waves are considered. 

The measurement of the spatial and temporal fluid velocities, water level and aeration area 

was accomplished using digital video imaging and analysis techniques in conjunction with 

particle image velocimetry. 

The diagnostic equipment. employed for the measurement of water levels, consists of a 

monochrome video camera connected to a video cassette recorder (VCR) and to a video 

frame grabber residing in a Pc. The video machine is used for mass storage of video data 

and easy replay of the experiment. The frame grabber is used to digitise and grab a sequence 

of video frames. The frame grabber can accept a video signal directly from the camera or 

from the VCR during playback. Fluid velocities were measured using a non-interlaced digital 

ceo camera connected direct to a frame grabber residing in a pentium Pc. Thus, images 

were stored direct to the hard disk. 

Water level measurements were performed with the aim of measuring wave heights as well 
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as the mean water level set-down prior to wave breaking and the subsequent set-up in the 

surf zone. A time series of wave evolution was obtained by tracking the air-water interface 

along a vertical line of pixels at a fixed horizontal position in the video image. This method 

has the advantage of being non intrusive, and is considered more reliable than some of the 

more traditional techniques employed in the surf zone. Mean water levels were measured 

every 0.1 m along the measurement section of the flume, which is approximately 8 m in 

length. 

The spatial and temporal particle velocities were measured initially by tracking individual 

neutrally buoyant particles. This technique is referred to as particle image velocimetry (PIV) . 

More extensive measurements were later accomplished using digital cross correlation 

techniques , referred to as digital correlation image velocimetry (DCIV). A longitudinal 

section of the flume was illuminated with a sheet of light and the flume was seeded with 

neutrally buoyant particles . Velocities are then estimated by tracking individual seeds or a 

group of seeds in consecutive video frames. The velocity flow field was measured at the 

break point and in the surf zone. The average and turbulent velocities are estimated through 

phase ensemble-averaging. The undertow current and shoreward mass flux are derived from 

the flow field through averaging over the wave phase. A sensitivity analysis on this data is 

done to ensure statistical convergence. 

The measured velocity flow fields were analyzed and compared with linear wave theory and 

measurements made using Laser Doppler anemometry (LDA) . The turbulent structures 

generated in the surf zone are investigated through the computation of the phase ensemble­

averaged turbulence intensities and vorticity. The vorticity of the averaged flow field is 

computed and analyzed. The time averaged Reynolds stress and the turbulent kinetic energy 

is also computed. The Reynolds stress near the bed is shown to increase almost linearly with 

distance above the bed. Spectral analysis of the spatial velocities was used to obtain estimates 

of the scale lengths, and a comparison with the Kolmogorov frequency scaling law in the 

equilibrium region of the spectrum was also performed. 

The measurement of the aeration/roller geometry for spilling and plunging waves was 

accomplished using the video techniques used for water level measurements. The normalised 
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wave roller area, in spilling waves, is shown to be nearly constant through the inner surf­

zone, increasing slightly in the middle of the surf-zone. The roller slope tends to show a 

decreasing trend in the surf zone. 
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CHAPTER 1 

INTRODUCTION 

The oceans play a significant role in terms of maintaining certain environmental and 

ecological balances. A complex interaction occurs between the ocean and the atmosphere 

that results in the present climatic conditions. In the modern world the oceans have began 

to play an ever more important socio-economic role with regards to transportation, 

recreation, land reclamation, dispersion of waste water and off-shore industrial activities to 

name a few. Thus there is a need to understand the dynamics of the oceans in order to 

evaluate the long term impact of natural and human activities in the ocean. The part of the 

ocean that is most dynamic is the region dominated by breaking waves and is referred to as 

the surf zone. The surf zone plays a vital recreational role and with the ever increasing 

human habitation along the coastline, it is imperative that protection and preservation of the 

state of the beaches and coastline is ensured. Thus, the measurement of surf zone physical 

parameters such as waves, fluid velocities, undertow currents and turbulence intensities will 

be the focus of this thesis. These measurements will assist in the quantification and 

modelling of the processes occurring in the surf-zone and these models in turn will assist in 

predicting phenomena such as beach erosion and coastline changes. 
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Physical processes 

One of the most visible feature of the ocean is the presence of surface waves. These waves 

are generated offshore either by the interaction of the wind with the surface or by 

earthquakes or submarine landslides. The most common source of waves is undoubtedly the 

interaction of wind with the ocean surface. The actual mechanism involved in the air-sea 

interaction is still under intense study. Initially, ripples are created that grow in size and 

propagate in various directions, and a fair proportion of these deep water waves move 

towards the coastline where they are dissipated spectacularly in the form of breaking waves. 

These breaking waves have been the delight of many a surfer, beach-lover and even 

scientists. However, beneath that surface beauty lurks a power that can wreck havoc with the 

coastline and coastal structures. 

In deep water the power of the waves is barely noticed by ships and boats, which simply bob 

up and down in sympathy with the wave passing beneath them. As the wave approaches the 

shallow, sloping region of the coast, it begins to slow down and there is a corresponding 

increase in the height of the waves and steepening of the front face of the wave, until a point 

is reached when the crest of the wave becomes unstable and breaking occurs . The breaking 

results in the generation of large amounts of turbulence and the creation of currents in the 

surf zone, such as rip currents, undertow currents and longshore currents. The turbulent fluid 

causes the suspension of sediments and these are then transported away by the current, 

resulting in erosion of the beach and shoreline. The water action, together with the suspended 

sediments, form a very abrasive mixture that is responsible for the weathering of natural and 

man-made structures. 

With regard to beach erosion and sediment transport, there is in some cases a natural balance 

between the process of erosion and deposition. In one instance sediment may be removed and 

transported to another location and in another instance the process may be reversed. The 

improper positioning of man-made coastal structure can upset this natural balance, resulting 

in permanent erosion at one location and permanent deposition at another location. Thus, a 

thorough understanding of the hydrodynamic processes in the surf-zone can remove a lot of 

the guess-work in coastal design and provide a more realistic picture of the long term 

morphological changes. There has been significant advancements in our understanding of the 
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surf-zone through experimental and theoretical studies. It is instructive to briefly review some 

of the work done to date, the techniques employed and their short- comings. 

Theoretical developments 

Hydrodynamics are well described by the Navier-Stokes equation (NSE). This equation 

together with the boundary condition at the surface results in a highly nonlinear problem and 

a general analytical solution is not possible yet. In practice various approximation are then 

applied to simplify the NSE. For example, in solving the NSE for deep water waves, the 

boundary condition at the surface and the convective acceleration terms are linearised, 

resulting in solutions that are well known (Le Mehaute,1976; Lighthill, 1978, Whitham, 

1974). 

In shallow water it is necessary to employ dimensional analysis to decide which terms are 

small enough to be neglected. The NSE equation can then be shown to lead to the non-linear 

shallow water equations (NSWE) and the Boussinesq equation (Peregrine, 1975). These 

equations are based on depth averaged quantities and are not capable of providing detailed 

velocity flow fields. These equations are used however to predict the surface wave 

characteristics. such as the mean wave profile and the mean water level. Wave breaking is 

incorporated into the Boussinesq equation by the inclusion of a dissipation term when the 

wave slope exceeds a critical value (Schaffer et ai, 1992; Schaffer et ai, 1993). A more 

phenomenological approach in studying the mean quantities in the surf-zone, such as mean 

wave heights. wave set-down and set-up, results in a set of differential equations that can be 

solved numerically (S\'endsen, 1978) . 

The theoretical analysis of turbulence is accomplished by representing all quantities in the 

NSE as the sum of a steady component and a fluctuating component. Substitution in the NSE 

and computing the time average results in a set of differential equations describing the mean 

and fluctuating parts of the flow (Tennekes and Lumley, 1972). It can be shown that the 

equation for the mean flow has the contribution of a stress, called the Reynolds stress. The 

measurement and modelling of the Reynolds stress term in the surf-zone is therefore the 

subject of intense study. 

3 



Existing experimental measurements 

Due to the highly non-linear nature of the processes occurring in the surf-zone, it is 

necessary to rely heavily on experimental measurements to provide some insight to the 

problem at hand. Visual observations of the movements of the air bubbles created during 

wave-breaking, indicate the creation of horizontal and oblique vortices (Nadaoka, 1988) and 

high levels of turbulence. It is believed that most of the turbulence is generated in the roller 

that is formed on the front face of the wave. In a comprehensive review of the existing 

turbulence measurements, Mocke(1998) finds that most measurements have been performed 

using Laser Doppler Anemometry (LDA), an interferometric technique, and measurements 

are available mostly for position below the trough level (Stive, 1980). Some improvements 

to the conventional LDA have been made using fibre optics (Hino et aI, 1984; Nadaoka, 

1989; Ting and Kirby, 1994,1995,1996). These measurements tend to confer that there are 

high levels of turbulence in the upper part of the water column. Ting and Kirby (1994) have 

shown that spilling and plunging waves have different turbulence transport characteristics. 

They maintain that in spilling waves turbulence is transported seawards, and landwards in 

a plunging wave. Experiments in a natural surf-zone using hot-film measuring techniques and 

random waves have also been done (George et aI, 1994). More details on existing surf zone 

measurements will be provided in chapter 2. 

Despite the large number of surf-zone measurements, there is still a lack of data in the crests 

of the wave, where high levels of aeration are present. There is also some question about the 

validity of LDA and hot-film measurements in the surf zone, in general. These methods are 

sensitive to the presence of air bubbles, resulting in signal drop-out. In the surf zone the air 

bubbles can reach regions well below the trough levels. The signal drop-out in these 

measurements can create havoc with the turbulence intensity measurements. The conventional 

techniques also provide only a point measurement in space. 

Imaging techniques 

Traditionally, the time series of the surface wave is measured using partially submerged 

resistance or capacitance wave gauges. In order to measure the time series over a large area, 

it is necessary to use a number of gauges or alternatively to make measurements sequentially 

using a single gauge. This can be a tedious exercise and conceivably gauges can interfere 
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with the local flow behaviour. The performance of these gauges in the surf zone is also often 

unreliable due to the highly aerated water and rapid evolution of the air-water interface. 

The fluid velocity is usually measured using either a mechanical propeller, electromagnetic 

flow meters, hot wire anemometer or laser doppler anemometry (LDA). LDA is an 

interferometric technique that provides a velocity measurement at a single point and has 

sufficient frequency resolution in turbulent flows. None of the above techniques can however 

provide an instantaneous snapshot, that is, a spatially extended synoptic view of the flow 

field. Secondly, LDA systems in particular are labour intensive to set up and the equipment 

required is costly. The conventional LDA also fails due to signal dropout when there is a 

large concentration of air bubbles in the measurement area, such as in the surf zone, although 

this problem has been alleviated somewhat through the use of fibre optics (Hino et al, 

1984). 

Recently there has also been a growing interest in the use of imaging techniques to measure 

\\'ave parameters in the laboratory and in the ocean. A number of researchers have reported 

on the measurement of \\'ater surface elevation using specular reflection of the water surface 

(Krishnan et ai, 1974; JaIme et ai, 1994). This type of measurement is suitable for the study 

of the spectral-wavenumber characteristics of waves in a model hall and at sea. There has 

also been a serious interest in the application of optical techniques to the measurement of 

velocities within a breaking wave (Quinn et al, 1995) and in the surf zone (Govender et al, 

1996; Craig et ai, 1996; Chang et ai, 1996). 

In this thesis we set out to develop new measuring techniques to overcome the limitation 

imposed by the conventional methods (Govender et al, 1998) and to provide new 

experimental data to validate and supplement existing data (Govender et al, 1996, 1997; 

Alport et al.1998; Go\'ender et al. 1999). The limitations of the conventional measuring 

instruments in the surf zone has created a need for alternative methods that are more suitable 

in this region. The use of video techniques has been shown to have many promising 

advantages and there is a growing interest in the application of video techniques to 

measurements in t1uid mechanics. The early applications of imaging techniques were film­

based (e.g. Bijker et al. 1974, Dimotakis et al, 1981) and these involved tracking the images 

5 



of particles in fluids, that were illuminated by a laser sheet, with the view to estimating fluid 

velocities. The analysis of the images were done optically using speckle analysis( Erf, 1980). 

\Vith the proliferation of digital electronic equipment and digital signal processing techniques, 

most of the film-based recording and processing techniques have been superseded by CCD 

imaging cameras and digital processing (Adrian, 1991; Fincham et al, 1997; Govender et al, 

1998; Hesselink, 1988; Tokumaru et ai, 1995; Willert and Gharib, 1991). There has also 

been an interest in the use of optical and video techniques to measure the surface elevation 

of waves in fluids (Krishnan et ai, 1974; Jalzne et al, 1994; Govender et al, 1996, 1998). It 

will be shown in this thesis that digital video techniques can provide a versatile set of 

diagnostic tools for the study of surf zone behaviour. 

Thesis layout 

In Chapter 2 the basic definitions and hydrodynamic concepts are reviewed. These include 

the concepts of translation, rotation and deformation of fluid elements. The mass and 

momentum flux, and the radiation stress are also reviewed. The equations describing the 

motion of a fluid element is presented together with their linearised solutions. This is 

followed by a qualitative description of wave breaking and the processes occurring in the surf 

zone. Turbulence theory is reviewed together with existing LDA measurements of turbulence 

in the surf zone. 

A description of the experimental facility and the diagnostic equipment is given in Chapter 

3. The experimental setup, dimension of the wave tank and measurement positions are also 

described. 

The experimental techniques that were developed to measure the time series of the surface 

wave and the fluid velocity flow fields using video techniques are discussed in Chapter 4. 

A general discussion is presented and describes the choice of various instruments and digital 

analysis techniques. This includes a description of the various stages of the development of 

the technique. which incorporated a range of measurement and analysis techniques. The time 

series of the wave surface was measured using keograms and the fluid velocities were 

measured llsing digital particle image velocimetry and digital correlation image velocimetry. 
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In Chapter 5 results of the temporal measurement of the surface wave along the surf-zone 

are presented for a 0.9 Hz spilling and 0.4 Hz plunging waves. The computation of the mean · 

wave height and water levels is also presented for the above cases. The comparison with time 

series of water levels obtained from wave gauges is presented. Keograms, consisting of 

sequential slices of the grey scale images, were used to measure the roller area and slope. 

The measurement of the velocity flow fields in a 0.9 Hz spilling wave and 0.4 Hz plunging 

waves, using digital correlation image velocimetry, is presented in Chapter 6. Significantly, 

it is possible to make velocity measurements well into the aerated region of the waves. The 

velocity undertow is computed from the phase ensemble-averaged velocity flow fields. This 

chapter includes a sensitivity analysis of the influence of sample and bin sizes on the 

convergence of the mean and nns velocities. The imaged data is compared with similar 

results reported in the literature. 

The turbulence analysis of the velocity data presented in Chapter 6 is examined in Chapter 

7. The computation of the turbulent intensities, or the nns values of the fluctuating velocity 

components, using phase ensemble-averaging is presented. The time-averaged turbulence 

intensities and Reynolds stress are computed from the phase ensemble-averaged turbulence 

intensities . It will be shown that the turbulence intensities increase rapidly from the bed 

upwards, reaching a maximum just above the trough level and decreasing thereafter. The 

Reynolds stress near the bed increases almost linearly with distance above the bed. The 

analysis of the phase ensemble-averaged vorticity and the spectral analysis is also presented 

in Chapter 7. 
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CHAPTER 2 

BASIC CONCEPTS AND THEORY 

2.1 Introduction 

2.2 Hydrodynamic concepts 

2.3 Linear wave theoT), 

2.4 Wave breaking and sUrf zone processes 

2.5 Turbulence 

2.6 Sunu1lary 

In this chapter the definition of standard variables and hydrodynamic concepts are reviewed. 

The equations describing the motion of a fluid element is presented followed by the linear 

theory of surface waves. The breaking of waves on sloping beaches and the resulting 

processes occurring in the surf zone are reviewed. The theory of turbulence is examined via 

the Reynolds decomposition of the temu in the Navier-Stokes equation, and the significance 

of the resulting Reynolds stress is highlighted. A detail examination of some selected 

measuremelllS of turbulence in the sUrf zone is also presented. 
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2.1 Introduction 

The basic concepts of hydrodynamics and the description of standard variables used in coastal 

and surf zone literature are described in this chapter. The continuity and the Navier-Stokes 

equations of motion describing the motion of the fluid flow and their approximate linear 

solutions are presented. This is followed by a discussion on the wave breaking process as 

deep water waves approach a sloping beach. The development of the equations describing 

turbulent fluid motion is presented, followed by a review of existing turbulence 

measurements in the surf zone. 

The equations of motion of a fluid element is obtained by applying the conservation of mass 

and the balance of forces. This results in the equation of continuity and the Navier-Stokes 

equation(NSE). The Navier-Stokes equation is highly nonlinear due to the convective 

acceleration terms. The nonlinear nature of the NSE and the free surface boundary condition 

makes analytical solution to the NSE very difficult, if not impossible. In cases where the 

viscous forces are negligible the Navier-Stokes equation reduces to the Euler equation. If the 

flow is considered irrotational, then a velocity potential function together with a linearised 

free surface boundary condition can be employed to obtain a linear solution to the Euler 

equation. 

Deep water waves moving towards a sloping beach begin to slow down. This is accompanied 

by an increase in wave height and a lowering of the mean water level, referred to as set­

down. At a critical wave height breaking occurs. The condition for breaking is dependent on 

the wave height, wavelength and the beach slope. The overturning of the wave results in the 

formation of a roller that rides on the front face of the wave. The breaking results in the 

generation of horizontal and oblique eddies and large amounts of turbulence. 

The theory of turbulence is analyzed by decomposing the variables in the Navier-Stokes 

equation into a mean and fluctuating part, and computing ensemble averages results in a set 

of equation describing the mean flow, mean kinetic energy and turbulent kinetic energy. 

These equations contain the Reynolds stress term. Existing measurements of turbulence 

intensities and the time-averaged quantities are presented. 
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2.2 Hydrodynamic concepts 

The orientation of the coordinate system and symbols commonly used in the study of water 

waves is illustrated in Figure 2.1 below. The positive x-axis extends in the direction of wave 

propagation, while the positive y and z axis extend in horizontal and vertical directions 

perpendicular to the direction of wave propagation. The distance between the still water line 

(swl) and the bed is represented by d and the displacement of the water surface with respect 

to the swl is represented by 11. The wave height, H, is the vertical distance between the wave 

trough and crest. The fluid velocities in the x, y and z directions are represented by u, v and 

w , respectively. 

x 

Figure 2.1: Coordinate axes and symbolic notation. 

The total acceleration of a fluid element consists of a local and convective acceleration terms , 
that is: 

du au au ax 
a=-=-+--

dt at ax at 
(2.1) 

where u =(u, v, w) and x=(x,y,z). 
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The local acceleration is the acceleration, as function of time, at a point as the fluid passes 

through it, and the convective acceleration is the acceleration of a fluid element with respect 

to change in position. It is the convective acceleration that is responsible for the deformation, 

rotation and the straining of fluid elements . 

Other important concepts are the mass and momentum flux, and the radiation stress. 

The mass flux in the x-direction is defined as : 

1: 

M=f pu(z)dz 
o 

and the momentum flux as : 

where p is the density of water. 

(2.2) 

(2.3) 

The radiation stress (Longuet-Higgins, 1964), which is the rate of flow of momentum, is 

given by: 

'1 0 

S;u = f (p+ pu2)dz-f podz 
-d -d 

'1 0 

Syy= J (p+pv2)dz-f Podz 
-d -d 
'1 

szy=f puvdz 
-d 

(2.4) 

S;u and Syy are the rate of flow of momentum across the planes perpendicular(x=constant) and 

parallel(y = constant) to the direction of wave propagation, while Sxy is the rate of flow of x­

momentum across the plane y=constant. 

Using the results of linear wave theory, to be discussed next, the radiation stresses in 2D 

non- breaking deep water waves are: 
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2kd 
S =E +0.5 

xx sinh(2kd) 

S =E kd 
yy sinh(2kd) 

(2.5) 

S =0 xy 

where d is the local water depth, k is the wavenumber and E is the energy of the wave. 

This simplifies to: 

2.3 Linear wave theory 

S =0.5 E (deep water ) xx 
S = 1.5 E (shallow water) xx 
S =0.5 E (shallow water) yy 

(2.6) 

The motion of a fluid element is obtained by applying the conservation of mass and Newton's 

laws resulting in the equation of continuity: 

V.u=O 

and the Navier-Stokes equation: 

au 
-+uV.u=V(p+pgz)+J.1V 2U at 

(2.7) 

(2.8) 

The terms on the left hand side represent the local and convectional acceleration terms. The 

first term on the right represents the sum of the hydrostatic and dynamic pressure force, 

while the second term represents the viscous force. This equation is highly nonlinear due to 

the convective acceleration terms. In situations were the viscous force is small, the NSE 

reduces to the Euler equation which is still nonlinear due to the convective acceleration term. 

The ratio of the viscous term to the convective term is used as measure of the relative 

strengths of the viscous and convective term. This ratio, estimated using the length scale, [, 

the velocity scale, u, of the process, and the kinematic viscosity of the fluid, v,results in the 

Reynolds number: Re=ul/v. The Reynolds number is often used to quantify the transition 

between laminar and turbulent flows 
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If the fluid flow is irrotational(i.e. vxu=O), then a linear solution to the Euler equation can 

be obtained using a velocity potential function, cf>, such that u = vcf> , together with the 

linearised free surface boundary condition. This results in the following expressions for the 

potential function, particle velocities and dispersion relation (Le Mehaute, 1976): 

The potential function is given by: 

4> = -a w cosh k(d+z) cos (wt-kx) 
k sinh kd 

(2.9) 

where a is the amplitude of the wave(a=H/2), d is the local water depth, k is the 

wavenumber and w is the radian frequency . 

The velocities components are then obtained using u = ~: 

cosh k(d+z). ( lex) u=aw sm wt-
sinh kd 

(2 .10) 

sinh k(d+z) 
w=aw cos (wt - lex) 

sinh kd 
(2 .11) 

and the dispersion relation is: 

(2 .12) 

If the wavelength, L, is very much less than d, then the above equation reduces to w2 =kg, 

and in shallow water, where L is very much greater than d, (wlk)2=gd. Thus in shallow 

water the speed of the wave is a function of the depth. 

The energy per unit horizontal area of the wave is: 

1 E=-pgJt2 
8 

13 

(2.13) 



2.4 Surf zone processes 

Figure 2.2 shows a schematic illustration of the processes occurring as offshore waves 

propagate towards a beach. Deep water waves propagating towards a sloping beach begin to 

slow down, accompanied by a corresponding increase in wave height, referred to as shoaling. 

There is also a corresponding lowering of the mean water level , referred to as set-down. 

Further increase in wave height occurs as the wave moves up the beach, until a point is 

reached at which breaking occurs. Beyond the breakpoint, the wave height decreases and the 

mean water level begins to rise. The region immediately beyond the breakpoint is called the 

transition region. Here the mean water level remains fairly constant. 

trao.sltioQ r egioQ 

~_Q_._. __ s_~_. o_r_e __ r_e_g _iO_Q ______ ~I--s-h-o-a -li-Q-8--r-e_8_i _O_Q ____ ~I~~I-i-Q-Q-e-r --r-e-g-iO-Q~I . 

s wl 

Figure 2.2: Schematic illustration of shoaling, wave breaking, set-down and set-up of the 
mean water level. 

The notation described in Section 2.1 also applies to the surf zone with the following 

additions . A subscript 0 implies wave conditions offshore, that is far away from the beach, 

while variables with a subscript b signify conditions at the break point. Further, 1] denotes 

the mean water level with respect to the still water line and h refers to the local mean water 

depth. 
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Breaking water waves are classified as spilling, plunging or surging according to the way in 

which they break (Galvin, 1968). In a spilling wave a volume of fluid near the top of the 

crest slides down the front face of the wave at the break-point, and in a plunging wave there 

is a curling of the wave front at the break-point, forming a jet of water. The surging breaker 

develops like a plunging wave but their bases surge up the beach before the crest can plunge. 

The spilling and plunging wave, which are the most dominant wave types, have very 

different actions on the sediment transport (Ting and Kirby, 1994). Measurements involving 

waves in the surf zone are therefore placed in these two categories . 

The breaking of waves results in the formation of a roller that rides on the front face of the 

wave, and moves forward with same speed as the wave. The water mass in the roller is also 

rotating about a horizontal axis that is parallel to the wave-front, thus creating a huge amount 

of turbulence and shear stress at the front face of the wave. A sequence of images showing 

the wave breaking and roller formation is shown in Figure 2.3 . The top three images in 

Figure 2.3 shows the steepening and curling of the wave-front forming a jet of water that 

moves forward. The middle three images show the collapsing of the top of the wave and the 

subsequent splash-up and formation of the resulting roller. The last three images show the 

final stages in the roller formation. The penetration of aeration into the lower and rear of the 

wave is also visible. 

When considering the water motion subject to the action of waves, from a Eulerian point of 

view, there is always a shoreward mass flux between the trough and crest, and there is a 

return current below the trough level (de Vriend). In breaking waves these effects are 

enhanced. In non-breaking waves the mass flux equals pEIe, where c is the phase speed of 

the wave and E is wave energy per unit horizontal area. The undertow in breaking waves 

is driven by an effective surface stress which is proportional to Die, where D is the wave 

energy dissipation rate due to breaking. 
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Figure 2.3: Images of a wave approaching breaking and the formation of the roller 
that rides on the front face of the wave. Images are arranged in rows with the wave 
propagating from right to left. The bottom three images also show the penetration of 
aeration into the lower part of the wave. These images were obtained using the setup 
to be described in Chapter 3. 



Wave breaking criterion 

The stability of waves in deep water is characterised by the ratio of the wave height, H, to 

the wavelength, L. A theoretical maximum value of the steepness was found by Miche(1944) 

to be: 

( 
H) =.!.tanh 21td 
L max 7 L 

(2.14) 

In deep water Equation 2.14 reduces (HILo) = 117 and this occurs when the crest angle is 

120°. In shallow water Equation 2.14 reduces to (H/L) =0.9. 

The earliest criterion for the breaking of waves in shallow water is by McCowan(1894), as 

reported by Dean and Dalrymple (1991) , who related the breaking wave height to the local 

water depth as follows: 

(2.15) 

where K is an empirical constant and a value :::::: 0.74 has been used, although field 

measurements indicate that K ranges from 0.5 to 0.9. More recently, the criterion for 

breaking has been derived to be (Weggel, 1972): 

(2.16) 

where Hb is wave height at breaking, db is water depth at breaking, m is the beach slope, T 

is the wave period, g is the gravitational acceleration, and 

am=43.8[1.0- e-19m 
] 

bm= 1.561[1.0+e-19.Sm ] 

Energy dissipation in breaking waves 

The energy dissipation in progressive waves have been computed by comparing the broken 

waves in the surf zone to that of a periodic bore (Le Mehaute, 1962), and is given by: 

D (2.17) 

where H is the wave height, h is the local water depth and T is the wave period. 
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The energy dissipation in a random field (Battjes and Jansen, 1978) as been studied by 

assuming a Rayleigh probability distribution of wave heights. In shallow water, the Rayleigh 

distribution is truncated above a maximum wave height, Hm , that can be sustained in a given 

depth of water. In shallow water Hm=-Ylz, where -y is an adjustable parameter to cater for the 

effects of beach slope and random waves has been used by Battjes and Jansen (1978). At any 

position along the beach the wave energy dissipation, Dw , is based on the fraction of broken 

waves, Qb and is given by: 

1 - 2 D --Q £pgH 
w 4 /II m 

(2.18) 

where f is the mean frequency of the random waves . 

',"aye roller properties 

The energy of the roller, Er, can be defined as follows (Svendsen, 1984): 

1/2m,c2 Ac2 Ac 
E= =p-=p-

, L 2L 2T 
(2.19) 

where l1lr is the roller mass , L is the wavelength, C is the wave propagation speed and p is 

the t1uid density . 

Estimates of the roller area by Srendsen(1984) using hydrofoil measurements by 

DUllCGll(l981) resulted in the following : 

(2 .20) 

More recently (Dally and Brown, 1995) have attempted to theoretically estimate the roller 

area in the surf zone, based on a depth-integrated and time-averaged energy balance equation 

that contains contribution from both the organised wave motion and the roller. 

The energy. Dp dissipated by the roller as a result of shear stress, Ts, between the roller and 

the underlying wave can be described (Fredsoe and Deigaard, 1992) by: 

A D =-'t c=Ppg-
, S T (2 .21) 

where Ts = pgA{3/lr and {3 is the roller slope and lr is the roller length (see figure below) . 
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Figure 2.4: Roller configuration (Fredsoe and Deigaard, 1992). 

Mean water Ieni 

The changes to the mean water levels can be described in tenns of radiation stress, S;a. 

The balance of momentum is then given by: 

all = 1 asxx (2.22) 
ax pg(d+ll) ax 

where d is the depth below the swl and -;; is the mean water level. 

As the waves move from the open sea towards the shore, it encounters the shoaling area 

where S:t.t increases primarily due to the increase of energy, which is a consequence of the 

decrease of the phase speed of the waves as the water becomes shallower. In this shoaling 

area -;; decreases, because a-;; lax ex -as.t/ax. The horizontal particle velocity, however, will 

increase. This can be shown by taking the shallow limit of Equation 2.10 and noting the fact 

that the wave amplitude increases in the shoaling region. 
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Longuet-Higgins and Stewart(1962) have integrated Equation 2.22, using Equation 2.5 and 

the fact that seaward of the breakpoint the energy flux of the wave is constant, to obtain the 

following expression for the mean water level: 

1 H2k 
T} = -8 sinh(2kh) 

(2.23) 

Beyond the breakpoint, there is a strong energy dissipation and decrease in wave height 

resulting in a negative gradient in the radiation stress as the waves moves upon the beach. 

This negative gradient in radiation stress results in the increase in mean water level, called 

set-up. 

2.5 Turbulence 

Reynolds Decomposition 

The motion of the fluid flow is described by the Navier-Stokes equation, discussed in Section 

2.3, and it is re-examined here in order to further describe the effects of turbulence. With 

the view to making the above expansion more compact and in keeping with the notation used 

in most, if not all, treatments of turbulence, cartesian tensor notation will be used in this 

chapter. An equation with index i implies that there are three equations corresponding to the 

three coordinates of 3D space, and repeated index in any term implies the summation over 

all values of that index. 

The equations of motion for an incompressible fluid are the momentum and continuity 

equation. The momentum equation is given by: 

aUt aUj 1 a 
-+U.-=--CJ .. 
at J ax. p ax. I) 

I J 

(2.24) 

aij is the stress tensor and represents the stresses acting on all sides of a fluid element. The 

stress tensor can be written in terms of the pressure and the rate of strain as follows: 

(2.25) 

where J.L is the molecular viscosity and sij is the rate of strain given by: 
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s .. =.!.(au j + auj
] 

lJ 2 ax. ax. 
J 1 

(2.26) 

The Navier-Stokes equation can now be derived by using the equation of continuity and the 

above equations to give: 

(2.27) 

where v is the kinematic viscosity and is equal to p./ p. 

In the case of turbulent flows , it is customary to decompose the flow into its mean and 

fluctuating components, a technique first applied to fluid mechanics by Osborne 

Reynolds(l894) and is therefore referred to as the Reynolds decomposition. Thus the 

velocity, pressure and rate of strain are represented as follows: 

U,.=<U,.>+U,. ', p=<p>+p', s .. =<s .. >+s .. ' 
lJ IJ IJ 

(2.28) 

The bracketed letters represent the ensemble-averaged components and the acute denotes the 

tluctuating part. Substituting the above into Equation 2.27 and noting that the mean of the 

fluctuating parts are zero, results in the following equation for the mean flow: 

, , 
C1<u.> C1<u .> 1 C1<p>o .. 1 a2J.L<s .. > C1<U j UJ

.> __ '_+<U .> __ '_=- I) + I) 

Or J axj P axj P aXj aXj 

(2.29) 

Thus. the equation describing the motion of the mean flow cannot be obtained simply by 

substituting mean quantities into the Navier-Stokes equation; there is a contribution by 

turbulence to the mean flow. The equation describing the mean flow now has additional 

unknowns in the form of < u; 'uj ' >. These terms form the Reynolds stress tensor which has 

nine components of which only six are independent of each other (the tensor is symmetric). 

The above decomposition now has more unknowns than equations, resulting in what is known 
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as the closure problem. In order to solve these equations it is therefore necessary to find 

expressions to model the Reynolds stresses. These expressions are often determined using 

empirical data . Methods of modelling the Reynolds stresses will be examined later. 

Since the mean values of the fluctuating components are zero, it is difficult to analyze the 
-

influence of the mean flow on the turbulence. It is therefore best to examine the kinetic 

energies of the mean and turbulent flows. The equation of the kinetic energy of the mean 

flow is : 

a ( 1 ) a ( 1 ) a ( <p> , , } - -<U.><U.> +<U.>- -<U.><U.> =- ---<u.>+2v<u.><s .. >-<u .u.><u .> 2 30) 
at 2 1 1 'ax. 2 1 , ax . p J 1 IJ 'J , • 

J J , , 
-2v<s .. ><s .. > +<u, ·u·><s .. > 

I) I) IJ IJ 

where < sij > is the mean strain rate given by: 

<s .. > =1.( a<.U? + a<uj>j 
IJ 2 ax

j 
aX

i 

(2 .31) 

The first three terms on the right hand side of Equation 2.30 are due to the action of 

pressure, transport of mean flow energy by viscous stresses, and transport of mean flow 

energy by Reynolds stresses, respectively. 

The equation of the turbulent kinetic energy, k, is given by: 

ak a<u.>k a ( 1 ) 
-+ J =-_ -<u . ' p'>+<u . 'k'>-2vu . 's .. ' at ax. ax . p J J , IJ 

J J (2 .32) 

-<U,' 'u . '><s .. >-2v<s .. ' s .. '> 
J I) IJ IJ 

where k=1I2<u;'u;'> , k'=1I2(u;'u;') and s;/ is the fluctuating strain rate given by: 

2.33 
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The first three tenns on the right hand side of Equation 2.32 are due to the work by the 

pressure gradient, transport by turbulent velocity fluctuations and transport by viscous 

stresses, respectively. The last two tenns are due to the work associated with defonnation. 

Notice the tenn - < u;' u/ > < sij > occur with opposite sign in the equation for the mean and 

turbulent flows. This tenn serves to exchange energy between the mean flow and turbulence. 

The last tenn in Equation 2.32 is the work due to the defonnation by viscous stresses and 

it is always a drain of energy. 

Thus, from the above equations an estimate of the rate of production, P, and dissipation, e, 

of turbulent energy can be obtained as follows: 

p= -<u . 'u . '><s .. > 
I J IJ 

2 " e = v<Sjj Sjj > 
(2.34) 

P and e can be in local equilibrium, however, in most cases the energy is produced at one 

point, transported and dissipated at another point in space or time as described by Equation 

., ".., _ . .)_. 

Vorticity dynamics 

The vorticity is the curl of velocity vector field and is given in tensor notation as: 

(2.35) 

where OijK is the alternating tensor (0 for any two indices being equal, + 1 for any even 

number of permutations, and -1 for any odd pennutations) . 

It is instructive to examine the how the vorticity influences the Navier-Stokes equation. By 

rt!arranging terms in Equation 2.27 and using the equation of continuity, Equation 2.27 can 

be rewritten as: 
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(2.36) 

If the flow is irrotational, that is, Wk=O, then the above equation reduces to the Bernoulli 

equation. The term (\I.:UjW is crucial to turbulence theory. It is analogous to the Coriolis force 

that would appear if the system were rotating with an angular velocity. 

The equation describing the vorticity dynamics is obtained by computing the curl of the 

Navier-Stokes equation. The time evolution of the vorticity field is then given by: 

(2.37) 

The tenn WjSij represents amplification and rotation of the vorticity by the strain rate. The 

second tem1 on the right represents the effects of viscous diffusion. The vortex stretching is 

considered to be the most important contributor to vorticity production in turbulent flows. 

The concept of vortex stretching is depicted in Figure 2.5. A fluid element under the 

influence of a linear strain (Figure 2.5(a» will be stretched in the direction of strain and its 

cross section in the plane perpendicular to the strain will become smaller. Extending this 

argument to vortices, those vortices whose axes are aligned with direction of strain will 

become smaller in cross-section, while those vortices with axes perpendicular to the direction 

of strain will become larger (Frost and Moulden, 1977). The above description provides 

some insight into the manner in which energy is extracted from the shear due to the mean 

flow and transferred to the large scale vortices, and from the large scale vortices to smaller 

scale vortices. 

Turbulence measurement in the surf zone 

A brief review of existing measurements of turbulence in the surf zone has already been 

presented in Chapter 1. Details, including test conditions and results, of some of these works 

will be presented here. A comprehensive review of published measurements is presented in 

Mocke(l99S). Most of the measurements have been made using LOA. 
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(e) 

Figure 2.5: Concept of vortex stretching (Frost and Moulden, 1977). 

One of the earliest turbulence measurements was conducted by Stive(l980) on spilling (test 

1) and plunging(test 2) waves, breaking on a 1 :40 slope beach. Measurements of turbulence 

intensities in a plunging wave as reported in Stive(1980) is shown in Figure 2.6. Due to 

signal drop-out, no measurements are available in the aerated region of the crests. Peak 

turbulence intensities in the order of 10-12 cm/s are found to occur near the trough level 

within the crest. 

The measurement of the time-averaged turbulent kinetic energy by a number of researchers 

for the case /Z1/zb-0.7, as extracted from Macke (1998) , is shown in Figure 2.7. Since only 

two components of the velocities were measured, it is not possible to measure directly the 

turbulent kinetic energy, but this quantity is estimated using the relation: 

1 I 2 I 2 k=1.33-«urms> +<w,ms> ) 
2 

This relation is based on the assumed relative magnitudes of the velocity components derived 

from measurements in a plane wake . 

The results in Figure 1.7 shows that measurements are available mostly for vertical positions 

of :.Ih < 0.8. The measurements by Srive(l980) and ring & Kirby(1994) are very similar, 
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Figure 2.6: Measured horizontal periodic and turbulent velocities (cm/s) of Slive(1980) 
test 2 (plunging wave), over the wave period . 

being grouped close together. The field measurements of George el ai. (1994), under random 

waves, are seen to be very much lower. Most of the measurements also show a decreasing 

trend with respect to distance below the trough level. The measurements by Okaysau(1989) 

shows a rapid increase near the trough level. This is the first indication of higher turbulent 

kinetic energy in the crest of the waves and confirmation and extension of this result will be 

shown in Chapter 7. 

The phase ensemble-averaged vorticity computed by Nadaoka(l989) using the equation: 

a<u> a<w> 
<w>=-----

Oz ax 

is shown in Figure 2.8 . There is a marked peak in vorticity at the front face of the wave near 

the toe of the roller, while there is lower vorticity in the rear of the wave. This suggests that 

the vorticity is generated at the front face of the wave. 
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Figure 2.7: Comparison of time averaged turbulent kinetic energy of Stive(1980), Nadaoka 
and Kondoh(1982), Ting & Kirby (1994), George et al. (1994) and Okayasu(1989), taken from 
a compilation by Mocke(1998). 
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Figure 2.8:Phase ensemble-averaged vorticity < s> (Nadaoka et ai, 1989) 
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2.6 Summary 

The basic definitions of variables and hydrodynamic concepts have been reviewed. The 

equations of water waves and their approximate solution of the potential function, particle 

velocities and the dispersion relation have been presented. The breaking of waves on a 

sloping beach and the resulting processes have been reviewed. The criterion for wave 

breaking has been shown by some theories to depend on the wave height, the wavelength and 

the beach slope. The theory of turbulence has been examined and existing measurements in 

the surf zone have been reviewed. Most measurements so far have been accomplished using 

LDA and are available for positions below the approximate trough level. Measurements of 

the turbulent kinetic energy show a decreasing trend with distance below the trough level. 
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CHAPTER 3 

EXPERIMENTAL FACILITY AND DIAGNOSTICS 

3.1 Introduction 

3.2 The experimental facility 

3.3 Flume dimensions and measurement positions 

3.4 Experimental setup and diagnostic equipment 

3.5 Summary ,. 

A description of the experimental setup including the wave tank, diagnostic equipment and 

observation procedure used for the measurement of the time series of the water level and 

velocity flow fields is given. 
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3.1 Introduction 

The variation of the water level and velocity flow fields, in spilling and plunging waves, 

were investigated in a laboratory surf zone using digital imaging and analysis techniques. A 

CCD camera was used to image the wave including illuminated suspended seed particles. The 

images were stored on tape and also directly onto a PC hard disk. Individual video frames 

were digitised using a frame grabber residing in the PC. The description of the wave tank 

and the experimental arran~ement of the diagnostic equipment for the above purposes are 

described in this chapter. 

'Vater levels 

Measurements of water levels were accomplished by tracking the image of the air water 

interface in consecutive video frames. Here the wave was viewed from the side, with the 

camera located approximately at the still water line level and approximately 2 m from the 

flume. Various arrangements of camera position, lighting and background colour were 

investigated. Initially, the camera was placed below the still water line level, looking 

upwards at the under surface of the wave, and a white board was place at the rear of the 

wave tank. This arrangement resulted in the image of the water, including aeration, to be 

dark and whilst the region above the wave appeared white, facilitating easy detection of the 

air-water interface. In later experiments a black background was employed together with 

overhead lighting. This arrangement resulted in only the meniscus and aeration to be visible, 

facilitating measurement of the wave roller geometry as well as water levels. 

Flow fields 

The measurement of the velocity flow fields was accomplished by tracking the displacement 

of an image of a single seed particle or a group of particles over a known time interval. 

These particles were illuminated using a light sheet and early analysis involved tracking 

individual particle images in consecutive video frames. Initially, the light source was placed 

below the bed in a cut-out section midway across the flume. This arrangement necessitated 

much laborious repositioning of the light source each time the measurement position was 

moved. Furthermore, very few or no particles were visible in the crests of the waves, due 

to them being obscured by the aeration present there. The light source was subsequently 

moved closer the tank wall but (- 10 cm) away from the side boundary layer. This resulted 
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in only a marginal improvement, since particles did not stay in the light sheet long enough 

for them to appear in two consecutive frames. Thus, progress using the individual tracking 

of images in consecutive frames was painfully slow. It was then decided to investigate more 

automated methods of image analysis together with a higher seeding density and at the same 

time improve on the sampling frequency associated with standard video format, which is 25 

Hz. This resulted in the use of cross correlation techniques to track a group of seeds and 

improvements in the sampling frequency was accomplished using a progressive scan camera 

and appropriately strobing the light sheet. To further streamline the measurement process the 

light source was mounted on a base that could be translated on a pair of rails located above 

the wave tank. The wave was thus illuminated from above. 

3.2 The Experimental Facility 

The experiments described in this thesis were conducted in a glass walled 2D wave flume in 

the Coastal Engineering Laboratory, CSIR, Stellenbosch, South Africa. The flume is 21 m 

long, 1 m deep and 0.7 m wide. The glass walls provided easy optical and visual access to 

the processes occurring within the interior of the flume. The flume is also fitted with a well 

supported artificial beach, made of plywood, on which breaking of waves occurred. Figure 

3.1 shows a picture of the flume. The wave generator, which is not visible in the photograph, 

is located at the extreme right in Figure 3.1. Figure 3.2 shows the wooden beach, having a 

plane slope 1 :20, in the flume. The dark under surface (due to total internal reflection) of 

a wave is clearly visible in Figure 3.2. This high contrast of the air-water interface was 

exploited in the measurement of the time series of the water level. Figure 3.3 shows an 

overhead view of the flume. 
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Figure 3.1: Overall view of the wave flume. 

Figure 3.2: Close-up view of the flume showing the wooden 1 :20 plane beach. 
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The waves were generated by means of two paddles (or wave boards) which consists of a flat 

rectangular board hinged at the bottom and driven in tandem by servomotors motors 

connected to a waveform generator. The frequency and amplitude of the waveform generator 

determined the corresponding parameters of waves in the flume. It has been reported that the 

generation of waves by means of a wave board tends to lead to the generation of free 

harmonics (Hulsbergen, 1978). 

The vertical profile of the horizontal velocity component of the water particles immediately 

adjacent to the paddle differs from that of the wave in an equivalent depth of water. This 

difference in velocity can create harmonics that travel with a speed different from that of the 

main wave and are therefore called free harmonics. Free harmonics are a severe problem, 

especially, with piston type wave board, since here the horizontal velocity at the wave board 

is constant over the depth, whereas in deep water the horizontal velocity of the water 

particle, under the action of waves, is zero at the bottom and maximum at the surface. In 

order to make accurate measurements of the wave set-down and set-up it is necessary to 

ensure that these free harmonics are kept to a minimum. The presence or absence of these 

free harmonics was ascertained from the frequency-wavenumber spectral measurements of 

waves in the deep water section of the flume. More details on this issue will be given in the 

chapter on water level measurements. 
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Figure 3.3: Overhead view of the flume. 

34 



Figure 3.4: Photo of the wave generator mechanics. 
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Figure 3.5: Front view of wave paddles. 
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3.2 Flume Dimensions and measurement positions 

The dimensions and measurement positions along the flume are given in Figure 3.6. The 

beach consists of an initial section of slope 1: 12 and followed by a section having a slope 

of 1:20, where wave-breaking occurred. Water level measurements were performed at 

intervals of approximately 0.1 m over the experimental section, and the velocity flow fields 

were measured at the four stations indicated below (labelled 1-4). 
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Figure 3.6: Flume dimensions and measurement positions. Water levels were measured 
every 10 cm over the experimental section, and velocities were measured at stations 1-4, 
located 4.36, 3.38, 2.39 and 1.56 m from the still water mark on beach. 

Table 3.1: Location of the measurement stations, with respect to the still water mark on 

beach, and their corresponding still water depths, d. (a more comprehensive table will be 

provided in Chapter 6). 

Station 1 2 3 4 

Distance (m) 4.36 3.38 2.39 1.56 

d (m) 0 .218 0.169 0.12 0.078 
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3.3 Experimental setup and diagnostic equipment 

\-Vater level measurements 

The time series of the wave surface was obtained by measuring the instantaneous water level 

from a sequence of video images of the wave recorded at positions along the length of the 

flume. The measurement of these levels was accomplished using the setup shown in Figure 

3.7. The flume was viewed from the side using a monochrome, Videotronic CCD camera 

and the wave was illuminated from above using a 500 watt lamp. A corresponding 

photograph of this arrangement is shown in Figure 3.8. A black backdrop was also placed 

at the rear of the flume. This arrangement enhances the image of the meniscus, formed at 

the water-glass interface, as well as the aerated region at wave breaking. 
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Figure 3.7: Experimental arrangement and setup of the diagnostic equipment for water 
level measurements. 

The images of the wave were recorded onto video tape and analysed on playback using 

digital methods. The composite video signal from the camera was connected to a Mitsubishi 

VCR and the output from the VCR was connected to a SElOO Video-Blaster frame grabber 

residing in a PC. The video frame synchronising pulse, derived from the composite video 

signal, was connected to the parallel port of the PC and is used to synchronise the capture 
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of images on PC and the switching of memory banks on the frame grabber. Thus, water 

levels were measured at a sampling rate equal to the frame update rate . 

Another synchronising pulse, from the wave generator, was recorded on the video tape using 

the audio channel of the VCR. This signal was first encoded onto a (- 8 kHz) FM 

(frequency modulation) carrier signal prior to recording. It is used as a reference when 

comparing the phase relationship of time series of water level measured at different locations 

and also in the phase ensemble-averaging of the velocity flow fields . Measurements of the 

velocity flow field will be discussed in the next section. 

Figure 3.8: Photo of the over-head lighting arrangement used during water level 
measurements . The overhead light was mounted on a trolley that could be translated on 
a pair of rails attached to the top of the flume . 
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The Creative Labs SE 1 00 frame grabber was used for the measurement of water levels and 

for the initial measurement of the velocities and deserves some description. Figure 3.9 below 

depicts the memory configuration of the SElOO as viewed from the PC expansion bus. This 

card is a colour frame grabber. The digitised colour image is stored in memory in the YUV 

format. The Y represents the image intensity of each pixel, and, the U and V represent the 

colour difference components. The Y signal has twice the spatial resolution of the colour 

signals, i.e. one set of UV is associated with two Y values. The method of computing the 

YUV parameters is as follows: 

Y=0.3R+0.59G+0.llB 

U = (B-Y)0.56 

V=(R-Y)0.7 

where R, G, B are the red, green and blue intensity levels of each pixel. 

For the application at hand only the Y values are used. 

The SElOO was mapped into the high memory space of the PC in order to have fast access 

of the entire video memory. The SElOO appears as ordinary memory to the PC and accesses 

it as such. The intensity values are read on the fly, that is, while the SElOO is updating the 

video memory. Software to access high memory was developed using a GNU, 32 bit C 

compiler. 

The SElOO is a consumer grade frame grabber and is thus relatively inexpensive, however, 

it does have one major limitation. The video images from most cameras are based on the 

standard TV image format (details of this will be given in the next chapter), that is, each 

video frame consists of two interlaced fields, an even and an odd field. The fields are 

continuously updated at twice the frame rate. The SElOO digitises only one of these fields. 

The implication of this is that there is a reduction in the vertical spatial resolution of the 

digitised image and it is not possible, using this particular frame grabber, to capitalise on the 

higher field update rate. 
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Figure 3.9: ~Iemory map of the Creative Labs SElDO frame grabber within the PC 
(Base! address in hexadecimal was EODOOOOOh). 

Velocity flow field measurements 

Early measurements of the velocity flow fields of the waves were accomplished using the 

setup of the diagnostics shown in Figure 3.7. A longitudinal section of the flume was 

illuminate!d with a laser sheet and seeded with neutrally buoyant particles. A 5 mW 

se!miconductor laser diode was used to generate the laser light and a cylindrical lens was used 

to fonn a sheet. The laser diode and cylindrical lens was encased in a watertight enclosure 

and installed within a cutout section of the bed. Figure 3.lD shows the watertight enclosure 

used to contain the laser diode and cylindrical lens. The velocity of the neutrally buoyant 

particles were then estimated by tracking the images of individual seeds in consecutive video 

frames. 

To enable! the capture of two consecutive video frames, the SE100 was modified with the 

addition of more memory and switching logic. Figure 3.11 shows a picture of the 

modification with additional memory being piggy-backed onto existing memory and logic 

control on a separated board. The switching of memory banks was controlled by the PC via 

the parallel port. This modification allows the capture of two images displaced 40 ms apart. 
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Figure 3.10: Watertight enclosure containing laser diode and cylindrical lens assembly. 

Figure 3.11: Modification of the frame grabber showing additional memory and logic 
switching control. 
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It was possible, using the experimental setup and diagnostic equipment as described above, 

to video an area of approximately 24 cm x 24 cm. This resulted in an effective pixel 

resolution of 12 pixels/cm and a minimum sampling time of 40 ms, corresponding to a 

maximum sampling frequency of 25 Hz. In order to obtain shorter sampling times it is 

necessary to employ strobing techniques. 

The highly refined velocity measurements presented in the latter part of this thesis were 

obtained using a method of strobing and employing a non-interlaced digital camera and a 

digital frame-grabber. This experimental arrangement is shown in Figure 3.12. A longitudinal 

section of the flume was illuminated with a rectangular beam of light, called a light sheet(see 

Figure 3.12). Images of the neutrally buoyant particle and the structure, formed by the 

bubbles in the aerated region of the wave, were recorded directly onto the hard disk in the 

PC using a progressive scan Pulnix CCD camera, TM9701, connected to a Imaging 

Technologies digital frame grabber residing in a 155 MHz pentium Pc. The velocity flow 

field was then estimated using 2D cross-correlation techniques. 

The light sheet in Figure 3.12 was produced using a system of triggered stroboscopes and 

formed into a sheet using a pair of collimating slits. Two banks of stroboscope were used and 

light flashes a few microsecond apart were obtained by triggering the first bank followed by 

the second bank. In order to obtain the necessary illumination intensity each bank consists 

of two stroboscopes that were triggered in parallel. Figure 3.13 shows a picture of the light 

box containing the stroboscopes. 

The progressive scan camera provided full frame images without interlaced fields, thus, 

giving a higher spatial resolution. The Pulnix camera has a built-in analogue to digital and 

a digital to analogue converters, thus providing both analogue and digital outputs. The 

camera also has an external reset facility. Figure 3.14 shows a high level timing diagram of 

the camera. During each frame time the CCD face plate is exposed and at the same time the 

image from the previous frame time is digitised and made available. The Pulnix camera is 

equipped with an internal frame-buffer, and it is this buffer that allows the double acquisition 

as the first image is quickly transferred into the buffer before readout, freeing the CCD for 

the next image . Upon receiving an external reset signal the camera immediately discharges 
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the CCD face-plate and begins the exposure of a new frame . This feature is used to capture 

images of the wave at a precise point within the wave period, a feature that is necessary for 

performing phase ensemble-averaging of the velocity flow fields. That is, the instantaneous 

flow field of a small section of the wave, at a particular wave phase, is computed using 

images captured at the wave phase in question for a number of wave cycles. 

It is feasible , using the setup shown in Figure 3.12, to obtain pairs of video images that are 

displaced in time by only a few microseconds, while still working with the standard video 

format. This is achieved as follows : The video frame rate for the Pulnix camera is 30 Hz, 

thus a video frame is available every 16 ms . The camera shutter is kept open for the entire 

frame time and the light sheet is strobed at the end of one frame time and then again at the 

beginning of the next frame time . Although the CCD face-plate is exposed for the entire 

frame time, the scene is only illuminated during the time that the light sheet is flashed, thus 

a pair of video images separated by a few microseconds apart are available. Any other 

sampling time, from a few microseconds to multiple frame times, is also possible. Thus it 

is possible to obtain a much higher temporal resolution, typically 1-500 kHz, than possible 

with the standard video format. 

High sampling rates are desirable, especially in the crest of the wave were high turbulent 

velocity are present. It will be shown in the next chapter, that it is possible to obtain velocity 

estimates well into the aerated region of the wave using the high sampling rate together with 

the cross-correlation method of analysis . 

The synchronisation of the camera, stroboscopes and the acquisition of images were under 

software control. The software for this purpose was written and compiled using 

MICROSOFT C for WINDOWS 95 and the analysis of the images were performed using 

software developed for IDU, an image processing package. 
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Figure 3.12: Experimental setup for the measurement of velocity flow fields of waves in the 
surf zone using digital correlation image velocimetry. 
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Figure 3.13: Light box containing stroboscopes, configured as two banks and each bank 
containing two stroboscopes. 
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Figure 3.14: Timing diagram of the Pulnix camera as used in the DCIV setup. All 
frames are down loaded at the frame rate, but images in frame 3 and 4 are displaced 
in time by a fraction of the frame period, as a result of the strobing. 

3.4 Summary 

The experimental facility, experimental setup and diagnostics equipment were described. 

Details of the flume dimensions and measurement position along the flume were given. 

Digital video imaging and recording techniques were used to measure the surface wave and 

the velocity vector field within the wave. The time series of the wave is obtained by 

measuring the instantaneous water level. The velocity flow fields in the waves were measured 

by tracking the displacement of neutrally buoyant particles and the aeration structure over 

a know time interval. Water elevations were measured over the last 8 m of the flume and 

velocity measurement were conducted at four positions, located 4.36, 3.38, 2.39 and 1.56 

m from the still water mark on the beach , in the surf zone. Important issues related to the 

experimental facility and diagnostics have been highlighted and will be discussed further in 

the chapters to follows. It is now appropriate to examine the method of extracting the 

necessary information from the video image. This is the subject of the next chapter. 
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CHAPTER 4 

TECHNIQUES FOR FLUID VELOCITY AND WATER LEVEL MEASUREMENTS 

USING VIDEO IMAGERY 

4.1 Introduction 

4.2 Velocity measurement using particle image velocimetry 

4.3 Water level measurements 

4.4 Summary 

The application of digital particle image velocimetry (DPIV) and digital correlation image 

velocimetry (DCIV) to the measurement of the velocity flow field of breaking water waves 

in a two dimensional wave flume is described. The basic optical aspects are reviewed with 

regards to particle position estimation and significant features of the system components are 

described. The estimation of panicle velocities is accomplished by exploiting the construction 

of a TV image and by the use of strobing techniques. Improvements in spatial resolution are 

achieved by using sub-pixel position estimation. The measurement of the time series of the 

water elevation is also discussed. A keogram is generatedfrom a recording of the wave,from 

which the time series is extracted by tracking the evolution of the air-water interface. 

Measurement of the roller area of a plunging wave, an imponant parameter for mass and 

momentum flux detenninations, is also extracted using the keogram concept. 
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4.1 Introduction 

In this chapter we describe the measurement of the time series of the surface wave and the 

velocity flow field of waves in a laboratory surf zone using digital image and analysis 

techniques developed by author and co-workers (Govender et aI, 1998). 

The application of imaging techniques to experiments in fluids has increased in popularity 

in recent years due to the advancement in digital technology. The figure below illustrates the 

major components of an imaging system, consisting of the object plane, the camera lens and 

the image plane. The object plane will contain the physical object and the image plane will 

contain the focused image of the object. The position of the object and image planes are 

governed by the simple relation lIdo+ lId l = lIf, where f is the focal length of the camera 

lens, and do and d l are the position of the object and image planes, respectively, with respect 

to the lens. 

Figure 4.1: Geometry of the imaging system. (Top) Video recording, (bottom) 
photographic recording (Adrian, 1991). 
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Early application of imaging systems in fluid mechanics utilised photographic film to record 

the image formed at the image plane. A transformation exists that transforms positions in 

the object plane, xy plane, to the image plane, XY plane. 

Modem systems, however, employ a sensor array consisting of charge coupled devices 

(CCD) arranged in a rectangular array. In this case a sampled version of the image is 

obtained. Each sample is then referred to as a pixel. Position in the image plane will then 

be in terms of pixels. The intensity of each pixel is then digitised and is represented as a 

binary value. The entire image is then represented as matrix of numbers. 

Measurements of object motion then involves tracking the object in the image plane and, by 

suitable transfom1ations, determine the motion of the object in the object plane. The DPIV 

technique involves capturing the instantaneous image of a large number of submerged 

neutrally buoyant seeds at two or more time instances. The velocity is then computed using 

the displacements that these particles have incurred over the known time intervals. This 

clearly requires the existence of particles to be imaged in the field of view, and a method of 

recording and processing these images. There are essentially two types of possible image 

analysis techniques; In situations where the density of seed particles are low, individual 

tracking of particle images is required, whilst in cases of high seed densities, 2D cross 

correlation techniques are employed to track the image of a group of particles. Both these 

techniques are described here. 

In the past, most PIV systems have used photographic film for image recording and optical 

methods for processing. This provides a high spatial resolution measurement of particle 

positions. Current CCD camera technology on the other hand, does not provide a high spatial 

resolution. Typically, a consumer grade CCD face plate has a resolution of == 760 x 680 

pixels. However, a significant improvement in spatial resolution can be achieved by the 

appropriate choice of seed particle size, exposure times, and the use of sub-pixel position 

estimation techniques. This digital version of PlY has certain advantages over the film based 

method, such as reduced cost and real time processing of the data. The spatial resolution is 

also bound to improve with advancements in image sensor technology. 
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Section 4.2 provides details of velocity measurements in the surf zone using DPIV. Here the 

discussion is centred around the choice of various system components and the method of 

analysing the images using individual particle tracking and 2D cross correlation techniques. 

It is also shown that it is possible, using high sampling rates and the cross correlation method 

of analysis, to use the bubbles created during breaking to form the necessary structure for 

tracking purposes. This is certainly a breakthrough, since there is to date a scarcity of 

velocity measurements in the highly aerated region of a breaking wave. Results of phase 

averaged and instantaneous velocity flow fields for a spilling and plunging wave, 

respectively, are provided. 

We also report here on a method for measuring the time series of water elevation suitable 

for studying wave propagation in a 2D wave flume. This method involves imaging the wave 

from the side and exploiting the gradient in the grey level intensity of the image across the 

air-water interface. The time series at a particular position is obtained by first generating a 

keogram from a video recording of the wave. This technique is also used to estimate the size 

of the roller formed in the bore of the wave during breaking. The concept of keograms and 

the method of extracting the time series of the wave are explained in Section 4.3. 

4.2 Velocity measurement using particle image velocimetry (PIV) 

As mentioned in the Introduction, PIV involves the tracking of suspended seed particles. This 

implies observing the position of the particles at two or more time instances. The velocity, 

v, of the ilb particle at position x= (x,Y) is then 

v(x,6)- x(t+ ~;;-X(t) (4.1) 

The phase, fJ, is required in order to bin the velocity estimate with respect to the wave phase. 

For the technique to be effectjve, there are a number of inter-related issues that need to be 

addressed. The choice of one component can seriously effect the performance of other 

components in the system. Figure 4.2 shows a schematic view of the experimental setup. 
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Figure 4.2:: Experimental arrangement for the measurement of fluid velocities using 
particle image velocimetry. 

The light sheet is used to illuminate those particles that are within the focal plane of the 

camera. The composite video output of the CCD camera is connected to a Video Cassette 

Recorder (VCR) and also to a PC containing a digital frame grabber card. In most PIV 

applications a laser is used as a source for the light sheet, however, in applications where the 

coherent properties of a laser is not essential, it is possible to use ordinary white light. The 

following issues are of importance when setting up a PIV system: 

1. Optical considerations, 

2. Choice of seed particles, 

3. Laser source characteristics, 

4. Video processing equipment, and 

5. The analysis of the images. 

We will examine each of the above items with application to surf zone measurements. 
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A. Optical Considerations 

The geometry of the optical system and the focusing lens determines the position of the 

object and image planes. The object plane will in this case coincide with the plane of the 

laser sheet. The video sensor array is located in the image plane. The distance from the lens 

to the image plane is typically 4 to 16 mm. The object distance will be in the range of a few 

centimetres to a few metres. The sensor array consists of a matrix of charge coupled devices 

(CCO). Most commercial devices have approximately 760 x 680 pixel elements on the die 

having overall dimensions of 7 mm x 5 mm. This results in a pixel spacing of 12 J.'m. The 

rate at which images are captured gives an upper bound to the system's temporal resolution. 

This will be discussed at length in a later section. 

The image of a point source in the object plane is an Airy distribution consisting of a bright 

central region, the Airy disk, with a number of concentric dark and bright rings. The Airy 

disk, which is referred to as the point spread function (PSF), has a diameter given by (Adrian 

and Yao, /985): 

ds -2.44(M + Ill' A (4.2) 

where r is the f number of the camera lens, A is the wavelength of the light and M the 

magnification of the camera. Most CCO cameras with a sensor array such as that described 

above typically have a magnification that is less than or equal to one. 

In order to understand the impact of sampling the image via the CCO array it is necessary 

to evaluate the optical processes occurring at the sensor. Consider the image intensity of the 

point source at the image plane of the lens to be I(x,t) in W/m?. The point spread function 

can be approximated by a gaussian function: 

(x a)2+(y b)2 /(x.y)-Cexp( -2 - -) (4.3) 
a 

where the width and height are characterised by the parameters, (1, and, C, respectively, and 

(a,b) represents the offset from the origin. The exposure then is given by: 
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where T is the exposure time. 

T 

e(x)-f I(x,t)dx 
o 

(4.4) 

Now if the point source is moving to the right with velocity v= (vx • v) we write for the image 

intensity: 

I(x,t) - I(x- V l,Y-v l) 

~ 
-2(x-a-vl)2+(y-b-v t)2) 

=C ex y 
a 

(4.5) 

and the exposure thus being: 

(4.6) 

Thus, there is a smearing out of the instantaneous PSF during the integration time. 

The image of a moving particle can also be viewed as a convolution between the point spread 

function and an aperture function. This can be easily seen by considering only the x­

dependence of the integral in Equation 4.6, using the substitution s=Vj, to give: 

00 

e(x)-f w(x)I(x-s)ds (4.7) 

-00 

where 
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and v,r =particle velocity, T =exposure time, Xj = initial particle position and I(x) is the one­

dimensional point spread function. Equations 4.7 and 4.8 shows that the intensity due to a 

moving particle is inversely proportional to its velocity. The exposure of an hypothetical 

particle, having a PSF given by Equation 4.3 with q= 10.0 and C= 1.0 and moving to the 

right with a velocity v= 1.0 pixels/s, is computed using Equation 4.7 for three different 

exposure times. The result is shown in Figure 4.4. 

From Figure 4.4 it can be seen that the image will retain most of its gaussian characteristics 

for exposures less than some critical value. The image will have a flat top for exposures 

above this critical exposure. For very much shorter exposures, the height of the gaussian is 

attenuated. This behaviour is exploited in SUb-pixel resolution estimation discussed later. 
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Figure 4.3: Point spread function of an hypothetical particle. 
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Figure 4.4: Exposure for a particle, with PSF given in figure 4.3, moving to the right. 
The solid, dash-dotted, dashed and dotted lines represent exposures Tl < T2 < T3 < 
T ... 

B. Seed Particles 

Most PIV systems to date have been used in gas dynamics and other flow regimes where the 

velocity field is to a large extent deterministic and predominately two dimensional. In these 

instances a few snapshots are essentially all that is required. In gas dynamics, one is dealing 

with very high velocities and the seed particles should possess dynamic properties similar to 

the gas under test. This puts a limit on the maximum seed particle size, typically a few 

microns in diameter. This small particle size then requires the use of a high power laser 

source, typically a few watts. 

The surf zone, however, has a completely different character. Firstly, the processes occurring 

are highly turbulent. Statistical techniques are therefore required, implying long observation 

limes in order to extract average and rms quantities. Furthermore, because there is a net 

onshore mass and momentum towards the beach due to breaking in the region above the 

wnve trough there results a net reverse offshore flow (undertow) below the approximate 
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trough level. This implies that a given volume of water never stays in a fixed region for 

long. This in tum implies that seed particles added to the water in a particular region will 

eventually move out, some ending up on the beach and some accumulating at the breakpoint. 

Therefore a constant supply of particles is required in order to maintain a constant seed 

density at the point of observation. Thirdly, air bubbles are a characteristic feature of wave 

breaking in the surf zone. These appear as white patches or streaks in the image which 

obscure the seed trajectories. It will be shown later that it is possible, using correlation 

techniques, to determine the velocity flow field by tracking the structure created by the 

presence of bubbles. 

It was discovered, after experimenting with a number of macroscopic particles, that un­

expanded polystyrene beads, which were heated in water at a temperature of around 86° C 

for approximately 30 seconds, were most suitable. These partially expanded beads, 

approximately 0.8 mm in diameter, function well as seed particles since they are almost 

neutrally buoyant and their white matt surface makes them good point source scatterers. 

C. Laser characteristics 

The laser optical power output and frequency are dictated by the seed size, and the spectral 

response of the camera. Blue/green lasers are most suitable for transmission in water, since 

these incur the least attenuation. Since these are usually gas lasers, they are not so easily 

available in compact form. On the other hand red lasers are more compact, and available in 

a variety of lasing materials, i.e., HeNe, ruby and semiconductor diode lasers. 

A 633 nm laser is closely matched to the human eye's response, but these tend to be more 

expensive. Monochrome video cameras typically have a broader spectral response, thus 

making it feasible to use a less expensive, longer wavelength, laser. In this particular case 

a 5 mW, 670 nm semiconductor laser diode was used in conjunction with a monochrome 

CCO camera having a sensitivity of 0.005 lux. The compactness of the diode laser allows 

for it to be installed in the bed of the flume, encased in a water tight container. 

The generation of a laser sheet of light is easily accomplished using a system of cylindrical 

lenses. A single cylindrical lens will generate a V shaped laser sheet having a fan angles of 
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5 -30". 

D. Video Processing Equipment 

Some of the essential features of the camera have already been highlighted. A large CCD 

sensor array is required for good spatial resolution. A camera with a high sensitivity and 

spectral response that is matched to the image is also desirable. 

The images from the camera can be recorded on video tape or stored on hard disk in digital 

form. In the latter case, the camera output is connected direct to a frame grabber residing 

in a PC for digitising and storage. The video tape is a high density storage medium and 

allows for the cost effective archiving of large volumes of raw experimental video data. The 

video tape, however, does suffer from wear and tear and is subject to stretching, resulting 

in the distortion of images. There are certain essential features which must be considered 

when selecting a frame grabber for a PlY application. The frame grabber should operate 

without significant sampling jitter and should digitise both the even and odd fields of each 

video frame. 

The digitised images can then be analysed using anyone of the image processing packages 

available commercially such as IDU. Typically, each frame is saved in BMP format as a 

separate file. These files are then read in and converted into binary data arrays by IDL for 

analysis. 

E. Analysis Procedure for low seed density applications 

The preferred method of estimating the seed velocity from the captured images is dependent 

on the density of seed particles. For very high seed densities, where the image of the seeds 

in two consecutive frames overlap, correlation analysis is usually used and this method will 

be discllssed later. For very low seed densities tracking of individual seed is required. In this 

St.'Ction discussion will pertain to the low seed density regime and two methods for tracking 

particle positions in this regime are described. As will be discussed below there are three 

possible 5.1mpling rates that can be achieved, viz., 20 ms using even/odd field analysis, > 

20 illS where the images are sep.1rated by multiples of the frame period, and < 20 ms where 

a lnser strobes the seeds during a single frame period. 
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Frame analysis 

The frame analysis method exploits the underlying structure of the PAL TV format. A single 

TV image consists of a frame that is made up of an even and odd field . These fields are 

interlaced on the screen to provide a picture of reasonable definition whilst at the same time 

minimising the transmission bandwidth requirements. The picture is continuously updated 

with the even and odd fields being alternatively displayed at a rate of 50 Hz. Thus the time 

interval between consecutive even and odd fields is 20 ms. 

Thus, from a single frame, it is possible to extract either the even or odd fields of the 

particle by selecting the even and odd lines respectively. By correctly matching particles with 

nearest neighbours , the displacement of each particle can be determined. If particle velocities 

are small then it is necessary to make observations over a longer time interval. In this case 

we could observe particle position in two fields separated by an integral number of field time 

periods. 

The duration of the integration time of the light on CCO face plate during each field will 

determine the shape of the images of the particles. Clearly, short time exposures will freeze 

the seed images which will then appear as dots, while long exposures result in streaks. This 

additional streak length information is useful in finding matching pairs of particles, since the 

particles in each pair should have a streak of similar length and angle of inclination. 

Figures 4.5 (a) and (b) show examples of streaked seed images appearing in two consecutive 

even fields. It can be seen that not every particle in the first image can unambiguously form 

a pair with its partner in the second image. This can be more clearly seen by subtracting the 

second image from the first, as is shown in Figure 4.5(c). In this subtracted image, the 

images of seeds from the first image, labelled AI, BI, C" 0 1 and E" appear white, while 

those from the later image, labelled A2, ~, C2, O2 and ~, appear black. The reasons why 

there is no matching seed for some of the images may be explained in the following way. 

Although the flow field in the surf zone is predominantly two-dimensional there is a measure 

of three dimensionality, particularly in turbulent regions. The velocity component 

perpendicular to the laser sheet is, however, a lot smaller than those in the plane of the sheet. 
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(a) (b) 

(c) 

Figure 4.5: (a) First image of particle streaks, (b) second image of particle streaks and 
(c) image resulting from subtracting the second image from the first, matching pairs are 

lahelled A-E with subscripts denoting the original image in which they occur. 
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Figure 4.6 depicts the geometry of the laser sheet and the motion of a seed. In order to find 

a matching pair, a particle needs to remain in the sheet for one field/frame period, 7. This 

then restricts the measurement to those particles with Vy < (d-y)/7, where Vy is the 

component of velocity perpendicular to the sheet and Yi is initial position of the particle. 

Those particles with Vy ~ (d-y)/7 will not stay in the sheet long enough for them to appear 

in two consecutive fields/frames. Thus the reason why some seeds are in the first image and 

not in the second, or visa versa, is because they enter or leave the sheet within the 

field/frame period. Also, particles with very high velocities, travel greater distances, thus 

making it more probable that they leave the sheet which in tum makes it difficult to find 

matching pairs. The absence of complete seed pairs in Figure 4.5(c) does illustrate one of 

the limitations of velocity estimation using field tracking . The design of the light sheet and 

analysis of the images should therefore be done in the light of the above discussion. 
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Figure 4.6: Geometry of the laser sheet and particle motion. d is the width of the sheet, 
Yi is the initial position of particle, and Vy and Vz are the components of velocity in the 
y and z directions , respectively. 

Laser strobing 

When the component of velocity perpendicular to the laser sheet becomes large, such as in 

the turbulent region during the breaking of a wave, then the frame analysis procedure 
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discussed above fails due to the fact that sufficient particles do not stay in the laser sheet long 

enough. In this case it is necessary to observe the position of the particle over a shorter time 

interval. This can be accomplished by strobing the laser sheet within each TV field. Since 

the laser is strobed a number of times during one field scan, it is necessary to ensure that the 

electronic shutter is open during the whole field period. Using a symmetric strobe, without 

any other prior knowledge about the velocity field, results in an unavoidable 18(1) ambiguity 

with respect to the direction of the observed velocity. The coded strobe technique offers a 

way of removing this ambiguity by varying the length of the strobe pulses. There are various 

methods to accomplish this (Adrian. 1991). The directional ambiguity is completely removed 

if at least three different strobe lengths are repeatedly generated and the particle does not 

experience a sufficiently high acceleration in a single frame period and thus cause the 

illuminated particle track to masquerade as a different pulse length. Another potential 

problem is that, although the particle is being illuminated by a long pulse, its track may 

appear as a short one if it enters or exits the sheet while it is being illuminated. In order to 

reduce errors caused by particles crossing the sheet boundary, it thus helps to select those 

particle images that have at least four tracks. Figure 4.7 shows the chosen pulse lengths 

where the pulse to be T, 2T and 3T. 

Strobing of the laser is accomplished by mechanically rotating a slotted disc in the path of 

the laser beam. Modem laser diodes can be strobed electrically. This can be an advantage, 

since strobing can be synchronised with the TV field scan rate and is much more accurate 

in controlling pulse lengths. In either case the image of the moving particle under strobed 

illumination is then a series of broken streaks; the length of each segment being dependent 

on both the pulse length and the seed's velocity. The direction of motion can be inferred by 

examining the sequence of the line segments. If the particle image spans only a few pixels 

on the CCD sensor, due to its low velocity, then it might become difficult to distinguish 

difference between lengths. A way around this difficulty is to use the fact that each strobed 

line segment is created using different effective time exposures. This results in the peak 

intensity of each strobed segment being proportional to the pulse duration, thus the ordering 

of the peak pixel intensities of each line segment can be used as an alternative coding scheme 

to resolve the directional ambiguity. Figure 4.8 shows a surface plot of the grey scale 

intensity variation of the strobed image of a single seed. On examining the middle two peaks 
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Figure 4.7: Schematic diagram of the coded strobe sequence. 

in Figure 4.8; it can be seen that the intensity of one is approximately twice the other. We 

thus conclude that these two middle pulses correspond to the first two pulses in Figure 4.7. 

Since the shorter pulse in Figure 4.7 occurs first, we can be sure that particle in Figure 4.8 

was moving to the left. It is clear that the width and peak intensity of the two outer peaks 

may not be reliable since the particle may have been entering or leaving the sheet during 

these times. 

Using the chosen laser pulse widths and assuming typical seed velocities, the particle image 

travels only a few pixels between flashes. An estimate of the seed position using only the 

peak intensity value will thus result in the particle position being accurate to within half a 

pixel, resulting in an uncertainty in the velocity of up to 50%. This uncertainty clearly 

decreases for higher seed velocities. In order to decrease this uncertainty, it is necessary to 

estimate particle positions with sub-pixel resolution. 

Sub-pixel Resolution 

Estimation of the position of point source using peak intensity gives the position accurate to 

within ± 0.5 of the pixel separation. In terms of object distance, this accuracy will depend 
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Figure 4.8: Grey scale intensity variation of a single particle illuminated by a coded 
strobe pulse. 

on the size of the CCD array and the magnification of the lens. In our application, the pixel 

separation in the object plane was 0.8 mm/pixel over a field of view of 200 mm x 200 mm. 

Examining the intensity distribution of the strobed images as shown in Figure 4.8, it can be 

seen that each strobed image of the seed has an approximate gaussian shape. One possible 

method of improving on position accuracy is to determine the coordinates of all points 

exceeding a predetermined intensity level around a particular peak, and computing an average 

position. This can at least improve the estimate to less than half a pixel spacing. A more 

accurate method is to employ a least square gaussian curve fit to the intensity profile in the 

x (horizontal) and y (vertical) directions about each peale The coordinates of the peak can 

then be determined using the fitted curves. Alternatively, the intensity in the x and y 

directions can be interpolated using the following algorithm: The intensity profile in 

horizontal and vertical direction about the peak is Fourier transformed using an FFf of 

length N., where N, is sample length of the intensity profile. The spectrum is then zero 

padded to a length N2 , N2 > N1, and the inverse Fourier transform computed using an 

inverse FFT of length N2 to give the interpolated intensity profile in the respective directions. 
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An interpolation factor of N2/N 1 is achieved. In our application an interpolation factor of 64/1 

was used. We will refer to this form of interpolation as the Fourier interpolation method. 

This method approaches the ideal reconstruction of an analogue signal from its digital 

samples (Oppenhiem and Schaffer, 1990). A peak search using the interpolated intensity 

p-rofile in the x and y direction gives the position of the peak accurate to within the 

interpolated pixel spacings. 

F. Analysis Procedure for high seed density applications 

In cases where high seed densities are present it is more beneficial to employ cross 

correlation techniques (Craig er a/., 1996, Chang et al., 1996) to track the image of a group 

of seeds in consecutiYe frames or fields, since this technique allows for greater automation. 

This type of analysis is commonly referred to as Digital Correlation Image Velocimetry 

(DCIV). Correlation techniques involve finding matching structure between two images and 

therefore requires high seed densities. The presence of unmatching seeds or seed patterns 

between images simply contributes to noise. Provided the signal-to-noise ratio of the 

matching structures is large enough, then the peak of the computed cross-correlation function 

is a good estimate of the displacement of that particular structure. The cross correlation can 

be computoo in the spatial domain by explicit evaluation of the 20 cross correlation function 

(Fincham and Spedding, 1997) or in the spectral domain by computing the cross spectral 

density function and transfomling back into the spatial domain using the 20 FFT (Willen and 

Glmrib. 1991). 

The cross correlation of the images in the Fourier domain are performed as follows: Each 

image frame is sub-divided into smaller 32 X 32 pixel sub-images, and transformed into the 

Fourier domain using a 20 FFT algorithm. This FFT of a sub-image in the first frame is 

multipli~d hy th~ Cl)njugate of the FFT of the corresponding sub-image in the second frame, 

which is then transformed back into the spatial domain as given in equation 4.9 below. 

R//u,v) =F(u,v).G·(u,v) 

r!..~(m,n) =FFT-1{R//u,v)} 
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where F(u, v) is the Fourier transform of the sub-image, j(m,n) , in the first video frame, 

G*(u, v) is the conjugate of the Fourier transform of the corresponding sub-image, g(m,n), 

in the second frame , and rlim, n) is the computed 2D cross correlation function of the sub­

images. The intensity profile along the x and y direction about the peak in the computed 

cross correlation is then interpolated using the Fourier interpolation method. The 

displacement of each sub-image is thus estimated to within the interpolation factor, i.e. 

typically 1/64, of the original pixel spacing. 

When using 2D FFT algorithms, it is beneficial to use sub-images having sizes that are 

powers of two . This, however, does not necessarily preclude the computation of the 

displacement of a sub-image whose dimensions are not a power of two . This is achieved as 

follows: Typically a smaller sub-image from the first frame, say 12 x 18 pixels, about some 

point (k,l), is selected. This odd-sized sub-image is then adjusted , such that it has a zero 

mean, and then zero padded in the horizontal and vertical direction to a size of 32 x 32 

pixels, resulting in a border of zero intensity around the original 12 x 18 pattern box. The 

search area , that is the corresponding region in the second frame where a match with the sub­

image in the first frame is likely to occur, can be a full 32 x 32 sub-image centred at (k,l) 

in the second frame. The co-ordinates of the peak in the resulting cross correlation are then 

the displacement of the original 12 x 18 pattern box. The zero padding does not influence 

the cross correlation result. In fact, the zero padding eliminates some of the problems 

associated with implementing cross correlation using the FFT, such as wrap around 

(Oppenhiem and Schaffer, 1990). 

Since the cross correlation technique requires two separate images, we are therefore limited 

by the 20 ms(40 ms) sampling time associated with field (or frame) update rate of a 

conventional CCD camera. However, it is possible to obtain pairs of images separated by a 

few microseconds while still using video frame update rate by using a non-interlaced 

progressive scan camera and appropriately strobing the light sheet. The essential steps in 

determining the velocity flow field using the cross correlation technique is as described above 

except that the image capture configuration was changed in order to achieve sampling times 

smaller than the frame update rate . 
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The experimental setup used for DCIV is similar to that shown in Figure 1, except for the 

following changes; A strobe light is used as a source for the light sheet and a non-interlaced 

progressive scan digital camera, connected to a frame grabber, was used to record images 

directly to the hard disk. The non-interlaced camera provides a high spatial resolution, 764 

x 468 pixels, and by strobing the light sheet at the end of one frame time and then again at 

the beginning of the next frame time, it is possible to obtain pairs of images with sampling 

times ranging from a few microseconds to a few milliseconds while still using the normal 

frame update rate. Since the sequence of the images is known, the 180 degree directional 

ambiguity, usually associated with mUltiple strobing during a single frame time, is removed. 

The above cross correlation method was used to measure the velocity flow field of a 0.4 Hz 

plunging wave and 0.9 Hz spilling wave breaking on a 1:20 slope beach, and having deep 

water wave heights of 11 cm and 16 cm, respectively . 

Figures 4.9(a) and (b) shows a pair of images of the crest of the plunging wave 

approximately 50 cm beyond the break point. The images are displaced 0.826 ms apart. 
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Figure 4.9:(a) First image of the crest of a plunging wave in the surf zone. 

Figure 4.9:(b) Image of the crest of the same plunging wave in (a) captured 0.826 ms 
later. 
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Figure 4.9:(c) Instantaneous velocity field computed using 2D cross correlation of 
images in (a) and (b). 

These images show a scene containing both bubbles resulting from the wave breaking, and 

polystyrene seed particles. By overlaying the two images, it can be seen that the structure 

of corresponding portions of the two images persists for the duration of sampling time with 

very litt.le distortion. The calculated velocity vector field for the above image pairs is shown 

in Figure 4.9(c). There is maximum flow velocity (- 3 m/s) near the surface of the wave, 

whilst near the bottom, the velocity is almost zero. The formation of a large eddy in the 

centre of both images and in the vector field is evident. As the rise velocity of the air bubbles 

in this highly turbulent flow regime is negligible in comparison to the velocity components 

of the now, it is thus possible to obtain a detailed flow pattern well into the aerated region 

of the wave using the air bubbles to create the necessary structure. In the past, some 

researchers (Craig and Thieke. 1998) have gone to great lengths to remove the effects of the 

air bubbles in order to highlight particulate matter that has been deliberately added to the 

now. This appears not to be necessary for the flow regime under discussion. In streamline 

laminar flow, however, it would be necessary to obtain an estimate of the bubbles rise 

velocity and apply the necessary correction to the flow field. The sampling time is 

dctcnllined by satisfying the competing criteria of requiring a persistent bubble structure as 
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well as a measurable displacement. 

4.3. 'Vater Level :Measurements 

~leasurement and Analysis 

To obtain a time series measurement of the water level, the wave flume was imaged from 

the side with the camera located at the still water line level and the wave illuminated from 

above. A black backing sheet was placed behind the flume and used as a backdrop. This 

arrangement allows the air-water interface to be identified by locating the sharp transition in 

the vertical lines of grey scale intensity. The camera was also mounted on a base that could 

be translated on a set of rails parallel to the flume. 

The procedure for extracting the time series was as follows: At each position along the flume 

a video recording of the wave was made . A single vertical line of pixels at a fixed position 

was then extracted from a sequence of images. These vertical samples were then stacked side 

by side to create a new image, called a keogram. This procedure is depicted in Figure 4.10. 

Figures !lea) and (b) show examples of keograms of a wave, before and after breaking, 

respectiyely . 

A robust cross correlation algorithm was developed to detennine the position of the air-water 

interface. The transition point was enhanced by cross correlating the vertical grey-scale 

intensity profile with the edge detection function shown in Figure 4 .12. The resulting cross 

correlation was a signal with an easily found peak at the transition point. The width wI and 

w2. and the anlplitude al and a2 of the cross correlating function were adjusted to maximise 

the value of the resulting peak at the transition. 

The keogr.un technique was also used to measure the geometry of the roller and the aerated 

region of the wave in the surf zone. This was achieved by first fonning a phase averaged 

kel)gr.un of tlle waye and demarcating the high intensity region which was identified as being 

tllC roller or aerated region. 

70 



consecutive Images 

123 

[J[J[J .. 

v 

keogram composed of a 

single vertical sample from 

each uage 

N 

[J 

Figure 4.10:The generation of a keogram from a sequence of video images for the 
measurement of the time series of the water levels in a 2D wave flume. 
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Fi~lIl'l' -'.11: Ex:tlllpks nfk~l)g.r'UllS of waves (top) before and (bottom) after 
breaking. The \wt ical and horiwntal distances in the keogram represent height in 

illlag~ cMdinat~s and tim~ increments, respectively. 
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Figure 4.12: Example of an edge detecting function . The width wI and w2, and 
amplitude A 1 and A2 are adjusted to suit the application. 

Extensive results of time series of water-levels measurement and aeration measurement are 

provided in the next chapter, together with resistive wave-gauge comparisons . 

.$--'. Summary 

The measurement of the velocity flow fields in a laboratory surf zone using digital particle 

image velocimetry is demonstrated. The choice and operation of various components in the 

system were highlighted. In order to implement the sub-pixel estimation techniques described, 

it is necessary for the particle image to span a few pixels. Velocity estimation was 

accomplished by observing the position of seed particle at two or more time instances. The 

particle positions were sampled at the TV field/frame update rate. Higher effective sampling 

rates were accomplished by strobing the laser sheet within each field time. The direction of 

p.lrticle motion was determined by noting the sequence of the images in the field/frame 

analysis and by the lise of pulse coding the laser. Higher sampling rates were achieved using 

a non-interlaced pn'gressive scan camera and strobing the light sheet. This setup together 

with the! cross correlation method of analysis was used to measure the instantaneous velocity 

73 



vector field in the highly aerated crest of a plunging wave. 

The measurement of time series of the water level in a 2D flume using video techniques was 

also discussed and demonstrated. The time series of the wave was extracted from a keogram 

generated at fixed positions along the flume. The measurement of the roller area of waves 

in the surf zone is also possible using keogram technique. 

A number of techniques suitable for measuring the velocity flow field and water levels of 

waves in the surf zone have been described and demonstrated. It has been shown that by 

using particle image velocimetry and correlation image velocimetry techniques it is now 

possible to obtain velocity measurements well into the aerated region of the wave. The 

calibration and sensitivity analysis of the video techniques will be presented within the 

context of surf zone measurements in Chapters 5 and 6. More comprehensive analyses using 

the techniques, including using the data for computational model validation, will be presented 

in Chapters 5, 6 and 7. 
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CHAPTER 5 

WATER LEVEL AND AERATION MEASUREMENTS 

5.1 Introduction 

5.2 Experimental conditions and procedures 

5.3 Wave gauge comparisons 

5.4 Frequency-wavenumber measurement 

5.5 Water level measurements 

5.6 Aerationlroller area and slope measurements 

5.7 Summary 

The external properties of waves breaking on a beach are investigated through the 

measurement of time series of the water level along the length of the flume. These effects 

include the set-down and set-up of the mean water level, and the decay of the wave height 

as the wave propagates across the suif zone. A measurement of the aeration/roller geometry, 

including the aerated roller area and slope, is also made. The experimental set-up and 

method of measuring the time series of water level using the keogram concept is discussed. 

The computation of the frequency wavenumber spectrum of the suiface waves in the flume, 

using two probes and an array of probes, is discussed. The measurements of the mean water 

levels and wave heights for a spilling and plunging wave is presented. 
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5.1 Introduction 

The oscillation of the water surface is one of the more visible aspects of water wave 

propagation and it has been one of the first parameters to be investigated. Early 

measurements of the wave period and height and wavelength were measured by seamen who 

noted the wave period by observing the bobbing of their ships, and the wavelength and wave 

height were measured using markings on the side of the ships. These early measurements 

were restricted mainly to deep water waves and were useful for shipping purposes. There is 

now a large body of knowledge pertaining to deep water waves. These waves are also well 

described by a set of near linear equations and so attention is now being directed towards 

areas involving nonlinear phenomena and turbulence. The surf zone is one of them. 

Wave propagation just outside the surf-zone is characterised by shoaling of the wave height 

and set-down of the mean water level as it approaches the shoreline. Breaking then occurs 

when the height reaches some critical value. The formation of the roller, a body of water that 

rides on the front face of wave, occurs. There is also a setting-up of the mean water level. 

The surf zone is thus characterised by processes that are nonlinear and turbulent, rendering 

any deterministic analytic analysis almost intractable. One is therefore forced to use a 

statistical approach when dealing with measured quantities in the surf. Analytical techniques 

then provide prediction of the average quantities . Pre-breaking conditions have been studied 

fairly intensely , one of the earliest measurements of the shoaling and set-down of the mean 

water level was conducted by Inman and Bowen (1962) , and the shoaling and set-down 

characteristics have been explained theoretically using radiation stress theory (Longuet­

Higgins, 1964). A promising analytical model that is currently being pursued is the 

Boussinesq equation describing the propagation of surface waves using depth integrated 

quantities (Schaffer et ai, 1992; Schaffer et ai, 1993). 

The surf zone is further complicated by the entrainment of air bubbles during the breaking 

process. This makes measurement of certain internal and external properties of the wave 

difticult. Traditionally. the water levels are measured using resistance or capacitance wave 

gauges. The behaviour of these gauges in the surf zone is somewhat unreliable. 

The prest!l1ce of the air bubbles, however, allows us to visualise and measure some of the 
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macroscopic features of the wave in the surf zone. In the sections to follow we examine 

specifically the highly aerated region created at the front face of the wave during breaking. 

This region constitutes the roller which moves forward with the wave. The slope of the front 

face of the wave is also measured. These parameters are important inputs in the Boussinesq 

model as applied to breaking waves (Schaffer et al, 1992; Schaffer et al, 1993)and to wave 

height decay models (Svendsen, 1984). 

\Ve report here on the measurement of the water levels in the surf zone for two types of 

waves, viz., 0.9 Hz spilling and 0.4 Hz plunging wave, using the keogram techniques 

discussed in the previous chapter. The time series of the wave is obtained from the keograms 

of the wave at a number of positions along the flume. The comparison of the time series of 

the surface wave with those obtained using resistance wave gauges are also presented. The 

magnitude of the free-harmonic and reflected waves is ascertained via the computation of the 

frequency-wavenumber spectrum of the waves in the deep water section of the flume. Two 

methods of measuring the frequency-wavenumber spectrum are discussed, viz, two probe and 

a probe array. It will be shown that only the probe array is capable of separating the 

wavenumber components in the spectrum for waves having identical frequencies but different 

wavenumbers. The wave height and mean water level is computed using the time series of 

the wave at positions along the flume. The keogram technique is also used to measure the 

roller area and wave slope. The roller area is measured by demarcating the high intensity 

area using different intensity thresholds. 
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5.2 Experimental conditions and procedures 

The water levels were measured at intervals of approximately 0.1 m over the entire surf 

zone. Table 1 below summarise the characteristics of the waves used in the experiments. 

Table 4.1: Wave characteristics 

wave type Ho (m) do (m) f (Hz) T (s) 4 (m) Hb (m) ht, (m) 

spilling 0.16 0.77 0.9 1.11 2.04 -0.16 0.218 

plunging 0.11 0.77 0.4 2.5 6.87 -0.175 0.156 

Ho is the deep water wave height, f is the wave frequency, T is the wave period, Lo is the 

deep water wavelength and Hb the wave height at the breakpoint. 

The method of measuring the time series of the wave will be briefly described here, more 

details can be found in the previous chapter and Govender et al. (1998). The flume was 

imaged from the side using a black and white Videotronic CCD camera connected to a 

Mitsubishi VCR and also to a SElOO Video Blaster frame grabber residing in a PC. The 

wave was also illuminated from above using a 500 watt flood lamp and a black backing sheet 

was placed behind the flume. This arrangement enhances the image of the meniscus and 

aeration. A two minute recording of the wave was made at each measurement position along 

the flume. The recorded images of the wave were digitised using a SEl00 video blaster 

frame grabber. A keogram of the wave was generated at each position by extracting a single 

vertical line of pixel intensity values from consecutive video images. These vertical pixel 

intensity values were then stacked side by side creating a new image called a keogram. The 

time series of the wave was then determined by identifying and locating the coordinates of 

the air water interface in the keogram. The validation and comparison of this method of 

measuring the time series of the water level with data from wave gauges is presented in the 

next section. This method of measuring water levels is adopted throughout this thesis. 

5.3 Comparison with wave gauge 

The majority of water level measurements conducted in the past have been accomplished 

using resistance (e.g. Stive, 1980) and capacitance (e.g . Ting and Kirby, 1994) wave gauges, 
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and the behaviour of these devices in non-breaking waves are well understood. There is, 

therefore, a level of confidence associated with these types of measurements. A pertinent 

exercise, therefore, is a comparison of time series of water levels obtained using wave 

gauges and the video technique. 

The time series of the water level was measured simultaneously using the video camera and 

a resistance wave gauge located within the view of the camera. Measurements were 

performed at three positions along the flume for each wave case, corresponding to deep 

water, pre-breaking and in the surf zone. The analogue signal from the wave gauge was 

modulated onto a 8 kHz carrier signal and recorded onto the video tape using the audio 

channel of the VCR. The wave gauge signal was later extracted through a reverse process. 

Thus simultaneity of measurement is ensured. 

Figures 5.1 and 5.2 show the keogram and the resulting time series for the 0.9 Hz and 0.4 

Hz wave measured in the deep water section of the flume. It is clear from Figures 5.1 (b) and 

5.2(b) that the wave gauge output and the video results are almost indistinguishable. The 

comparison in the surf zone, however, is not so simple. 

Figures 5.3 and 5.4 show the results of water level measured in the surf zone for the 0.9 Hz 

and 0.4 Hz wave, respectively. In the time series of the spilling wave, Figure 5.3, the wave 

gauge signal differs from the video result particularly in the crest and trough regions of the 

wave. This is clearly understandable since there is a lot of aeration in the crest, resulting in 

a low electrical conductivity of the water. However, the general trend in wave height 

variation from one cycle to the next, as is visible in the keogram and the resulting time series 

from the video, is also present in the wave gauge signal. In the time series of the plunging 

wave, Figure 5.4, there is a one to one correspondence between the keogram and the 

resulting time series. The wave gauge signal on the other hand does not show any variation 

in the wave height from cycle to cycle. 

Thus, it is clear that in non breaking waves the video and the wave gauge are capable of 

measuring water level with comparable accuracies. In the surf zone, however, it is evident 

that the wave gauge is sensitive to the percentage of aeration present in the crest of the waves 
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and in some cases like that for the plunging wave the behaviour of the wave gauge is 

unpredictable. The video on the other hand measures the actual water surface including the 

aerated water as well. This does imply that the video technique will also record splash ups 

that are still attached to the water surface. Splash ups that are disconnected from the water 

surface does not pose a problem as there is still an identifiable transition of intensity across 

the air water interface. The effects of splash ups can be partially removed by smoothing the 

resulting time series using a digital moving average filter. 

The video technique, however, does have a number of advantages. It is a non-intrusive 

means of measuring the time series of water level and therefore does not interfere with local 

flow behaviour. The equipment is also not subjected to corrosion problems associated with 

wave gauges. The video technique is also less sensitive to drift, that is, the variation of 

steady state conditions within the equipment. It is also possible, through the selection of 

suitable threshold techniques, to separate the measurement of the solid body water and the 

aerated water. 
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Figure 5.1: Time series of water level for a 0.9 Hz spilling wave: (a) overlay of both 
wave gauge and video results, (b) video time series and (c) wave gauge result. These 
data were measured in the deep water end of the flume. 
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Figure S.2: Time series in the deep end of flume for the 0.4 Hz plunging wave:(a) 
overlay of video and wave gauge results, (b) video time series, (c) wave gauge result. 

82 



(a) 
10~------~------~------~------~ 

.. 

(b) 

:I 0 

.. -8 ~\. \.. ~ ~ v V \J \; U \ \ \ \ \ \ \ \_ 
-10 

0 8 10 18 80 • c-) 
(c) 

10 

8 

:t 0 .. 
-8 

-10 
0 8 10 18 80 • c-) 

(d) 
Figure 5.3: Time series of waterlevel measured in the surf for the 0.9 Hz spilling wave; 
(a) koogram of the wave, (b) overlay of video and wave gauge measurement, (c) Video 
mea. .. c;urement. and (d) wave gauge measurement. 

83 



(a) 
10 r---------~--~--~~------~--------~ 

-0 

- 10 L-________ ~ ________ ~------~~------~ 
o 10 10 20 

r <_) 

(b) 
10 r---------~--------~------_.~------_. 

o 

-0 

-10 L-______ ~~------~~------~~------~ o 10 10 20 
r (51) 

(c) 
10 r---------~--------~--------~------~ 

-0 

- 3.. c:::> c:::>!----------:0~---~3..-":c:::>=--------:-3......,0=-------~2 0 
r <_) 

(d) 
Figure 5.4: Time series of waterlevels measured in the surf for the 0.4 Hz plunging wave; 
(a) keogram of the wave, (b) overlay of video and wave gauge measurement, (c) Video 
measurement, and (d) wave gauge measurement. 
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5.4 Frequency-wavenumber measurement 

Associated with the time series of the surface wave is the frequency-wavenumber spectrum. 

The wave-number spectrum is used to estimate the phase velocity and wave length of the 

frequency components present in the surface wave. The wave number spectrum is also used 

to determine the presence or absence of reflected and free harmonics waves. Two methods 

-of measuring. the wave number spectrum, viz. two probe method and a virtual probe array , 
- ..... 

are presented below. 

Two probe method 

The time series of the surface wave is measured simultaneously at two positions a known 

distance, d, apart, using gauges or the video technique. Let these time series be denoted as 

x (t) and y et) , respectively . In order to estimate the wavenumber spectrum, it is necessary to 

determine the time lag or phase difference between the frequency component present in the 

signal x(t) with those in y(t). This can be easily done using the cross spectral density function 

as follows : 

s,ry (w) = X(w). Yew) 

where X(w) and Yew) are the Fourier transform of the signals x(t) and y(t) , respectively. The 

wavenumber is then given by: 

k(w) =O(w)/d 

where O(w) is obtained by writing Sxy (w) in polar form as Sxy (w) = I Sxy (w) I exp(iO(w)) , with 

O(w) =Im(Sxy (w))/Re(Sry (w)) . If the surface wave is stochastic in character then the average 

cross spectral density spectrum using a number of realisations of x and y is computed. The 

wavenumber spectrum is then computed using the average cross spectral density function. 

In situations where there are two waves of the same frequency but propagating in opposite 

directions with amplitudes Al and Az, the two probe method is not capable of separating these 

two wavenumber components but gives single component with an average wavenumber, 

AIkI+Azkz. If Al and Az are equal, then a standing wave is created and the two probe method 

gives a wavenumber equal to zero, since there is no phase difference between the signals x 

and y. Thus the two probe method is not suitable for measurements were there is a large 

reflected component or waves of identical frequency but differing wavenumbers. In this case 

it is necessary to use an array of probes to estimate the frequency-wavenumber spectrum. 
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Virtual probe array 

It is instructive to consider, the temporal and spatial variation of the water surface when there 

are one or more wavenumber components present in the flume. In the case of a single 

component, with frequency I and wavenumber k, propagating from left to right, the surface 

has sinusoidal profile at any instant in time. However, since the wave is moving, all points 

on the surface oscillates with frequency I, and amplitude A, but have a linearly increasing 

phase with respect to distance along the flume. Since the amplitude and frequency are 

constant, the wavenumber can be detennined by measuring the rate at which the phase varies 

using a simple two probe measurement. If there are a number of components having unique 

frequencies and wavenumbers, the frequency-wavenumber spectrum can estimated by 

analysing the phase-distance relationship of each component using the two probe method. 

Now consider two waves having identical frequencies but having different wavenuinbers, of 

opposite signs, that is, propagating in opposite directions. The resulting pattern is then an 

oscillation of the water surface with common frequency but there is a sinusoidal variation in 

the amplitude and the phase of the oscillation over the length of the flume. If the amplitudes 

of each components are equal, then a standing wave results and all points on the water 

surface oscillate with identical phase. In order to separate the surface into the true 

wavenumber components it is necessary to examine the variation of the amplitude and the 

phase of each frequency component in space. In the case where there are many different 

frequencies, it is first necessary to separate the frequency components at each point and then 

examine the amplitude variation of each frequency component in space. This can be achieved 

using an equidistant array of probes positioned along a portion of the length of the flume. 

Let the signal received at each probe be y;(t) , where i=1,2 .. N. We create a matrix with the 

columns representing the time samples of each probe. Each column is then Fourier 

transfonned, decomposing each probe signals into its frequency components. This is followed 

by taking the Fourier transfonn of each row. The resulting matrix is then the frequency -

wavenumber spectrum, with rows representing frequency and columns representing 

wavenumber. The above algorithm is illustrated below. 
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Figure 5.5: Frequency-wavenumber measurement using an array of probes. This type of 
measurement is necessary when there are many wave components of identical frequencies 
but differing wavenumbers present in the flume. 
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The setting up of a large number of probes is a costly and a tedious exercise, and a way 

around this is to employ an array of virtual probes . In order to construct the frequency­

wavenumber spectrum, it is necessary to measure the amplitude and phase of oscillation at 

various point along the flume with respect to a fIxed point, say the signal at the wave paddle. 

Thus, the time series of the water level are sequential extracted at regularly space intervals 

along the flume using a single probe, but the start of capture is triggered with a signal from 

the wave generator. These time series are then inserted into the appropriate columns in the 

fIrst matrix in Figure 5.5. This arrangement, assuming paddle repeatability, is equivalent to 

having a number of simultaneously measuring probes. It is also important to note that this 

technique implies spatial and temporal homogeneity of wand k. Thus, this technique has been 

applied in the flat-bed section of the flume . 

Examination of reflected and free harmonic waves 

In order to successfully make water level measurements in a flume it is necessary that there 

are no reflected waves from the beach and that the amplitude of the second free harmonic 

is minimised. Free harmonics tend to interfere with the position of the breakpoint, causing 

it to shift gradually. Reflections were attenuated by absorptive rubble material placed at the 

upper end of the beach. 

Figures 5.6(a) and 5.7(a) shows the frequency-wavenumber spectrum for the spilling and 

plunging wave cases, respectively, obtained from a sequence of video images of the wave 

in the deep water section of the flume. The wavenumber spectrum, at the fundamental and 

2nd harmonic frequencies, are shown in Figures 5.6(b) and 5.6(c) for the spilling case and 

Figures 5.7(b) and 5.7(c) for the plunging case, respectively. These fIgures clearly show a 

large peak at the fundamental and second harmonic frequencies, corresponding to the two 

bound wave components. All other peaks are very much smaller (by a factor of 4 or more) 

than the bound components and we conclude that the effects of free harmonics and reflected 

components are negligible. 
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Figure 5.6: (a) Contour plot of the deep water frequency-wavenumber spectrum of a 
0.9 hz wave having Ho= 16 cm. Positive wavenumber corresponds to waves moving 
away from the generator. 
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Figure 5.6 cont.:(b) Amplitude-wavenumber spectrum of the spilling wave at the 
fundamental frequency, corresponding to a horizontal slice of the contour plot at f =0.9 
Hz in Figure 5.6(a). 
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Figure 5.6 cont.:(c) Amplitude-wavenumber spectrum of the spilling wave at the 2nd 
harmonic frequency, corresponding to a horizontal slice of the contour plot at f = 1.8 Hz 
in Figure 5.6(a). 
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Figure 5.7: (a) Contour plot of the deep water frequency-wavenumber spectrum of a 0.4 
Hz plunging wave having Ho= 11 cm. 
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Figure 5.7 cont.: (b) Amplitude-wavenumber spectrum of the fundamental component for 
the plunging wave. 
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Figure 5.7 cont.: (c) Amplitude-wavenumber spectrum of the 2nd harmonic component 
for the plunging wave. 
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5.5 Water level measurements 

The time series of water levels were measured at stations approximately 0.1 m apart over the 

experimental section of the flume. This spans the pre-breaking stages of the wave and the 

surf zone. Measurements were accomplished using the keogram method with a sampling time 

of 40 ms, corresponding to the video frame update rate. A selection of time series, showing 

the evolution of the wave profile as the wave approaches breaking and propagates into the 

surf zone, is presented below. The mean wave height and water level are derived from the 

time series of the water level. Figure 5.8 shows the time series of the spilling wave at 7. 16 

m, 5.83 m and 4.18 m from the still water mark on the beach. Wave breaking occurs at a 

position 4.50 m from the beach, while Figure 5.9 shows the time series of the plunging wave 

at 6.20 m, 3.99 m and 2.49 m from the still water mark on beach. Wave breaking in this 

case occurs at a position 3.25 m from the beach. 

The variation of the wave height and mean water level as a function of position along the 

flume for a 0.9 Hz spilling and a 0.4 Hz plunging wave cases are shown in Figures 5.10 and 

5.11, respectively. These figures show an increase in wave height up to the break point and 

then an almost linear decay in the surf zone. The mean water level was estimated by 

computing the average value of the time series of waterlevel at each position along the flume. 

This is represented by (*) in Figures 5.1O(b) and 5. l1(b) . In the surf zone the mean water 

level, as computed above, has a lower contribution to the hydrostatic pressure due to 

aeration. The contribution of the aerated area to the mean water level should therefore be 

weighted accordingly . A possible correction involves subtracting from the mean water level 

TJ , computed as above, a fraction that is proportional to the roller/aerated area, A" as 

follows: 

- _ A (x) 
,,'(x)=,,(x)-a-' -

T 

A, is measured, in cm-s, from the keograms of the waterlevels and T is the wave period . The 

procedure of estimating the roller/aerated area is discussed in the next section. ex is an 

empirical constant chosen such that the corrected mean water level in the surf zone meets the 

mean water level at the breakpoint and in the upper end of the surf zone, where there is very 

little aeration, without a distinct discontinuity . A value of approximately 0.4 and 0.8 was 
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Figure 5.8: Time series of the surface position in the presence of a 0.9 Hz spilling 
wave at (a) 7.16 m, (b) 5.83 m and (c) 4.18 m from the beach. 
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Figure 5.9: Time series of the surface position in the presence of a 0.4 Hz plunging 
wave at (a) 6.20 m, (b) 3.99 m and (c) 2.49 m from the beach. 
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Figure 5.10: (a) Crest level( +), trough level(A), wave height( 0) and mean water level(*) 
as a function of distance from the beach, for a 0.9 Hz spilling wave. The position of the 
still water line and the beach is also shown. 
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Figure 5.10: (b) Mean water level along the flume for the 0.9 Hz spilling wave. The mean 
level including any aeration is represented by * and the mean level, without the 
contribution by aeration, is shown using error bars. 
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Figure 5.11: (a) Crest level( +), trough level(d), wave height( 0 ) and mean water level(*), 
as a function of distance from the beach, for a 0.4 Hz plunging wave. The position of the 
still water line and the beach is also shown. 
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Figure 5.11: (b) Mean water level along the flume for the 0.4 Hz plunging wave. The 
mean level including any aeration is represented by * and the mean level, without the 
contribution of aeration is shown using error bars. 
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found suitable for the spilling and plunging case, respectively. These values are in fact 

closely linked to the mean density in the wave crests in both cases. The mean relative density 

in the crests of spilling waves is shown in Chapter 6 to be =:: 0.7 throughout the surf zone. 

The corrected mean water levels are shown as error bars in Figures 5. 1 O(b) and 5. 11 (b). The 

error bars indicate uncertainty in the measurement of the roller area and in the location of 

the still water line reference used in extracting the time series of the water levels from the 

keograms. 

5.6 Aeration/roller area and slope measurements 

The models of wave height decay(e.g. Svendsen, 1984), and the Boussinesq equations (e.g . 

Schaffer et ai, 1993) for wave propagation in the surf zone, incorporate an energy dissipation 

term, D,=(3pgAIT, which is proportional to the area, A, of the highly aerated region in the 

crest of the wave. Most of the wave energy is transformed into turbulent kinetic energy in 

this region. Near the breakpoint, the dissipative region consists mostly of the roller formed 

as a result of wave breaking. It forms a body of fluid riding on the front face of the wave 

and moving with a speed equal to the wave celerity. Further into the surf zone, the 

dissipative region consists of the roller plus a portion of the wave adjacent to the front face 

of the wave. There is complete mixing of the roller and the portion of the wave adjacent to 

the front face of the wave and identification of these two regions is not possible. In the 

Boussinesq modelling, the roller area is estimated by Schaffer et al. (1992) to be that body 

of fluid above the 200 sloped line. The 20° sloped line is defined to be a line beginning at the 

toe of the wave-front and extending upwards to the crest at an angle of 2(1) with respect to 

the horizontal. Svendsen (1984) estimated the roller area, using the experimental 

measurements of wave breaking behind a towed hydrofoil by Duncan (1981) , to be A=0.9lf. 

As stated by Fredsoe & Deigaard (1992), no other formal measurements of the aeration area 

of waves in the surf zone have been published. An attempt, therefore, is made at measuring 

the aeration area and roller slope for the wave cases under study. 

The aeration area and wave slope were estimated from the keograms used in the water level 

measurements. A phase-averaged keogram was generated from each keogram. A selection 

of these is shown in Figures 5 .12 and 5.13 for the spilling and plunging case respectively_ 

Near the breakpoint, the white aerated region of the wave is concentrated mainly at the front 
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face of the wave and is due mostly to the roller. Further away from the breakpoint the 

aeration tends to spread over a greater region below the crest. 

Visual and numerical analysis of the grey-scale intensity of the keograms indicate that in the 

aerated area high grey-scale intensities occur and throughout this region the intensity is 

almost constant. Immediately outside the aerated area the intensity decreases rapidly to a 

small value. This transition is used to demarcate the inner boundary of the roller or aeration 

area and a grey scale threshold is used to form a contour identifying this boundary. The 

actual relationship between the percentage aeration and the grey scale intensity is not 

important since we are using a threshold to determine the roller area. Figures 5.14 and 5.15 

show a number of such contours at grey scale values of 250, 245, 240, 235 and 225. The 

normalised aeration area has been calculated from these figures with the minimum and 

maximum values of the error bars being determined by the corresponding minimum and 

maximum values of the intensities contours. 

The contour closest to the wave-front in Figures 5.14 and 5.15 corresponds to the minimum 

aeration and the contour furthest away from the wave-front correspond to the maximum 

estimate of aeration. The horizontal axis of the phase-averaged keograms at each position 

has been scaled to have units of length and the resulting aeration area is thereafter normalised 

with respect the square of the local wave height. The minimum and maximum aeration areas 

have been estimated for a number of positions in the surf zone for the spilling and plunging 

waves, and these are plotted in Figures 5.16 and 5.17, respectively. The normalised aeration 

area for the spilling case spans a range of 0.5 to 1.5. The measurement for the spilling wave 

is almost evenly distributed about the Ar IW=0.9 line. Close to the breakpoint the aeration 

is approximately 0.5, thereafter the aeration has a mean of approximately 1. The normalised 

aeration for the plunging case shows an increasing trend and is greater than 0.9 for the major 

part of the surf zone. 
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Figure 5.12: Phase ensemble-averaged keograms of the spilling wave (arranged in rows) at 
0.39. 1.0. 1.5. 2.1. 2.7 and 3 m beyond the breakpoint. The aeration in these images 
correspond to pixels having a high(white) grey scale intensity . 
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Figure 5.13: Phase ensemble-averaged keograms of the plunging wave (arranged in rows) 
at 0.4, 0.6, 0.9, 1.2, 1.5 and 2 m beyond the breakpoint. The aeration in these images 
correspond to pixels having a high(white) grey scale intensity. 
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Figure 5.14: Aeration contours corresponding to different levels of grey scale intensity for 
the phase-averaged keograms of the spilling wave at (a) 0.39, (b) 1.00, (c) 1.50, (d) 2.10, 
(e) 2.70 and (t) 3.00 m beyond the breakpoint. 
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Figure 5.15: Aeration contours corresponding to different levels of grey scale intensity for 
the phase-averaged keograms of the plunging wave at (a) 0.40, (b) 0.60, (c) 0.90, (d) 1.20 
(e) 1.50 and (f) 2.00 m beyond the breakpoint. 
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Figure 5.16: Normalised aeration area versus position along surf zone for the spilling 
wave. Ar is the aeration area, H is the local wave height and Xb is the break-point of the 
wave. 
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Figure 5.17: Normalised aeration area versus position along surf zone for the plunging 
wave. Ar is the aeration area, H is the local wave height and Xb is the plunge-point of 
the wave. 

104 



20 

15 

--8 
() 10 ---

5 

OL-~~~~~~~~~~~~~~~~~~~ 

0.0 0.2 0.4 0.6 0.8 1.0 
tiT 

Figure S.18: Plot indicating the measurement of wave slope. 

--!:to 
C1> 

-0 ---
C1> 
0.. 
0 .-. 
rn 
C1> 
> ro 
~ 

30 lIE' I 

lIE lIE lIE 
lIE 

20 - -
lIE 

lIE lIE 

lIE 

10 f- -

O~~~~~~I~~~~~_I~~~I~~~~~~ 

50 100 150 200 250 300 350 400 
x-x

b 
(em) 

Figure 5.19: Wave slope versus position in surf zone for the 0.9 Hz spilling wave. 
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Figure 5.20: Wave slope versus position in surf zone for the 0.4 Hz plunging wave. 

Figure 5.18 shows the measurement of the roller slope of the wave in the phase-averaged 

keogram shown in Figure 5.14(a). Figures 5.19 and 5.20 show the roller slopes for the 

spilling and plunging waves as a function of distance from the breakpoint. The wave slope 

for the spilling wave is approximately 30° near the breakpoint and decreases to around 15° 

further in the surf zone. The roller slope for the plunging wave is approximately 40° near the 

brea" .. point and decreases to around 15° further in the surf zone. 

5.7 SUllul1<lry 

The measurements of the wave height and mean water levels of spilling and plunging waves 

breaking in a laboratory surf zone have been accomplished via the measurement of the time 

series of the water level using the keogram concept. Comparison of the time series with those 

ootained using wave gauges showed similar results for wave in the non -breaking region of 

the tlume. In the surf zone the video technique showed greater variation in the crest of the 

wave, while the wave gauges showed almost constant wave heights. The video technique has 

been shown to provide high spatial resolution measurements of water levels along the length 

of the tlume with relative ease. Measurement of the water level are available at intervals of 
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approximately 0.100 m along the surf zone. 

The frequency- wavenumber spectrum of waves in the deep water end of the flume was also 

measured, using an array of virtual probes. The frequency-wavenumber measurements were 

used to determine the fraction of free harmonics and reflected waves and it was shown that 

the free harmonics and reflected waves were less than than the bound forward propagating 

components by at least a factor of 4. 

The wave roller area was measured, using the video technique, by identifying the aerated 

area, which appears white in the images. This may seem to be subjective, since the air 

bubbles are buoyant. This method, however, has the advantage that the estimated roller area 

can be checked by visual inspection. Also, since there is a constant supply of air bubbles into 

the roller, as a result of wave breaking, the shape of the roller area is maintained irrespective 

of the buoyancy of the air bubbles. The normalised roller area for the spilling wave is similar 

to that estimated by Svendsen(1984), being approximately 0.9. The normalised roller area 

for the plunging wave, however shows an increasing trend in the surf zone. 
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CHAPTER 6 

VELOCITY FWW FIELD MEASUREMENTS AND ANALYSIS 

OF SPllLING AND PLUNGING WAVES IN A LABORATORY SURF ZONE 

6.1 Introduction 

6.2 Etperimental conditions and procedures 

6.3 Calibration 

6.4 Velocity measurements in the spilliqg wave 

6.S Velocity measurements in the plunging wave 

6.6 Measured and predicted orbital velocities 

6.7 Ser.sitivity Analysis 

6.8 Summary 

In this chapter we repon on the measurements of the velocity flow fields at three positions 

in the sUrf zone for both a spilling and a plunging wave. The velocities were measured using 

digital correlation image velocimetry (DeIV). 1he mean and turbulent velocity components 

are extracted through a process of phase ensemble-averaging. A sensitivity analysis is 

perfomled on the velocity data to detemline the influence of the number of samples and bin 

sizes on the convergence of the mean and turbulent components. The undenow velocity is also 

computed from the phase ensemble-averaged flow fields. 
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6.1 Introduction 

Measurement of the velocity flow field of waves in the surf zone is an integral part of 

modelling the wave height decay and the energy dissipation in the surf zone. Knowledge of 

the fluid velocities in the surf zone is also crucial in the study of sediment dynamics. The 

velocity of a particle or an infinitesimal fluid element which is subject to the action of a 

breaking wave is composed of a time-averaged component, a component due to the orbital 

motion of the waves and a turbulent or fluctuating component. The turbulent component is 

responsible for the transport of energy from the wave to the sediment, resulting in sediment 

suspension, and the time-averaged component is responsible for the movement of sediment 

from one location to another. 

Measurements of the velocity flow fields of spilling and plunging waves were conducted in 

the surf zone of a two dimensional wave flume, initially using digital particle image 

velocimetry (DPIV) and later using digital correlation image velocimetry (DCIV). The bulk 

of the measurements presented here have been obtained using DCIV. A cross comparison of 

PIV and DCIV measurements is provided for the spilling case at one position in the surf 

zone . The experimental conditions and procedure are described. The phase ensemble­

averaged velocity fieid, at three positions in the surf zone, is provided for spilling and 

plunging waves. The time-average of the horizontal velocity as a function of height above 

the bed, derived from the phase-ensemble-averaged flow, is also provided. 

A sensitivity analysis of velocity data is conducted to determine the influence of sample size 

and bin size on the convergence of the mean and turbulent velocities. It is shown that there 

is sufficient number of samples per bin and that the bin size is small enough to provide true 

turbulence measurements . 
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6.2 Experimental conditions and procedures 

Figure 6.1 shows a schematic of the flume indicating dimensions and measurement positions . 

Measurements were restricted to the upper end of the beach, referred to as the experimental 

section in Figure 6.1. Velocity measurements were conducted for the spilling and plunging 

wave cases used in the water level measurements which were presented in Chapter 5. The 

velocity flow field for the spilling wave was measured at stations 1, 2 and 3, and the flow 

field of the plunging wave was measured at stations 1, 3 and 4. Table 1 and 2 summarises 

the characteristics of the spilling and plunging waves used in the experiments at their 

respective measurement positions . 

experImental sectIon 
-8 5 m 

I- -I 

- - - -s s " s 

'" OJ '" '" .., .., .., 
'" .,. .., OJ ~ - - - -

statIon 2 . 3 . 4 • • -===-=--===- 1 
5.1 

I- 6 Om ---=1- f-- 1 . 06m 15 0 3m -I 

Figure 6.1: Dimensions of the flume and measurement positions. Flow field measurements 
were conducted at 4 .36 m, 3.38 m, 2 .39 m and 1.56 m from the still water mark on the 
beach, corresponding to stations 1-4, respectively . 
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Table 6.1: Spilling wave characteristics 

(x-x.) Ho T h. H d h Hlh 

(m) (m) (s) (m) (m) (m) (m) 

(station 1) 0.024 0.15 0.218 0.211 0.71 

(station 2) 1.22 0.16 1.11 0.218 0.11 0.169 0.166 0.66 

(station 3) 2.21 0.065 0.119 0.129 0 .51 

Ho is the deep water wave height, T is the wave period, Hand h are the local wave height 

and mean water depth, respectively , hb is the mean water depth at the breakpoint and (x-xb) 

is the distance beyond the breakpoint. 

Table 6 .2: Plunging wave characteristics 

(x-Xb) Ho T hb H d h Hlh 

(m) (m) (s) (m) (m) (m) (m) 

(station 1) -1.11 0.15 0.218 0 .215 0.69 

(s tation 3) 0.86 0.11 2.5 0.156 0.115 0.119 0.118 0.97 

(station 4) 1.69 0.078 0.078 0.084 0.93 

The velocity vector field of the wave was measured using two methods , viz, DPIV and 

DCIV. Initial measurements were accomplished using digital particle image velocitmetry and 

results for the spilling wave case will be presented here for comparison with DCIV 

measurements. More recently digital correlation image velocimetry was used as the 

predominant method of flow measurement. DCIV, as described in Chapter 4, offers the 

capability of measuring the flow field well into the aerated region of the wave, a feature that 

is not easily achieved using the standard DPIV. This is achieved by tracking the structure 

created by the air bubbles during wave-breaking . DCIV is also a more robust algorithm that 

allows greater automation. 

Three different sampling times , of nominal values 1, 5 and 9 ms , were used to measure each 

flow field . The small sampling time is necessary to measure the very large velocities 
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occurring in the crests of the breaking waves, and the longer sampling times are used to 

measure the smaller particle velocities. 

The procedure used to measure the velocity flow field in the wave is illustrated in Figure 

6.2 . The camera is capable of imaging only a 30 cm section of the wave. To construct the 

flow field oyer the entire wavelength, it is necessary to make a series of measurements at 

different waye phases and appropriately concatenate the measurements. It is necessary to 

make a number of measurements of the instantaneous velocity flow field at each section of 

the wave in order to estimate turbulence parameters. The mean, turbulent and Reynolds stress 

field is then computed by phase-ensemble averaging. 

The spilling waye was imaged at 10 equally spaced wave phases and the plunging wave at 

12 equally spaced wave phases. Fifty image pairs are captured at each wave phase using 

sampling imeryals of 1, 5 and 10 ms. One image pair is obtained from a single wave cycle, 

and this results in a total of 150 image pairs per phase position. 

The analysis of the images was performed off-line. Each image pair results in an 

instantaneous Yeiocity flow field of the section of the wave, giving 150 instantaneous flow 

fields at each wave phase. These 150 images are then processed to yield the phase ensemble­

averaged mean velocity, turbulence intensity or rms velocity and Reynolds stress fields. This 

analysis was repeated for the images at the other wave phases. 

Finally the flow fields of the individual sections were combined to yield the flow field over 

the entire wave. The flow field of each section of the wave consists of velocity samples at 

intervals of approximately 0 .25 cm and is thus a high spatial resolution measurement of the 

flow field . For presentation purposes, the velocity flow fields and contour plots are drawn 

using only two vertical slices of each high resolution section. Thus the flow fields of the 

spilling and plunging waves presented here, consists of measurements at 20 and 24 phase 

positions. However. the time averaged quantities such as velocity undertow, turbulent 

intensities and kinetic energy. and Reynolds stress are computed using the high resolution 

tit-Ids of each section. 
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Figure 6.2: Instantaneous velocity fields are measured for a section of the wave (cross 
hatched area) using 150 image pairs, corresponding to 150 wave cycles. Phase ensemble 
avc:raged mean and turbulent velocities , and Reynolds stress are computed. 
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6.3 Calibration 

It is necessary to quantify and calibrate certain parameters, VIZ, spatial distances and 

sampling times. Spatial distances in the video images were calibrated using a board, 

containing grid lines, that is placed in the object plane of the camera. Sampling times were 

measured indirectly by measuring the velocity vector field of marked positions on a rotating 

disk having a known angular velocity. 

The velocities obtained using the video techniques are in units of pixel/second. These units 

are retained throughout all computations and are converted to cm/s at the very end. The 

conversion from pixel to real object distances was carried out using the following procedure: 

A calibration board, containing horizontal and vertical grid lines spaced 5 cm apart, was 

placed in line with the light sheet at each measurement position. A video image of this board 

was captured and stored. A conversion factor was then obtained by examining the pixel 

spacing of the grid lines in the calibration image. The calibration board was removed prior 

to any velocity measurements. 

The quantification or verification of the sampling times was achieved by measuring the 

velocity of points on a rotating disk, containing randomly distributed white dots on a black 

background. The angular velocity of the disk was calculated by measuring the time for one 

revolution, using a slotted optical switch. The disk contained a slot on its circumference and 

each time it passed the optical switch, it allowed light from a source to impinge onto a 

detector, so generating a pulse that could be observed on an oscilloscope. The time to 

complete a revolution was thus the time between consecutive pulses. 

Figure 6.3 shows the radial profile of the velocity vector field of the disk, computed using 

DCIV with a sampling interval of 1.08 ms. The expected radial profile of the velocity vector, 

computed using the measured angular velocity is also shown. It can be seen that the velocity 

profile measured using DC IV is consistent with expected velocities computed using the 

angular velocity, with an error between them of less than 2 %. 
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Figure 6.3: Radial profile of the velocity vector of points on a rotating disk, computed 
using the measured angular velocity(solid line), and DCIV(*) with a sampling interval 
of 1.08 ms. 
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6.4 Velocity measurements in the spilling wave 

6.4.1 Phase ensemble-averaged velocity field in the spilling wave. 

In the study of turbulent processes one is usually interested in ensemble averaged quantities. 

However, if the process is assummed to be ergodic then one can substitute time-averages for 

ensemble-averages. The processes in the surf zone cannot be considered ergodic due to the 

orbital wave motion of the particles. In this case the ensemble average velocities are 

approximated by computing the phase ensemble-averaged velocity < Cu, w) > defined as 

follows: 

N-l 

«u, w» =.!. L (u( cu(t+i1),z), w( cu(t+i1),z») 
No 

(6.1) 

Where < > signifies averaging operation, N is the sample size, z is the vertical position 

aboye the bed, t is the time, T is the wave period and, U and ware the horizontal and vertical 

velocity components, respectively. 

Velocities of the neutrally buoyant particles were measured over a small section of the wave 

at a time and this was repeated for a number of wave phases. The velocity estimates were 

then placed in bins corresponding to their wave phase and the vertical position. The phase 

ensemble aye raged velocity is then the average velocity in each bin. 

Figures 6.4(A), 6.5(A) and 6.6(A) show the phase-averaged velocity vector field at stations 

1. 2 and 3, respectively. for the spilling wave case. The vertical axis, z, represents the height 

above the bed at each station. The phase, -tiT, of the wave is plotted along the horizontal 

axis. These flow fields show certain characteristic features. The velocity streamlines at 

station 1 still retains most of the characteristics of a non breaking wave. The front face of 

the wave is however steeper. The magnitude of the velocities in the crest of the wave at 

station 1 is approximately 200 cm/s and this decreases gradually to the bottom of the wave. 

The magnitude of the velocities in the trough region are lower than those in the crest and are 

directed opposite to the direction of wave propagation. The velocities in the trough are almost 

constant over the depth, decreasing slightly in magnitude at the bottom due to boundary 

cftt.'C(s. The profile of the horizontal and vertical velocity components, at depths 4, 8, 12, 
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16, 21 and 25 cm above the bed, is plotted in Figure 6.4(B) as a function of the wave phase. 

The variation of u, as a function of depth, is plotted in figure 6.4(C) for wave phases 0.15, 

0.3, 0.45, 0.6, 0.75 and 0.9. These are essentially horiwntal and vertical sections of the 

flow field presented in figure 6.4(A). Figure 6.4(B) shows that the horiwntal velocity near 

the bed is approximately sinusoidal with respect to the wave phase, while the vertical velocity 

has a asymmetrical shape. Further above the bed the horiwntal velocity profile begin to show 

signs of asymmetry. Figure 6.4(C) shows that the horiwntal velocity in the wave trough is 

almost constant throughout the depth. 

Velocity measurement, by Stive(1980), in a spilling wave near the breakpoint and having 

similar local wave characteristics, reveal velocities in the middle of crest to be - 60 cm/s 

and -40 cm/s near the bed. These LDA measurements are similar to the peak horizontal 

velocities in Figure 6.4(B)(a) and (t). 
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Figure 6.4: (A) Velocity flow field of a spilling wave at station 1 which is located 
-0.24 m beyond the break-point. 
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Figure 6.4 cont.: (B) Phase ensemble-averaged velocities, < U > (*) and < w> ( +) in cm/s, 
as a function of wave phase at (a) 4, (b) 8, (c) 12, (d) 16, (e) 21 and (f) 25 em above the 
bed, extracted from Figure 6.4 (A) . 
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Figure 6.4(C): Ensemble-averaged horizontal velocity, < u(z) >, at wave phases, tiT, (a) 
0.15 (b) 0.3, (c) .45, (d) 0.6, (e) 0.75 and (f) 0.9, extracted from Figure 6.4(A) . u(cmls) 
and z( cm) are plotted on the x and y axes, respectively. 
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The phase ensemble averaged flow field for the spilling wave at station 2, shown below, 

shows further development as the wave moves up the beach. The wave profile is tending 

towards a saw-tooth shape. There is also a large shear being created at the base of the wave 

front, which is responsible for the formation of a horizontal vortex or eddy in that region 

(see Figure 4.9). Velocities in the crest of the wave are -100 cm/s and -40 cm/s in the 

trough region. The variation of u and was a function of phase is shown in figure 6.5(B), and 

the variation of u as a function of position above the bed is shown in figure 6.5(C). These 

figures show that the horizontal velocity profile as a function of wave phase is asymmetrical 

at all positions in the wave. The particle velocity near the surface at the rear of the crest has 

a strong downward component. This is due to the fact that this point along the wave 

corresponds to the point of inflection of the velocity streamlines between those in the trough 

and those in the crest and also due to the fact that the vertical velocity component increases 

in magnitude with distance above the bed. At positions below the trough level, the horizontal 

Yelocity is almost constant through the depth. 
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Figure 6.5: (A) Velocity flow field of a 0.9 Hz spilling wave at station 2 which is 
locatt'd - 1.22 III beyond the break-point. 
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Figure 6.5 cont.: (B) Phase ensemble averaged velocities, < U > (*) and < w> ( +) in cm/s, 
as a function of wave phase at (a) 3, (b) 7, (c) 10, (d) 13, (e) 16 and (t) 20 em above the 
bed, extracted from Figure 6.5(A). 
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Figure 6.5(C): Ensemble-averaged horizontal velocity, < u(z) > , at tIT of (a) 0.15, (b) 0.3, 
(c) 0.45, (d) 0.6, (e) 0.75 and (t) 0.9, extracted from Figure 6.5(A). u(cm/s) and z(cm) are 
plottcd on the x and y axes , respectively. 

122 



The form of the spilling wave at station 3, shown in Figure 6.6(A), is very asymmetric, with 

the surface profile having a saw-tooth shape. This asymmetry also shows up in the flow field. 

The magnitude of the velocities in the crest are once again higher than those in the trough. 

The velocities in the crest have magnitudes in the order of 100 cm/s and 20 cm/s in the 

trough. The point of inflection of the velocity vectors at the front face of the wave occurs 

almost at the peak of the wave. The point of inflection at the rear of the wave is now almost 

non existent. The particle velocities at the expected point of inflection, just behind the crest, 

have a varying phase with respect to their orbital motion. Shown in Figure 6.6(B) is the 

flow field of the spilling wave at station 3 measured using DPIV . Comparison of Figure 

6.6(A) and (B) reveal similar features . The velocities have similar magnitudes. The DCIV 

measurement however provides greater spatial resolution of the flow field and also provides 

velocity estimates higher up in the crest region. The variation of u and w as a function of 

wave phase and depth is shown in figures 6.6(C) and (D), respectively . Below the trough 

level(.: - 10 cm) there is little variation in u as a function of z. 

LDA measurements by Srive(l980) in a spilling wave at a similar position and with similar 

local wave characteristics, reveal horizontal velocities - 25 cm/s below the crest at the 

trough level. This correspond well with the peak positive horizontal velocity in Figure 

6.6(C)(e) . Near the bed Srive reports velocity - 10 cm/s which is similar to the peak 

positive horizontal velocity in Figure 6.6(C)(a). Measurements by Nadaoka et al. (1989) also 

give velocities - 60 cm/s in the middle of the crest and maximum velocities - 25 cm/s in 

the wave trough. 
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Figure 6.6: (A) Velocity flow field of a spilling wave at station 3 which is located 
-2.21 m beyond the break-point. 
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6.4.2 Time-ayeraged horizontal flow in the spilling wave 

The undenow is the wave or time-averaged horizontal flow below the trough level. The time­

averaged horizontal velocity < u(z) > as function of height above the bed, Z, is defined as: 

T 

<u(z» =1. J u( wt,z)dt 
To 

(6.2) 

In the case where the flow field is composed of samples spaced at regular intervals, such as 

the phase-averaged flow fields presented here , the time-averaged flow is estimated using a 

discretised version of the above equation, that is: 

N-l 
1 

<u(Z» =-L u(8 j,z)o8 
21tj~ 

(6.3) 

where 00 is the spacing of the bins along the x-axis and N is the total number of phase bins. 

Figures 6.7, 6.8 and 6.9 show the time-average of the horizontal velocity component, 

< II (:) >, at stations 1, 2 and 3 respectively. At station 1 there is a peak reverse flow of 

approximately 11 em/s, occurring close to the trough level. The velocity then decreases 

almost linearly to about 5 cm/s near the bottom. Above the trough level there is transition 

from a reverse current to a forward current. This reaches a peak value of approximately 17 

cm/s. The velocity above the trough level is due to the forward mass flux in the crest of the 

wave and the reverse mass flux is due to the undertow current. Measurements by Ting and 

Kirby (l 99-1) , using LDA at a similar position but using smaller wave heights, show very 

similar linear incrt:ase in velocity from the bed upwards. Near the bed Ting and Kirby 

l)btaincd a velocity of - 3.4 cm/s and a peak reverse flow near the trough level of - 6.8 

cm/s. Station 1 is very close to the break-point and the flow below the trough level, 

neglecting boundary layer effects. can be considered to be non-turbulent. 
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At station 2 the undertow is almost constant near the bottom. There is also an increase in the 

forward mass flux. At station 3 there is once again a reverse current below the trough level 

and a forward current above. The undertow, which is maximum near the bottom decreases 

gradually with height in a parabolic fashion. The peak reverse current near the bottom at 

station 3 is approximately 12 cm/s. The forward current reaches a peak velocity of 

approximately 26 cmls at a height of approximately 11 cm above the bottom. There is, thus, 

an overall decrease in the peak undertow velocity and an increase in the forward mass flux 

at station 3. For a similar position in the surf zone Ting and Kirby(1994) and Hansen and 

Svendsen(1984) measured a reverse flow near the bed of - 10 cm/s which is similar to that 

measured using DCIV. Table 6.3 summarises the peak forward and reverse flow in the 

spilling wave at stations 1,2 and 3. 

In the past, time-averaged horizontal velocity components were derived from LDA 

measurements, and only measurement below the trough level were available. It has been 

clearly demonstrated here that by using video image techniques it is possible to obtain 

similar measurement to those obtained using conventional techniques and also to quantify the 

mass flux occurring in the aerated region of the crest. 
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Figure 6.7: Time-averaged horizontal velocity, < u(z) >, of a spilling wave at station 
1 which is located - 0.24 m beyond the break-point. 
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Figure 6.8: Time-averaged horizontal velocity, < u(z} >, of a spilling wave at station 
2 which is located - 1.22 m beyond the break-point. 
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Figure 6.9: Time-averaged horizontal velocity, < U(Z} > in cm/s, of a spilling wave at 
station 3 which is located - 2.21 m beyond the break-point. 

Table 6.3: Peak time-averaged forward and reverse flow in the spilling wave. 

X-Xb (station 1) 0.24 (station 2) 1.22 (station 3) 2.22 

Peak forward velocity (cm/s) 17 31 26 

Peak reverse velocity (cm/s) -11 -15 -12 

Peak reverse velocity (cm/s)" -10 - -
*measured b' Tin y g ana Kirb rJ 994 y( and Hansen and Svellllsen'191S4 .. ( 

The forward and reverse mass flux at stations 1,2 and 3 for the spilling wave have been 

computed using the time averaged horizontal velocities. These are presented in Table 6.4 

below. The fractional density of the fluid in the crest of the wave can be estimated using the 

ratio of the reverse and forward mass fluxes assuming that the net flux through a vertical 

cross section should be zero. This is tabulated below. 
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Table 6.4: Forward and reverse mass flux in spilling waves 

X- Xb (m) (station 1) 0.3 (station 2) 1 (station 3) 1.9 

Forward mass flux (xlO-4 kg/ms) Pr186.8 p)82.6 p~7 

Reverse mass flux (x1Q-4 kg/ms) -p138.3 -p167.8 -p63.6 

Fraction density of crest -0.7 -0.6 -0.65 

where p IS the densl ty of water. 

The fractional density of the fluid in the crests of the spilling waves is nearly constant at 

stations 1,2 and 3. This also corresponds to the aeration measurements presented in Chapter 

5 where it was shown that the normalised aeration for the spilling wave is approximately 

constant for the major part of the surf zone. 
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6.S Velocity measurements in the plunging wave 

6.S.1 Phase ensemble-averaged velocity field in the plunging wave. 

The velocity vector flow field of a 0.4 Hz plunging wave having a deep water wave height 

of 11 cm, was measured at approximately 1.4 m before the breakpoint and 0.5 m and 1.3 

m beyond the break: point, corresponding to stations 1, 3 and 4, respectively. These 

measurement were accomplished using DCIV. 

Figure 6.1O(A) depicts the pre-breaking flow field of the plunging wave. The crests has 

become very narrow and peaked, while the troughs are very flat. The velocities in these 

regions show distinct features as weil, below the trough the velocities are mostly horizontal. 

Peak velocities are - 100 cm/s in the crest. The variation of u and w with respect to the 

wave phase is shown in Figure 6. 10(B) , and the variation of u with respect to depth is shown 

in Figure 6.1O(C). It can be seen from these figures that the vertical velocity is very small 

in the trough of the wave and varying in magnitude and sign below the crest of the wave. The 

profile of the horizontal velocity has a similar shape to the surface wave proflle. 
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Figure 6.10: (A) Velocity flow field of a plunging wave at station 1 which is located 
- 1. 11 III before the break-point. 
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Figure 6.10 cont.: (B) Phase ensemble averaged velocities, < II > (*) and < w> ( +) in cm/s, 
as a function of wave phase at depths (a) 4, (b) 7, (e) 11, (d) IS, (e) 19 and (f) 23 em above 
the bed, extracted from Figure 6.1O(A) 
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Figure 6.10(C) : Ensemble-averaged horizontal velocity, <u(Z», at wave phases, tIT, (a) 
0.125 (b) 0.25 (c) 0.375, (d) 0.5, (e) 0 .625 and (0 0.75, extracted from Figure 6.1O(A). 
u(cm/s) and z(cm) are plotted on the x and y axes, respectively. 
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Figures 6.11(A) and 6. 12(A) illustrate the phase averaged velocity vector field at 0.5 m and 

2.0 beyond the break-point, respectively. These flow fields show similar characteristics, with 

high velocities in the crest and directed almost horizontally everywhere. The magnitude of 

the velocities in the crest is - 200 cmfs and - 25 cmfs in the trough. There is a steepening 

of the wave-front as the wave propagates through the surf zone. The curling of the velocity 

vectors at the bottom of the wave-front is visible in figures 6. 11 (A) and 6.12(A), resulting 

in the formation of a. large vortex similar to the instantaneous vector field in figure 4.13 in 

Chapter 4. This vortex is due to the large shear created by forward flow in the crest and the 

reverse flow in the previous trough. 

LDA measurements by Stive(J980) in a plunging wave at similar positions show peak 

forward velocities in the order of 25 cmf s below the trough level. 
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Figure 6.11:. (A) Phase averaged velocity of a plunging wave at station 3 which is located 
-0.86 m beyond the break-point. 
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Figure 6.11 cont.: (B) Phase ensemble averaged velocities, < u > (*) and < w> (+) in cm/s, 
as a function of wave phase at (a) 1.5, (b) 3 (c) 4, (d) 6, (e) 7 and (e) 9 cm above the bed , 
extracted from Figure 6. l1(A) . 
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Figure 6.11(C): Ensemble-averaged horizontal velocity, <u(z) >, at wave phases, tiT, (a) 
0.125, (b) 0.25, (c) 0.325, (d) 0.5, (e) 0.625 and (t) 0.75, extracted from Figure 6.1l(A). 
u(cm/s) and z(cm) are plotted on the x and y axes, respectively 
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Figure 6.12: (A) Phase averaged velocity of a plunging wave at station 4 which is 
located -l.69 m beyond the break-point. 
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Figure 6.12: (B) Phase ensemble averaged velocities, < u > (*) and < w> ( +) in cm/s, as a 
function of wave phase at depths (a) 2, (b) 4, (c) 5, (d) 7, (e) 9 and (f) 10 cm above the 
bed, extracted from Figure 6.12(A) . 
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Figure 6.12(C): Ensemble-averaged horizontal velocity, <u(z) >, at wave phases, tiT, (a) 
0.125, (b) 0.25, (c) 0.375, (d) 0.5, (e) 0.625 and (0 0.75, extracted from Figure 6.12(A). 
u(cm/s) and z(cm) are plotted on the x and y axes, respectively 
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6.5.2 Time-averaged horizontal flow in the plunging wave 

The time-average of the horizontal velocity component, < u (z) > , at stations 1, 3 and 4 are 

shown in Figures 6.13,6.14 and 6.15, respectively. These time-averaged velocities were 

derived from the phase ensemble-averaged velocity using Equation 6.3. There is a forward 

mass flux in the region above the trough level and a reverse flow below the trough level. 

Station 1 corresponds to a pre-breaking position for the plunging case and the flow here, 

neglecting boundary layer effects, can be considered to be non-turbulent. The undertow at 

station 1 are very similar to pre-breaking measurements by Putrevu and Svendsen (l993) . 

Since there is no fluid leaving or entering the flume, there should be a conservation of mass 

across a vertical cross section of the flume . The time-averaged flow at station 1 shows the 

conservation of mass, that is, the total forward mass flux is approximately equal to the total 

reverse mass flux. Table 6.5 summarises the peak forward and reverse flow in the plunging 

wave at stations 1, 3 and 4. 

Once again there is a discrepancy between the total forward and reverse mass fluxes further 

in the surf zone, due to the fact that there is greater aeration present at station 3 and 4, 

reducing the effective density of the fluid in the crest region. 

Table 6.5: Peak time-averaged forward and reverse flow in the piunging wave. 

X-Xb (cm) (station 1) 1.11 (station 3) 0 .86 (station 4) 1.69 

Peak forward velocity (cm/s) 10 30 18 

Peak reverse velocity (cm/s) -10 -20 -7 
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Figure 6.13: Time-averaged horizontal velocity component, < U(Z) >, of a plunging 
wave at station 1 which is located - 1.11 m before the plunge-point. 
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Figure 6.14: Time-averaged horizontal velocity component, < u(z} > in cm/s, of a 
plunging wave at station 3 which is located -0.86 m beyond the break-point. 
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Figure 6.15: Time-averaged horizontal velocity, < u(z) >, of a plunging wave at station 
4 which is located - 1.69 m beyond the break-point. 

The forward and reverse mass flux at each measurement station as been computed using the 

time-averaged horizontal velocity. These are presented in Table 6.6 below. The fractional 

density of the fluid in the crest of the wave is computed using the ratio of the reverse and 

forward mass fluxes. These are also shown below. 

Table 6.6: Forward and reverse mass flux in plunging waves 

X-Xb (m) -1.4 0.5 1.5 

Forward mass flux (xI04 kg/ms) Pr131 .4 p~09.1 PrI02 .4 

Reverse mass flux (xIO-4 kg/ms) -pI44.9 -pI43.1 -p27.7 

Fraction density of crest -1 -0.7 -0.3 

The computed fractional density of the fluid in the crest of the wave shows that there is 

increasing aeration as the wave moves across the surf zone, which also corresponds to the 
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aeration measurements presented in Chapter 5. 

6.6 Measured and predicted orbital velocities 

The phase ensemble-averaged flow fields in the spilling and plunging waves showed a high 

degree of asymmetry in the velocity profile across the phase. The peak horizontal velocities, 

in the crest of the waves, also showed a rapid increase above the trough level. A comparison 

of the peak orbital velocities across the depth with those predicted by linear theory is useful, 

since linear theory is often used to obtain a first estimate of the peak velocities. A 

comparison with Stokes 2nd order theory is also provided. In shallow water the Stokes 2nd 

horizontal velocity is given by: 

where U ( l ) is given by Equation 2.10 in Chapter 2 and U (2) is given by (Fredsoe & Deigaard, 

1992): 

U(2) =1( H)2 U)k cosh(2k(d +z)) cos(2( U)t-kx)) _ H2 
4 2 sinh4(kd) 8cg 

Figures 6.16 shows the measured and predicted peak horizontal velocities in the spilling and 

plunging waves at stations 1 and 3. In the plunging wave at station 1 (which corresponds to 

a prebreaking position for this case) there is a close correspondence between the measured 

and linear predicted values below the approximate trough level. Above the trough level there 

is an increasing error between the measured and predicted values . In the spilling wave at 

station 1 and 3 and in the plunging wave at station 3, linear theory over predicts by more 

than 50% near the bed and under-predicts in the wave crest. 

Comparison with Stokes 2nd order theory shows that the predicted and measured profile are 

very similar for both spilling and plunging waves. In each case, however, there is an over­

prediction by a constant amount over the entire water column. Near the bed at station 1, 

there is an over-prediction of - 100% in the spilling wave and > 100% in the plunging 

wave. Near the bed at station 3, the over-prediction in the spilling wave is >200%. 
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Figure 6.16: (B) Peak horizontal velocity, from measurements( + ), linear(_) and 2nd 
order stokes( . .. ) theories , in the spilling wave, and from measurements(*)and linear 
theory( --), in the plunging waves, both at station 3. 
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6.5 Sensitivity Analyses 

The statistical averages, mean and standard deviation (some of which were computed in the 

previous sections) can be significantly influenced by the size of each bin and the number of 

samples within each bin if these experimental parameters are not chosen carefully. Ideally, 

the sample size should be as large as possible. However, for most cases there is a sample 

size for which the deviation from the true averages is small and it is important to determine 

this minimum sample size. The bin size on the other hand should be small enough so that the 

processes occurring within each bin is correlated, that is, the bin size should be smaller than 

the correlation radius of process. The choice of a particular bin size will result in turbulence 

features having a scale size smaller than the bin size to be smoothed out. 

Bin size sensitivity 

The computation of velocities, using DCIV, involves estimating the displacement of a small 

region of the fluid over a known time interval using cross correlation techniques. The 

estimated velocity is then an average velocity of the region in question and all variation 

within the region is lost. In order to effectively measure turbulent intensities and turbulent 

kinetic energies it is necessary that the pattern box be sufficiently small so that there is very 

little velocity variation with the pattern box. Using a pattern box that is too large results in 

lower estimates of turbulent intensities and kinetic energies. The velocities presented in this 

thesis were estimated using a 24 X 24 pixel pattern box. This pattern size corresponds to a 

- 1 cm X 1 cm region in the actual flow. This box size was chosen on the basis of seed 

densities that were available in the images and also to obtain as many velocity estimates at 

a given point within the wave phase from a set of 150 image pairs. Willert and Gharib(1991) 

show results of error associated with varying seed densities and conclude that a seed density 

of 5 seeds per pattern box results in an error, in estimating the peak position in the 

correllogram, of 0.03 pixels. In order to show that the chosen pattern size is sufficiently 

small, the mean and turbulent velocity components were computed for the spilling and 

plunging waves at station 3 using pattern sizes of 16 X 16, 20 X 20, 24 X 24, 28 X 28 and 

32 X 32 pixels. The results of the mean and turbulent velocities at selected positions, as a 

function of bin sizes, are presented. 
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Figures 6.17 shows the wave profile and the maximum number of available sample/bin for 

pattern sizes 16 x 16, 20 x 20, 24 x 24, 28 x 28 and 32 x 32 pixels, at wave phases 0, 

1/5,2/5,3/5 and 4/5 for the spilling wave at station 3. Figures 6.18 shows the wave profile 

and the maximum number of available sample/bin for pattern sizes 16 x 16, 20 x 20, 24 

x 24, 28 x 28 and 32 x 32 pixels, at wave phases 0, 116, 2/6, 3/6, 4/6 and 5/6 for the -- ~ 

plunging wave at station 3. At each position in figures 6.17 and 6.18, that is wave phase and 

height above the bed, there are 5 numbers listed corresponding to pattern sizes 16 x 16, 20 

x 20, 24 x 24, 28 x 28 and 32 x 32 pixels, respectively. Examination of the numbers in 

these figures reveals that for the 24 x 24 pattern size there are in the region of 40 to over 

100 samples per position, which is typical of the number of samples that were used in 

computing the mean and turbulent velocity for all the other positions and wave cases 

presented in this thesis. There are at some positions a low number of samples (in the order 

of 28) which occur mostly near the wave surface. Stive(J980) used 20 samples in computing 

the mean and turbulent intensities. Ting and Kirby (J994) used measurements from 102 wave 

cycles in their computation, however, due to signal drop-out not all of the 102 measurements 

were actually used. Craig and Thieke(J996) employed approximately 60 wave samples per 

bin in their computation. Thus the number of samples used in calculating each data point in 

this work is comparable to or exceed the number employed by other researchers. At each 

position in figures 6.16 and 6.17, the mean and turbulent veiocities were computed for each 

of the pattern size. The results for a subset of positions identified by a * in Figures 6.17 and 

6.18 are presented below. 

Figures 6.19-6.22 shows the effects of bin size on the mean and turbulent velocities for the 

spilling wave and Figures 6.23-6.26 show the result for the plunging case. Each figure 

contains six plots labelled a-e, corresponding to measurements at wave phase, tiT, of 0, 116, 

2/6, 3/6, 4/6 and 5/6 respectively. Each plot contains the measured quantity at vertical 

positions identified by a * in figures 6.16 and 6.17. The symbols +, *, 0, 0 and the 

dotted and dashed line represent measurements at 2, 4, 6, 8, 10.3 and 12 cm above the bed, 

respectively. 

These plots show that the mean, < U >, is almost insensitive to the bin size, showing only 

minor variation at only some places. Turbulent velocities, u'rms and w'rllls' as a function of 
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pattern or bin size show that, for bin sizes of 20 x 20, 24 x 24,and 28 x 28, the estimates 

are very much the same, with variation being of the order of 10%. There is a decrease in 

the estimated values at the largest bin size, 32 x 32, which is expected for the reason 

explained at the beginning of this section. There is also an increase in the estimate using the 

smallest bin size, 16 x 16, this due mostly to the fact that there considerably less samples 

available for the computation, the sample size is now influencing the result. It will be shown 

in Chapter 7 that the smallest turbulent length scale are of the order of 1 cm or greater. Thus 

using a pattern size of 1 cm x 1 cm is deemed to be more than adequate. 
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Figure 6.17: Maximum number of samples/bin for the spilling wave at station 3 for bin 
sizes, 16 X 16, 20 X 20, 24 X 24, 28 X 28 and 32 X 32 pixels. Results for -tiT of 0, 1/5, 
2/5, 3/5 and 4/5 are given. 
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Figure 6.18: Number of samples/bin for the plunging wave at station 3 for bin sizes, 16 X 

16, 20 X 20, 24 X 24, 28 X 28 and 32 X 32 pixels, respectively. Results for -tiT of 0, 1/6, 
2/6, 3/6, 4/6 and 5/6 are given . 
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Figure 6.19: Dependence of < u > on bin size for the spilling wave at station 3. Results are 
shown for tiT of (a)O, (b) 115, (c) 2/5, (d) 3/5 and (e)4/5 and depths 2( +),4(*), 6( 0), 8(6), 
10.3( . . .. ) and 12(- - - ) cm above the bed. 
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Figure 6.23: Dependence of < u > on bin size for the plunging wave at station 3. Results 
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Sample size sensitivity 

The effects of the sample size on the mean and turbulent components will be investigated 

here with a view to estimating errors associated with the measurements. For these purposes 

the velocity data obtained using the 24 x 24 bin size in Figures 6.17 and 6.18 will be used. 

The effects of the sample size on the convergence of the mean and standard deviation are 

investigated by computing these quantities using various sample sizes and examining the 

manner in which they converge. Figures 6.27-6.34 shows the dependence of < U>, < w> , 

Y < u 12> and Y < w' 2> on the sample size per bin for the spilling and plunging wave flow 

fields measured at station 3. 

Each figure contains six plots labelled a-e, corresponding to measurement at wave phase, tiT, 

of 0, 1/6, 2/6, 3/6, 4/6 and 5/6 respectively. Each plot contains the measured quantity at 

vertical positions identified by a * in Figures 6.16 and 6.17. The symbols +, *, 0,6. and 

o represent measurements at 2, 4, 6, 8 and 12 cm above the bed, respectively. The 

unmarked curve represent measurement at 10.3 cm above the bed. The curves in each plot 

are drawn by joining individual data points and only a few symbols are used to identify each 

curve. 

The mean converges rather quickly, that is, within 20 samples. There is also a mild deviation 

from the asymptotic value as sample size is decreased. The standard deviation is, however, 

much more sensitive to the sample size. TheY < u 12> component appears to converge only 

after 20 to 30 samples. Even here, there is an error of approximately 10% from the 

asymptotic value. The behaviour ofY < w' 2> is very similar to the mean components, that 

is, it also converges after about 10 samples. A similar test performed by Ting and 

Kirby(l994) showed that Y <u' 2> converges after approximately 40 samples. Thus, in 

summary it maybe conservatively concluded that - 25 samples/bin is adequate to ensure 

statistical convergence throughout the wave . 
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6.8 Summary 

The velocity flow fields of spilling and plunging waves, breaking on a 1 :20 slope beach, was 

measured using digital correlation image velocimetry (DCIV). Measurements of the phase 

ensemble-averaged flow field in the spilling wave at 24 (station 1), 122 (station 2) and 221 

(station 3) cm from the break point and in the plunging wave at -111 (station 1), 86 (station 

3) and 169 (station 4) cm from the break point were presented. A comparison of the flow 

field in the spilling wave at statiOIl 3, measured using digital particle image velocimetry 

(DPIV) and DCIV, was also presented. It was shown that both techniques provide 

comparable measurements, however, DCIV was shown to be more superior, providing 

velocity estimates in the extremely aerated region of the wave with a high spatial resolution. 

The measurements below the trough level have been compared with existing LDA 

measurements presented in the literature. 

Velocities in the crest of the spilling wave at stations 1, 2 and 3 were - 200, 100 and 100 

cm/s, respectively . Typical velocities of -100, 200 and 150 cm/s was found to occur in the 

crest of the plunging waves at stations 1, 3 and 4, respectively . 

The time-averaged flow in the spilling and plunging waves were also presented. The forward 

flux in the crest of the waves in the surf zone was found to be greater than the reverse flux 

below the approximate trough level. This is due to the lower fluid density in the crest of the 

waves as a result of wave-breaker related aeration. The fractional density of the fluid in the 

crest of the spilling waves was shown be approximately 0.7 throughout surf zone and the 

fract ional density of the fluid in the crest of the plunging waves was shown be - 1, 0.7 and 

0.3 at stations 1, 3 and 4, respectively. 

A comparison of the peak orbital velocities with those predicted by linear theory showed an 

over-prediction at positions below the trough level and an under-prediction above. Linear 

theory is shown to over predict velocities by -100% in the spilling wave and greater than 

100% in the plunging wave. 

A sensitivity analysis was also performed on the velocity data measured in the spilling and 

plunging waves at station 3, in order to determine the influence of the sample and bin size 

on the mean and standard deviation. It was shown that the mean converges after 10 to 20 

samples and the standard deviation converges after 20 to 30 samples. 
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CHAPTER 7 

TURBULENCE, VORTICITY AND SPECTRAL ANALYSIS 

OF SPILLING AND PLUNGING WAVES 

7.1 lmroduction 

7.1 Turbulence imensities 

7.3 Rt!\'llOlds stress and eddy viscosity 

7 A "onicity Analysis of the phase ensemble-averaged flow 

7.5 Spectral analysis 

7.6 SUllllllQl)' 

Tht! i1/S(Qmaneous velocity flow fields of spilling and plunging waves, measured using DCfV, 

art! analysed with the aim of estimating turbulence velocities, turbulent kinetic energies, 

Rt!yl/olds stress and rate of energy dissipation. The instantaneous flow fields at each position 

alvl/g the flume is analysed by decomposing each velocity vector into its mean andfluctuating 

compol/ems. The time-averaged vertical distribution of turbulence intensities, turbulent kinetic 

c'l/ergy and Reynolds stress are computed from the turbulence flow fields . The eddy viscosity 

is then computed using the Reynolds stress and the time-averaged horizontal velocity. The 

nlTficity of the phase ensemble-averaged flow is also examined. The rate of energy 

dissipaliol/ is estimated from the wavenumber spectrum of turbulence in the equilibrium 

1"clllgt'. and the scale lengths are then estimated using the rate of dissipation. 
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7.1 Introduction 

Turbulence is a state of the fluid flow that is characterised by high levels of velocity 

fluctuations. These fluctuations are usually driven by velocity shear that exists in the flow, 

such as over a stationary boundary. Vortices are also a prominent feature in shear flows. The 

velocity shear is responsible for extracting energy from the mean flow creating large eddies. 

In the surf zone turbulence is also generated by the breaking of waves. The net result in both 

cases is the transfer of energy to the large scale eddies . The large scale eddies, in turn, 

transfer their energy to eddies of smaller size. Thus there is a cascade of energy from the 

large scales to the small scales. Dissipation of energy to heat occurs at the small scale. The 

net result of turbulence in the surf zone is the dissipation of wave energy and the resulting 

sediment suspension and transport, which is of crucial importance to the coastal engineering 

community . Hence, the experimental measurements and analysis of turbulence in the spilling 

and plunging waves (Govender et ai, 1999) are presented here. 

Theoretical analysis of turbulence is performed via Reynolds decomposition of the variables 

in the Navier-Stokes equation into their mean and fluctuating parts, and computing the time 

averaged equation for the mean flow, kinetic energy of the mean and turbulent parts of the 

flow, etc . The equations describing the turbulent processes have been presented in Chapter 

2. The turbulent kinetic energy, k, is described, in tensor notation by 

k=1/2<u/u/> =1I2<u,/+u'/+u'/> and the total rate of change of k is given by: 

dk = ak +~<u .>k=~(1.<Upl>+<U~k'>-2VU~/) 
dt at ax. I ax. p J J , '} 

} } 
(7.1) 

I I I I -<u·u·><s .. > -2v<s· .~ ··> 
I J IJ 'T'} 

where uj are the velocity components, p is the pressure, " is the kinematic viscosity, and, 

<sij> and s/ij are the mean and fluctuating strain rate, respectively. The terms in brackets 

on the right hand side represent the transport of kinetic energy due to the action of pressure, 

turbulence diffusion and viscous stresses. The second last term on the right, - < U /jU j > sij' 

represents the production of turbulence by the action of the Reynolds stresses, - < U /jU j > , 

and the last term represents the dissipation by viscous stresses. The viscous dissipation is 

always a drain in energy and therefore appears as a negative quantity in Equation 7.1. The 

quantities, - < UjUj >, form the Reynolds stress tensor, which contains nine components, of 
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which six are independent. The Reynolds decomposition, thus results in additional unknowns 

in the form of cross products of the horizontal and vertical fluctuating velocities, < uiuj >. 

Thus we now have more unknowns than equations and this is referred to as the closure 

problem. Methods of effecting closure involves finding expressions to model the Reynolds 

stress terms and also the energy dissipation term. Typical models of turbulence are Prandtl's 

mixing length and, the k-l and k-e (Jones and Launder, 1972; Launder and Spalding, 1972) 

models. Mixing length models represent the Reynolds stress and the energy dissipation rate 

as a function of the mixing or scale length of the turbulent process. Thus the measurement 

of scale lengths are also of significance. 

The measurement of the turbulence intensities, kinetic energies, Reynolds stress and vorticity 

m spilling and plunging waves breaking on a 1 :20 slope beach are presented here. 

Measurements are provided only for positions above the bottom boundary layer. Tables 7.1 

and 7.2 summarises the wave characteristics and the measurement positions for the spilling 

and plunging wave case, respectively. It will be shown that there are high levels of 

turbulence and vorticity in the crests of the wave. The Reynolds stress near the bed increases 

almost linearly with distance above the bed. The turbulence viscosity was computed using 

the Reynolds stresses and the time-averaged horizontal velocity, which was presented in the 

previous chapter. The energy dissipation rates were estimated from the wavenumber spectrum 

in the so-called equilibrium range. Scale lengths, as a function of depth, were computed 

using the energy dissipation rate. 

Table 7.1: Spilling wave characteristics 

(X-Xb) Ho T hb H h Hlh hlhb 
(em) (em) (s) (em) (em) (em) 

(station 1) 24 15 21.1 0.71 0.968 

(station 2) 122 16 1.11 21.8 11 16.6 0 .66 0.762 

(station 3) 221 6.5 12.9 0.51 0.59 
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Table 7.2: Plunging wave Characteristics 

(X-Xb) Ho T hb H h Hlh hlhb 
(em) (em) (s) (em) (em) (em) 

(station 1) -111 15 21.5 0.69 1.38 
'. 

(station 3) 86 11 2.5 15.6 11 .5 11.82 0.97 0.76 
-

(station 4) 169 7.8 8.38 0.93 0.54 

This chapter includes four major sections, viz., turbulence intensities, Reynolds stress and 

eddy viscosity, vorticity analysis and spectral analysis. Each section present results for the 

spilling wave followed by those for the plunging wave. 

7.2 Turbulence intensities 

The turbulence intensities in the spilling and plunging waves were computed using a 

decomposition similar to the Reynolds decomposition. Since there is a surface wave present 

it is necessary to perform decomposition using an ensemble of data at each wave phase. The 

phase ensemble-averaged velocities presented in the previous chapter were computed by 

collecting all velocities vector in spatial bins approximately 1 cm x 1 cm in size, and 

estimating the average in each bin. 

The turbulence velocities in each of the bins were determined by separating the vertical and 

horizontal velocity components into their orbital , averaged and turbulent components . The 

ins.tantaneous particle velocity can thus be written as: 

u(t,z) =utt,z) +u(z) +ul(t,z) 

w(t,z) =W(t,z) +w(z) +w'(t,z) 
(7 .2) 

,..., ,y - -

where u(t,z) and w(t,z) are velocities due to the orbital motion of the wave, u (z) and w(z) 

are the time-averaged velocities, and u I (t, z) and Wi (t,z) are the instantaneous turbulent 

velocities. The phase ensemble-averaged velocities presented previously are the sum of the 

orbital velocity and the time-averaged velocity. The rms turbulence velocities or turbulence 

intensities , u'
mlS (8,z) and w'rms(8,z) , at each point in the wave were estimated by computing 

the standard deviation of the velocity components in each bin. 
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ul rms(8,z)=V<U I2(8,z»= 

WI rms(8,z) =V <WI 2(8,z» = 

N-l 

L (u(8! (&) +i1) -<u(8,z) »2 

o 
N-1 

N-l 

L (w(e/(&) +i1) -<w(e,z»)2 
o 

N-1 

(7.3) 

where 8=wt is the wave phase, T is the wave period, N is the number of samples in each 

bin, which is also the number of wave cycle, < u (8, z) > and < w(8,zJ > are the phase 

ensemble-averaged components, or simply the average velocity components in each bin. In 

keeping with the notation used in published literature, turbulence intensities will be denoted 

by ll' and w' in the remainder of this chapter, unless stated otherwise. 

7.2.1 Spilling wave 

7.2.1.1 Phase ensemble-averaged intensities 

The contours of horizontal and vertical turbulence intensities, u' and w', in the spilling wave 

at stations 1,2 and 3 are shown in Figures 7.1,7.2, and 7.3. The turbulence intensities are 

also shown as a function of wave phase at various depths. Pseudo-colour plots of the 

turbulence intensities at station 3 are also shown. 

Most of the high turbulence levels at station 1 (Figure 7.1) are confined to a small region 

near the top of the crest, due to spilling of the wave at that point. Peak turbulence intensities 

here are - 20 cm/s. In the rest of the wave, the turbulence intensities are lower, 5 - 10 cm/s, 

and due mostly to the velocity shear that is present in the wave. The magnitude of u' and w' 

are approximately of the same order throughout the wave. 

The peak intensities at station 2 (Figure 7.2) are in the order of 70 cm/s, occurring in the 

crest of the wave. The horizontal component of the turbulence in the crest of the wave, u', 

is greater than and the vertical component, w', indicating that the turbulence in the crest is 

non-isotropic. There are also high levels of turbulence throughout the crest. In the trough, 

the intensities are similar to those occurring at station 1. The peak turbulence intensities at 

station 2 are higher than those occurring at station 1 and there is greater spreading of the 
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velocity fluctuation throughout the wave. This is due to the fact that at station 2, the wave 

breaking is more intense with almost full formation of the roller . 

At station 3 (Figure 7.3), there is still a greater spreading of turbulence towards the lower 

and rear of the wave. The peak intensities of - 60 cm/s occur in the crest, and are lower 

than those occurring at station 2. Once again the turbulence intensities in the trough of the 

wave are very similar to those occurring at stations 1 and 2, that is 5-10 cm/s . LDA 

measurements by Stive(1980) in a plunging wave breaking on a 1:40 slope beach (see Section 

2.5 in Chapter 2), show similar results at similar positions below the trough level. Typically , 

LDA measurement reveal peak intensities of -12 cm/s below the trough level. These 

measurements are very similar to those measured using DCIV at station 3. 

Table 7 .3 summarises the peak intensities occurring in the spilling wave . The following 

conclusions can be drawn, based on the observation of turbulence in the spilling wave; The 

wave breaking results in high levels of turbulence in the crest of the waves compared to the 

turbulence values in the rest of the wave, which is generated mostly by the velocity shear and 

advection of turbulence from the crest. In the lower part of the wave and in the troughs the 

turbulence is tending towards isotropy and is thus indicative of dissipation, that is, there is 

complete mixing in all direction resulting the conversion of ordered motion into randomised 

motion. In the wave crest the turbulence is greatest in the horizontal direction. In the spilling 

wave the turbulence level reaches a peak some distance beyond the spilling point and 

decreases thereafter. 

Table 7.3 : Peak turbulence intensities in the spilling wave 

X-Xh (em) (station 1) 24 (station 2) 122 (station 3) 221 

z, (em) 16 14 10 

u' (em/s) 20 70 60 

w' (em/s) 20 50 60 

U '/(gh)112 0.14 0.54 0.53 

w'/(gh)' 12 0.14 0.39 0.53 

where Z IS the elevatIon of the trou ~h level above the bed. g 
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Figure 7.1: (A) Contours of the phase ensemble-averaged horizontal turbulence 
intensities, u I (cm/s), in the spilling wave at station 1 (x-Xt, = 24 cm, H -15 cm, h - 21.1 
cm, ~-21.8 cm). 
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Figure 7.1: (B) Contours of the phase ensemble-averaged vertical turbulence intensities, 
w' (cm/s), in the spilling wave at station l(x-Xt,=24 cm, H-15 cm, h-21.1 cm, 
hb - 21.8 cm). 

175 



20 20 
(b) 

t5 
(a) 

t5 

to fO 

~--
0 

0.0 0.2 0.4 0.6 0.8 t .O 0.0 0.2 0.4 0.6 0.8 t.O 

20 20 

t5 
(c) 

t5 
(d) 

to fO 

5 " ........ _- ... .,..,. ..... .,' ~~~ 

0 0 

0.0 0.2 0.4 0.6 0.8 t .O 0.0 0.2 0.4 0.6 0.8 f.O 

20 20 

r t5 t5 
(J) 

) 
• to fO 
I 
~ 5 

0 0 
0.0 0.2 0.4 0.6 0.8 t.O 0.0 0.2 0.4 0.6 0.8 t.O 

-tiT 

Figure 7.l:(C) Turbulence intensities, u'(-) and w'(- -) in cm/s, in the spilling wave at 
station 1, as a function of wave phase at (a) 4, (b) 8, (c) 12, (d) 16, (e) 20 and (f) 28 cm 
above the bed. 
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Figure 7.2: (A) Contours of the phase ensemble-averaged horizontal turbulence 
intensities, u I (em/s), in the spilling wave at station 2(x-~= 122 em, H -11 em, 
h-16 .1 em, hb -21.8 em). 
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Figure 7.2: (B) Contours of the phase ensemble-averaged vertical turbulence intensities, 
w' (em/s), in the spilling wave at station 2(x-~= 122 em, H -11 em, h -16.6 em, 
hb -21.8 em) . 
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Figure 7.2: (C) Turbulence intensities, u'( -) and w'( - -) in cm/s, in the spilling wave at 
station 2, as a function of phase at (a) 4, (b) 8, (c) 12, (d) 16, (e) 20 and (0 24 cm above 
the bed . 
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Figure 7.3:(A) Contours of the phase ensemble-averaged horizontal turbulence 
intensities, u' (em/s), in the spilling wave at station 3(x-~=221 em, H-6.S em, 
h -12.9 em, hb - 21.8 em). 
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Figure 7.3:(B) Contours of the phase ensemble-averaged vertical turbulence intensities, 
w' (em/s), in the spilling wave at station 3(x-~=221 em, H -6.5 em, h-12.9 em, 
hb - 21.8 em) . 
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Figure 7.3 :(C) Pseudo-colour plot oftne phase ensemble-averaged horizontal 
turbulent intensities (crn/s) in the spilling wave at station 3. 
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Figure 7.3 : (D) Pseudo-colour plot of the phase ensemble-averaged vertical turbulent 
intensities (crn/s) in the spilling wave at station 3. 
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Figure 7.3:(E) Turbulence intensities, u'(-) and w'(- -) in cm/s, in the spilling wave at station 
3, as a function of phase at (a) 2, (b) 4, (c) 6, (d) 8, (e) 10 and (f) 12 cm above the bed. 
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7.2.1.2 Time-averaged turbulence intensities and kinetic energy: spilling wave 

The time-averaged turbulence intensities and kinetic energy, as a function of depth, in the 

spilling wave at stations 1,2 and 3 are shown in Figures 7.4, 7.5 and 7.6, respectively. The 

time averaged turbulence intensities were computed, using the high resolution flow fields 

measured at each phase position, by averaging along a horizontal line over the entire wave 

phase. 

The plots of time-averaged intensities show that the time-averaged horizontal turbulence 

intensity, II', and vertical turbulence intensity, w', increases from the bed upwards, reaching 

a ma'dmum at approximately the trough level and decreasing thereafter. This is particularly 

apparent for station 1, where the trough is at the approximate level z/ = 16 cm. 

The time-averaged intensities at positions below the trough level (z/= 14 cm) at station 2, 

however, is nearly constant, i.e . -5 cm/s. Above the trough level, the turbulence intensities 

increase rapidly to a peak value of - 15 cm/s . The increase is due to the dynamic wave 

breaking at this position. The turbulence intensity below the trough level (Zt = 10 cm)at 

station 3 are higher than those occurring at station 2, with peak intensities of the order 10 

cm/s. 

The turbulent kinetic energy (TKE) is define by the following relation: 

(7.4) 

However, DCIV measurement provide only two components of the turbulence intensities and 

therefore the TKE is estimated using the following approximation (Svendsen, 1978) assuming 

plane wake flow: 

1 k=1.33-(u' 2+W' 2) 
2 

(7.5) 

The TKE have been computed using the phase ensemble-averaged turbulence intensities. 

Iklow the trough level, the TKE have similar trend to the turbulence intensities at their 

respective positions. Above the trough level the time-averaged kinetic energy increases 
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rapidly and remains almost constant for a distance corresponding to the wave height and 

decreasing thereafter. This is further evidence that turbulence production o~curs in the crest 

of the wave were breaking is dominant. At station 1 the TKE is smallest with a peak value 

of 80 cm2/s2 while the peak TKE at stations 2 and 3 are - 750 cm2/s2 and 150 cm2/s2
, 

respectively. 

A common plot showing the time-averaged TKE presented here together with existing LDA 

measurements is shown in Figure 7.7. The measured profiles, as extracted from 

Mocke(l998) , correspond to surf zone positions where hlhb is of the order 0.7. The TKE 

are plotted using normalised coordinates. The elevation is normalised with respect to the 

water depth, h, and the TKE is normalised with respect to (gh). It can be seen that below the 

trough level, the TKE measurements presented here are consistent with those of Stive(1980) 

and Ting and Kirby(l994). Unlike previous LDA measurements, Figure 7.7 clearly shows 

that DCIV provides measurements that extend well above the trough level and with a high 

spatial resolution. 
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Figure 7.4:Time-averaged (left) horizontal(*) and vertical( 0 ) turbulence intensities, and 
(right) turbulent kinetic energy in the spilling wave at station 1 (x-~ =24 cm, H - 15 cm, 
h-21 .1 cm, hb-21 .8 cm). 
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Figure 7.5:(a) Time-averaged (left) horizontal(*) & vertieal( 0 ) turbulence intensities 
and (right) TKE in the spilling wave at station 2(x-~= 122 em, H= 11 em, h-16.6 em, 
hb - 21.8 em). 
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Figure 7.5 :(b) Time-averaged (left) horizontal(*) and vertieal( 0) turbulence intensities 
and (right) TKE below the approximate trough level in the spilling wave at station 2, 
corresponding to z < 15 em in Figure 7.5(a). 
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Figure 7.6: Time-averaged (left) horizontal(*) and vertical( 0 ) turbulence intensities and 
{right) TKE in the spilling wave at station 3(x-~=221 em, H-6.S em, h- 12.9 em, 
ht- -21 .8 em). 
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Figlll"l' 7.7: Comparison of time-averaged TKE of Stive(1980) ( +), Ting & 
"-·;r"."(199-1)( 0 ), Cox et 01.(1994)(6), Okayasu(l989)(O) and DCIV measurements at 
st:ltilltlS 2("') and 3(0). 
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7.2.2 Turbulence measurements in plunging waves 

7.2.2.1 Phase ensemble averaged intensities 

The contours of horizontal and vertical turbulence intensities, u I and w', in the plunging 

waye at stations 1, 3 and 4 are shown in Figures 7.8,7.9, and 7.10, respectively. The 

turbulence intensities are also shown as a function of wave phase at various depths. Pseudo­

colour plot of the turbulence intensities at station 3 are also shown. 

StJtion 1 corresponds to a pre-breaking position for the plunging wave and the turbulence 

here is due solely to the presence of velocity shear and advection of turbulence from the 

breaking region. Turbulence intensities in the crest are -10 cm/s. In the rest of the wave 

the turbulence intensities are lower, -2 cm/s . u ' and w' are similar in magnitude through 

l'lUt the WJye . 

The peak intensities at starion 3 (Figure 7.9) are - 120 cm/s , occurring near the toe of the 

waye front . The horizontal component of the turbulence (u ') is greater than and the vertical 

Cl'lmponent (w') throughout the wave, indicating non-isotropic behaviour. There are also high 

le,'el$ of turbulence throughout the crest area. In the trough area, the horizontal turbulence 

intensities are - 10 cm/s, while the vertical turbulence intensities are - 6 cm/s. The peak 

turbulence intensities at station 3 are very much higher than those occurring at station 1 and 

tht:re is a spreading of the velocity fluctuation throughout the wave . 

At $tatil1I1 4 (Figure 7.10), there is greater spreading of turbulence towards the lower and 

rear pan of the wave. The peak intensities are similar to those occurring at station 3. The 

turhulence intensities in the trough area of the wave are -7 em/so Also, the magnitudes of 

lh~ horiwntal and vertical intensities are relatively similar. Peak intensities in the crest are 

- 120 em/so 

1.l):\ mt:asur~mt:nt by Srive(1980)(see Figure 2.5 in Chapter 2) in plunging wave (test 2), 

indk:Hl' pt:ak intensities at the approximate trough level of 12 cm/s below the crest and 5 

CI\\ / S bt:h'l'" tmugh. These measurements are similar to those measured using DCIV at 

st:ltillns 3 and 4. 
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Table 7.~ summarises the peak turbulence intensities present in the plunging wave. 

The following conclusion can be drawn, based on the observation of turbulence in the 

plunging wave; The wave breaking results in higher levels of turbulence in the crest of the 

wayes compared to turbulence in the rest of the wave, which is generated mostly by the 

yelocity shear. In the lower part of the wave and in the troughs the turbulence is more 

isotropic . In the wave crest the turbulence is greatest in the horizontal direction. In the 

plunging wave the turbulence intensity is greatest at station 3. The turbulence intensities in 

the plunging wave are greater than those occurring in the spilling wave. 

Table 7 A : Peak turbulence intensities in the plunging wave 

x-x, t.:m) (station 1) -Ill (station 3) 86 (station 4) 169 

- t.:m) 19 10 7.5 
'< 

/I. (.:m $) 10 120 120 

w · (.:m $) 6 100 100 

/1 ·1 (gh/: : 0.07 1.07 1.27 

w 'l (gll ): : 0.045 0.89 1.06 

. \\ here 4 1~ the elevation of the trough level above the bed , 
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Figure 7.8 :(:\) Contours of the phase ensemble-averaged horizontal turbulence 
intensities . 11' (em/s). in the plunging wave at station l(x-~=-111 cm, H -15 cm, 
h - 21.5 em. Ilt, - 15.6 em). 

E 
.5:. 20 
N 

10 

o~~~~~~~~~~~~~~~~~~~~ __ ~ 
0.0 0 .2 0 .4 0 .6 0 .8 1.0 

-t/T 

Fi~lll'l' 7.S : (13) Cllntours of the phase ensemble-averaged vertical turbulence intensities, 
\1" in em~/s. in thL' plunging wave at station l(x-xb=-I11 cm, H -15 cm, h -21.5 cm, 
hI, - 15 .() em) . 

188 



20 20 

'5 
(a) 

'5 
(b) 

'0 fO 

5 5 

0 0 
0.0 0.2 0.4 0.6 O.S t.O 0.0 0.2 0.4 0.6 0.8 '.0 

20 20 

'5 
(e) 

t5 
(d) 

'0 fO 

5 5 

o -..c:.~' ~ .... -..... -... ...-. 0 
0.0 0.2 0.4 0.6 0.8 f .O 0.0 0.2 0.4 0.6 0.8 f.O 

20 20 

I f5 
(e) 

15 
(f) 

) 
, '0 fa 
I 

":I 5 f\ 5 
....... -, 

0 
0.4 0.6 O.S f.O 0.0 0.2 0.4 0.6 0.8 '.0 

-tIT 

Fil!U1'l\ 7.S: (C) 'l\trhuknce intensities, u'(*) and w'(+) in em/s, in the plunging wave at 
$(:\tilHl t. :\s a t'Utll:tillll of wave phase at (a) 4, (b) 8, (e) 12, (d) 16, (e) 20 and (f) 28 em 
ahove thl..' hl.'J. 

189 



20 

15 

5 

o~~~~~~~~~ __ ~~~~~~~~~~ __ ~ 
0 .0 0 .2 0.4 0.6 0 .8 1.0 

-ti T 

Figure 7.9:(A) Contours of the phase ensemble-averaged horizontal turbulence 
intensities, u' (cm/s), in the plunging wave at station 3(x-~=86 cm, H -11 .5 cm, 
h - 11.8 cm, hb - 15 .6 cm) . 
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Figure 7.9:(B) Contours of the phase ensemble-averaged vertical turbulence intensities, 
w' in cm/s, in the plunging wave at station 3(x-~=86 cm, H-11 .5 cm, h-ll.8 cm, 
hb -15.6 cm) . 
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Figure 7.9:(C) Pseudo-colour plot of the phase ensemble-averaged horizontal turbulent 
intensities in the plunging wave at station 3. 
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Figure 7.9:(D) Pseudo-colour plot of the phase ensemble-averaged vertical turbulent 
intensities in the plunging wave at station 3. 
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Figure 7.9:(E) Turbulence intensities, u '(-) and w'(- -) in cm/s, in the plunging wave at 
station 3, as a function of phase at (a) 2, (b) 4, (c) 6, (d) 8, (e) 10 and (0 12 cm above the 
bed . 
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Figure 7.10:(A) Contours of the phase ensemble-averaged horizontal turbulence 
intensities, u' in em/s, in the plunging wave at station 4(x-~=169 em, H-7.8 em, 
h - 8.38 em, hb -15.6 em). 
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Figure 7.10: (B) Contours of the phase ensemble-averaged vertical turbulence intensities, 
w' in em/s, in the plunging wave at station 4(x-~=169 em, H-7.8 em, h-8.38 em, 
hb -15.6 em) . 
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Figure 7.10:(C) Turbulence intensities, u'(-) and w'(- -) in cm/s, in the plunging wave at 
station 4, as a function of phase at (a) 4, (b) 6, (c) 8, (d) 10, (e) 12 and (f) 14 cm above the 
bed . 
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7.2.2.2 Time averaged turbulence intensities and kinetic energy: plunging wave 

The time-averaged turbulence intensities and kinetic energy, as a function of distance above 

the bed, in the plunging wave at stations 1, 3 and 4 are shown in Figures 7.11, 7.12 and 

7.13, respectively. These were computed, using the high resolution flow fields measured at 

each phase position, by averaging along a horizontal line over the entire wave phase. The 

plots of time-averaged intensities show that the time-averaged horizontal turbulence intensity, 

u I, and vertical turbulence intensity, w', increase from the bed upwards, reaching a 

maximum near the approximate trough level and decreasing thereafter. The peak turbulence 

intensity at station 1 is -1.5 cm/s. At stations 3 and 4, the turbulence intensity is 

approximately constant throughout the depth below the trough level. The horizontal and 

vertical turbulence intensities below the trough level at stations 3 and 4 are - 9 cm/s and 5 

cm/s, and - 6 cm/s and 5 cm/s, respectively. 

The time-averaged turbulent kinetic energies were computed using the phase ensemble­

averaged turbulence intensities as discussed in Section 7.2.1.2. Below the trough level, both 

the TKE and turbulence intensities have similar trends at their respective positions. The time 

averaged kinetic energy above the trough level increases rapidly and remains almost constant 

for a distance corresponding to the wave height before decreasing thereafter. At station 1, 

the TKE is smallest with a peak value of 30 cm2/s2
, while at stations 3 and 4, the peak 

values are - 200 cm2
/ S2 and 120 cm2

/ S2. The TKE also increases with distance above the bed 

at stations 3 and 4. 

A composite plot showing the time-averaged TKE presented here together with other LDA 

measurements (refer Macke, 1998), in plunging waves at positions where h/~ - 0.7, is shown 

in Figure 7.14. The TKE are plotted using normalised coordinates. The height is normalised 

with respect to the mean water level, h, and the TKE is normalised with respect to (gh). It 

can be seen that below the trough level, the measurements presented here are higher than 

those of Stive (1980) but lower than those measured by Ting and Kirby (1994). Figure 7.14 

also show that the DCIV measurements extend well above the trough level. The DCIV 

measurements of TKE also show a steeper gradient with depth. 
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Figure 7.11: Time-averaged (left) horizontal(*) and vertkal( 0) turbulence intensities 
and (right) TKE in the plunging wave at station l(x-xb=-I11 em, H-15 em, h-21.5 
em, ~ - 15.6 em). 
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Figure 7.12: Time-averaged (left) horizontal(*) and vertieal( +) turbulence intensities 
and (right) turbulent kinetic energy in the plunging wave at station 3(x-~=86 em, 
H - 11. 5 em, h - 11. 8 em, hb - 15 . 6 em). , 
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Figure 7.13: Time-averaged (left) horizontal(*) and vertical( +) turbulence intensities 
and (right) turbulent kinetic energy in the plunging wave at station 4(x-Xt, = 169 cm, 
H-7.8 cm, h-8 .38 cm, ~-15.6 cm). 
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Figure 7.14: Comparison of time-averaged TKE of Stive (1 980) ( +), ring & 
Kirby (l 994) ( 0) and DCIY measurements in the plunging wave at stations 3(*) and 4(0). 
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7.3 Reynolds stress and eddy viscosity 

The Reynolds stresses were computed together with the turbulence intensities at each phase 

position using the snap shot of the instantaneous velocity fields. Thus the Reynolds stress 

measurements are available at intervals of - 0.25 cm in the vertical and horizontal directions 

over the entire wave phase. The time-averaged Reynolds stress, -<u'w'>, was then 

computed by averaging over the wave phase, at each vertical position. 

The Reynolds stress, T, can be modelled using the Boussinesq approximation (Boussinesq, 

1877), that is 

with the eddy viscosity given by: 

't=-p<u'w'>=pv au 
Taz 

-<u'w'> 

where the overbar denotes time-averaged quantities. 

7.3.1 Reynolds stress and eddy viscosity in spilling waves 

(7.6) 

(7.7) 

The time-averaged Reynolds stress and the eddy viscosity in the spilling wave at stations 1, 

2 and 3 are shown in Figures 7.15, 7.16 and 7.17, respectively. At stations 1 and 2, the 

Reynolds stress below the trough level is almost constant, showing a slight increase with 

distance above the bed, while above the trough level, the Reynolds stress show a rapid 

increase over a short distance and decreasing thereafter. The Reynolds stress at station 3 

increases almost linearly with distance above the bed. 

The eddy viscosity below the trough level at station 2 is almost zero, while above the trough 

level there is a rapid increase (corresponding to the point of maximum Reynolds stress) 

followed by a decrease thereafter. The eddy viscosity at station 3 shows an increasing trend 

towards the bed, reaching a maximum of - 5 cm2/s at z -4 cm, thereafter the eddy viscosity 

decreases almost linearly to zero near the bed. 
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Figure 7.15: Time-averaged (left) Reynolds stress and (right) eddy viscosity in the 
spilling wave at station 1(x-xb=24 em, H -15 em, h - 21.1 em, ~ - 21.8 em). 
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Figure 7.16:(a) Time-averaged (left) Reynolds stress and (right) eddy viscosity in the 
spilling wave at station 2(X-Xb= 122 em, H -11 em, h - 16.6 em, ~ - 21.8 em). 
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Figure 7.16:(b) Time-averaged (left) Reynolds stress and (right) eddy viscosity below 
the approximate trough level in the spilling wave at station 2, corresponding to the z < 
15 em in Figure 7.16(a). 
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Figure 7.17: Time-averaged (left) Reynolds stress and (right) eddy viscosity for the 
spilling wave at station 3(x-xb=221 em, H - 6.5 em, h - 12.9 em, ~ - 21.8 em) . 
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7.3.2 Reynolds stress and eddy viscosity in plunging waves 

The time-averaged Reynolds stress in the plunging wave at stations 1, 3 and 4 are shown in 

Figures 7.18, 7.19 and 7.20, respectively. The Reynolds stress at station 1 is almost zero in 

the vicinity of the bed and increases very slightly near the trough level, while above the 

trough level the Reynolds stress fluctuates about zero, with a peak fluctuation of - 6 cm2/s2
• 

The Reynolds stress near the bed at station 3 is negative, (-5 cm2/s2
), and increases almost 

linearly with distance above the bed, reaching a maximum, - 20 cm2/s2
, near the trough level 

and decreasing thereafter. At station 4, the Reynolds stress near the bottom is zero increasing 

very gently at first, followed by a rapid increase near the trough level. 
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Figure 7.18: Time-averaged (left) Reynolds stress and (right) eddy viscosity in the 
plunging wave at station l(x-xb=-I11 cm, H -15 cm, h - 21.5 em, ~ -15.6 em). 
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Figure 7.19: Time-averaged (left) Reynolds stress and (right) eddy viscosity in the 
plunging wave at station 3(X-Xb=86 em, H-l1.5 em, h- 11.8 em, ~-15.6 em) . 
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Figure 7.20: Time-averaged (left) Reynolds stress and (right) eddy viscosity in the 
plunging wave at station 4(x-xb=169 em, H-7.8 em, h- 8.38 em, ~-15.6 em), 
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7.3.3 Comparison with LDA measurements 

The Reynolds stress and eddy viscosity measurement by Okayasu(1988) , using LDA, are 

presented in Figure 7.21 below. Comparison of Reynolds stress measurements with DCIV 

measurement at station 3 for' both spilling and plunging waves show consistent features for 

measurements below the trough level. At the bottom the Reynolds stress is in the order of 

5 g/cm s: and increasing linearly to a peak of around 15 g/cm S1 near the trough level , 
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Figure 7.21: Vertical distribution of A) mean Reynolds stress and B) mean eddy 
viscosity for case 2 and 8 of Okayasu et al. (1988), extracted from a compilation by 
Mocke(J998) . 

The eddy viscosity measurement by Okayasu (1988) also show linear increasing trend with 

distance above the bed , these , however, are dissimilar to the DCIV measurements of eddy 

viscosity , possibly due to the sensitivity to the numerical computation of the gradient in 

Equation 7.7. 
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7.4 Vorticity analysis of the phase ensemble-averaged flow 

Turbulent flow exhibits high levels of vorticity and fluctuations of vorticity. The presence 

of regions of non-zero vorticity in turn implies the presence of vortices. There are close links 

between the strain rate and vorticity as discussed in Chapter 2. The vortices that are aligned 

with the mean strain rate are stretched, while those that are perpendicular to the mean strain 

rate are compressed. The rate of strain and vorticity playa crucial role in transferring energy 

from the mean flow to large scale eddies, and from the large scale eddies down the hierarchy 

to the smaller scale eddies. The vorticity of the phase ensemble-averaged flow also influences 

the mass and momentum transport in the surf zone as shown by Nadaoka(1989). 

The phase-averaged vorticity is obtained by computing the curl of the phase-averaged velocity 

vector field as follows: 

w = 'Vx<u> = a<u> _ a<w> 
k ay ax 

(7 .8) 

where < u > and < w> are the phase ensemble-averaged horizontal and vertical velocities, 

respectively. The derivatives have been evaluated using finite differences. The computation 

of derivatives using finite differences is sensitive to noise in the velocity measurements and 

should be implement with care. Since we are computing the vorticity of the phase ensemble­

averaged flow field where most of the measurement noise has been removed as a result of 

the averaging operation, the finite difference scheme therefore does not pose a serious 

problem in this instance. However, the computation of the vorticity of the instantaneous 

velocity fields using finite differences should be done with caution. In these cases it is best 

to fit a 2D spline function to the velocity field and compute the vorticity analytically using 

the coefficients of the spline fit ( e.g. Fincham, 1997). 

7.4.1 Vorticity in Spilling waves 

Figures 7.22, 7.23 and 7.24 shows the contour plot of the vorticity in the spilling wave at 

stations 1, 2 and 3, respectively. The peak values of vorticity occur at the base of the crest 

where a large velocity shear is created by the forward flow above the trough level and the 

reverse flow below. 
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At station 1 (Figure 7.22) the peak vorticity, - + 30 S-I, occurs near the top of the wave, 

where spilling of the wave is taking place. In the major part of the wave below the trough 

level the there is a small negative vorticity , - -1 S-I. 

At station 3 (Figure 7.23) peak vorticity, in the range + 30 to + 100 S-I, occurs at the toe of 

the wave. In the rear of the crest, the vorticity is - 5 S-I. In the region 3 < Z < 6, the 

vorticity is almost zero and near the bed it is negative (- -2 S-I) . Measurements by 

Nadaoka(J989)(see Chapter 2) in spilling waves, breaking at the edge of a 1 :20 slope beach, 

indicate similar values near the bed and in the major part of the wave. Peak vorticity 

measured in the crest by Nadaoka is lower, - 14 S-I . The lower vorticity is due to the 

measurement being conducted in the flat section of the beach where wave breaking is 

reduced. The large vorticity at the base of the crest is responsible for the large vortex created 

there. This vortex has a dimension comparable to the wave height. 

The peak vorticity along the surf zone occurs in the vicinity of wave breaking and has a 

value that is almost constant throughout the surf zone. There is, however, spreading of 

vorticity into the rear of the wave as it propagates across the surf zone . 

-t/T 

Figure 7.22: Vorticity, in S-I, of the phase ensemble averaged velocity field in the 
spilling wave at station 1 which is located approximately 24 cm beyond the breakpoint. 
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Figure 7.23: Contours of the phase ensemble-averaged vorticity, in S-I, in the spilling 
wave at station 2 which is located approximately 122 cm beyond the breakpoint. 
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Figure 7.24: Pseudo-colour plot of the phase ensemble-averaged vorticity, in s-t, in the 
spilling wave at station 3 which is located approximately 221 cm beyond the breakpoint. 
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7.4.2 Vorticity in plunging waves 

Figures 7.25, 7.26 and 7.27 show the contour plots of the vorticity in the plunging wave at 

stations 1, 3 and 4, respectively. The peak values of vorticity occur at the base of the crest 

where a large velocity shear is created by the forward flow above the trough level and the 

reverse flow below. 

The peak vorticity at station 1 (Figure 7.25), which corresponds to a pre-breaking position 

for the plunging wave case, is - 2 S-1 and occurs near the top of the wave. In the major part 

of the wave, below the trough level, there is a small negative vorticity, - -1 S-I. 

At station 3 (Figure 7.26) and 4 (Figure 7.27) peak vorticity,in the range +30 to +140 S-I, 

occurs at the toe of the wave. In the rear of the crest and lower part of the wave the vorticity 

is - 1 S-I. Near the bed there is negative vorticity - -2 S-I. 

The peak vorticity in the plunging waves are similar to those occurring in the spilling wave. 

In the plunging waves there is little spreading of vorticity. The vorticity in the surf zone is 

very much higher compared with that occurring at the pre-breaking position, implying that 

wave breaking is the primary mechanism of vorticity generation. 
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Figure 7.25: Vorticity, in S-I, of the phase ensemble-averaged velocity field in the 
plunging wave at station 1 which is located approximately 111 cm before the breakpoint. 
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Figure 7.26: Pseudo-colour plot of the phase ensemble-averaged vorticity, in S-I, in the 
plunging wave at station 3 which is located approximately 86 cm beyond the breakpoint. 
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Figure 7.27: Contours of the Phase ensemble-averaged vorticity, in S· l, in the plunging 
wave at station 4 which is located approximately 169 em beyond the breakpoint. 

208 



7.5 Spectral analysis 

The correlation and spectral density functions are used in the spectral analysis of turbulence. 

The spatial correlation tensor, Ri}' of the turbulence velocity component, u;(X) , is used and 

is defined as follows: 

(7.9) 

where ui and uj are the velocity components along a particular coordinate axis . The spectral 

tensor, cPi}' is then the Fourier transform of the correlation tensor. The sum of the diagonal 

elements of the spectrum tensor is of particular significance, since it represents the kinetic 

energy at a given wavenumber. The energy spectrum is usually represented as a function of 

a scalar wavenumber, k, and is obtained by integrating the sum of the diagonal components 

over a spherical shell of radius k (Frost and Moulden , 1977; Tennekes and Lumely, 1972). 

(7 .10) 

The characteristic behaviour of the scalar wavenumber spectrum E (k) can be inferred through 

a process of dimensional analysis and physical reasoning . A typical form of E(k) is shown 

in Figure 7.28. 

The largest eddies are those with a permanent character and occur at very low wavenumbers . 

The energy containing eddies occur at the peak of the spectrum, and the upper end of the 

spectrum, which is referred to as the equilibrium range, corresponds to the small eddies 

responsible for the dissipation of the turbulence energy . The turbulence in the equilibrium 

range is isotropic and the energy spectrum has the following form: 

(7.11) 

where e is the rate of energy dissipation and a::::: 1.5 is an empirical constant. 

Equation 7.10 provides a full spectral description of the turbulence. However, most previous 

measurements of the wavenumber spectrum were obtained by measuring one dimensional 

spectra using point measuring techniques. The 1D auto and cross correlation function of the 
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Figure 7.28: Typical energy spectrum, E(k), of 3D turbulence (Frost and Moulden, 
1977). 

velocities were measured usmg point measunng techniques such as LDA, hot Wlre 

anemometry etc .. This type of spectral analysis is subjected to alai sing of the wavenumber 

spectrum (Frost and Moulden, 1977; Tennekes and Lumely, 1972). There is however a large 

body of mathematical analysis based on this type of measurement and this form of 

measurement will be adopted here. 

Essentially it is necessary to compute the 1D wavenumber spectrum of the horizontal and 

vertical velocity component over the entire wave phase at the desired depth using a number 

of wave cycles to form an average spectrum. Since the flow field of the entire wave is not 

available, the spectrum of the turbulent velocities, u' and w', are computed for each section 

of the wave using 50 instantaneous velocity vector fields . This is illustrated in Figure 7.29. 

Each instantaneous flow field is interpolated, the average along each row is subtracted from 

each vector along the row and a ID FFT is computed for each row in each instantaneous 

flow field. This results in 50 instantaneous wavenumber spectrums. An average spectrum of 

each row is then computed for the wave phase in question. This procedure is repeated for 

the other sections of the wave. Finally, an average spectrum for the entire wave is computed. 

The procedure provides the wavenumber spectrum for k > 10k ... , where Ie.., is the 
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wavenumber of the surface wave. The spectrum of the horizontal velocity is referred to as 

lateral spectrum and that of the vertical velocity is referred to as the transverse spectrum. 

The spectrum computed as above still obeys the k-513 law in the equilibrium range. 

The relationship between E(k) and the ID spectrum of the horizontal velocity, F, is given by 

(Hinze, 1959): 

E(k) =k3 !!(! dF) 
die k dk 

This relation is used to estimate E(k) from measurements of F. 
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Figure 7.29: Computation of the lateral and transverse spectrum, using 50 instantaneous 
vector fields at each section of the wave. 
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7.5.1 Energy dissipation and length scales in spilling waves 

The wavenumber spectrum in the spilling wave at stations 1 and 3 are shown in Figure 7.30. 

The spectrum is plotted on a log-log scale together with a -5/3 sloped line for comparison 

with the predicted characteristics in the equilibrium range. These plots show that for a 

wavenumber greater than that of the surface wave, the measured spectra at the various depths 

possess a slope - -5/3, but shifted vertically. The rate of dissipation,e , was estimated by 

fitting a -5/3 sloped line and estimating the y-intercept of the measured spectra plotted on a 

log-log scale. The Taylor micro scale length, l, was then estimated using (Hinge, 1959) 

2 
u'rms(Z) 

e(z)=15v--­
[2(Z) 

(7.13) 

where p= 1.1x10-2 cm2/s is the kinematic viscosity of water. The above expression is derived 

by expanding the dissipation term in Equation 7.1 and using Taylor's definition of the micro­

scale length, which is inversely proportional to the slope of the auto correlation function at 

the peak. The use of Equation 7.11 to estimate the dissipation rate is justified, since it is 

applied at highwavenumbers where the behaviour of the flow at these wavenumbers are 

assumed to be isotropic. However, the use of Equation 7.13 should treated with caution, 

since it utilises the turbulence intensity of the overall flow, which is considered to anisotropic 

over some parts of the wave. 

The estimated dissipation and length scale in the spilling wave at stations 1, 2 and 3 are 

shown in Figure 7.31, 7.32 and 7.33, respectively. Peak dissipation at stations 1, 2 and 3 

are 7, 300 and 36 cm2/s3
, respectively and occur above the trough level. Below the trough 

level, the dissipation decreases exponentially. At station 2 the dissipation shows an increase 

near the bottom due to boundary layer effects. Thus it can be seen that most of the wave 

energy is dissipated above the trough level. 

The length scale shows a varying characteristic at each position in the surf zone. At station 

1 (Figure 7.31), the length scale increases from the crest downwards. The length scale at the 

top of the crest is - 0.9 cm and increases to - 2 cm near the bottom in a near linear fashion. 

The scale length at station 2 (Figure 7.31) is almost constant, - 0.5 cm throughout the water 
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column. 

The scale length at station 3 (Figure 7.32) decreases almost linearly from the bed upwards. 

The scale length near the bed is -2 cm and 0.2 cm at the top of the crest. 

Table 7.6 summaries the mean non-dimensional length scale in the crest of the spilling 

waves. It can be seen that the non-dimensional length scale in the crest of the waves is 

-0.04h. 

Table 7.5: Peak dissipation, e, in the spilling wave 

X-Xb (cm) (station 1) 24 (station 2) 122 (station 3) 221 

e (cm2/s3
) 7 300 36 

Table 7.6: Non-dimensional length scale, lIh, in the spilling wave crests 

X-Xb (cm) (station 1) 24 (station 2) 122 (station 3) 221 

IIh 0.04 0.03 0.06 
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Figure 7.30:(A) Wavenumber spectrum in the spilling wave at station 1 at 4( ), 8( .. . ), 
12C _) , 17C._), 21C .. ) cm above the bed. The expected -5/3 slope spectrum in the 
equilibrium range is also shown (long dashes). 
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Figure 7.30: (B) Wavenumber spectrum in the spilling wave at station 3 at 2(_),4( ... ), 
7C _), 9C·_), llC .. ) cm above the bed. The expected -5/3 slope spectrum in the 
equilibrium range is also shown (long dashes). 
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Figure 7.31: Rate of dissipation, e, and scale length, /, in the spilling wave at station l(x­
xb=24 em, H-15 em, h-21.1 em, ~-21.8 em). 
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Figure 7.32: Rate of dissipation, e, and scale length, /, in the spilling wave at station 2(x­
xb=122 em, H-l1 em, h-16.6 em, ~-21.8 em). 
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Figure 7.33: Rate of dissipation, e, and scale length, i, in the spilling wave at station 3(x­
xb=221 cm, H-6.5 cm, h-12.9 cm, ~-21.8 cm). 

7.5.2 Energy dissipation and length scales in plunging waves 

The wavenumber spectrum in the plunging wave at stations 1 and 3 are shown in Figure 

7.34. The spectrum is plotted on a log-log scale together with a -5/3 sloped line for 

comparison with the predicted characteristics in the equilibrium range. These plots show that 

for wavenumbers greater than that of the surface wave, the measured spectrum at the various 

depths possesses a slope - -5/3, but shifted vertically. As for the spilling wave case the rate 

of dissipation, e, was estimated by fitting a -5/3 sloped line to the measured spectra and 

calculating the y-intercept and the length scale were computed using Equation 7.13 . 

The estimated dissipation in the plunging wave at stations 1, 3 and 4 are shown in Figures 

7.35, 7.36 and 7.37, respectively. Peak dissipation at stations 1, 3 and 4 are 9, 125 and 75 

cm2l s3, respectively and occur above the trough level. Below the trough level, the dissipation 

decreases exponentially suggesting diffusion of turbulence. Once again it can be seen that 

most of the wave energy is dissipated above the trough level. 
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The length scale at station 1 is almost constant for the major part of the water column, 

increasing only near the top of the wave. The length scales at positions below the trough 

level, in the surf zone, show an increasing trend with distance from the trough, while above 

the trough level the length scale is almost constant. Also suggesting diffusion similar to that 

generated by an oscillating grid (E and Hopfinger, 1986). The mean length scales above the 

trough level at stations 1, 3 and 4 are -0.6,0.5 and 0.5 cm, respectively. Maximum length 

scale near the bed is - 2 cm. Table 7.8 summarises the mean non-dimensional length scales 

above the trough level at all positions. It can be seen that the non-dimensional scale length, 

in the crest of the waves in the surf zone, is - 0.04h. These are similar to those measured 

in the spilling waves. The non-dimensional scale length at station 1, however is much lower 

than 0.04h. This is due to the fact that station 1 corresponds to a pre-breaking position for 

the plunging wave case. 

Table 7.7: Peak dissipation, e, in the plunging wave 

X-Xb (cm) (station 1) 24 (station 2) 122 (station 3) 221 

e (cm2/ s3) 9 125 75 

Table 7.8: Non-dimensional length scale, lIh, in the plunging wave crests 

X-Xb (cm) (station 1) 24 (station 2) 122 (station 3) 221 

lIh -0.02 -0.04 -0.06 
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Figure 7.34:(A) Wavenumber spectrum in the plunging wave at station 1 at 4(_),8( . . . ), 
12C _), 17C._) , 21C .. ) cm above the bed. The expected -5/3 slope spectrum in the 
equilibrium range is also shown (long dashes). 
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Figure 7.34: (B) Wavenumber spectrum in the plunging wave at station 3 at 2(_) , 4( .. . ), 
7C _) , 9C·_), l1C .. ) cm above the bed. The expected -5/3 slope spectrum in the 
equilibrium range is also shown (long dashes). 
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Figure 7.35: Rate of dissipation, e, and length scale, t, in the plunging wave at station 
l(x-xb=-lll em, H-15 em, h-21.5 em, ~-15.6 em). 
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Figure 7.36: Rate of dissipation, e, and length scale, t, in the plunging wave at station 3 
(x-xb=86 em, H-ll.5 em, h-ll.8 em, ~-15 . 6 em). 
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Figure 7.37: Rate of dissipation, e, and length scale, l, in the plunging wave at station 
4(x-xb=169 cm, H-7.8 cm, h-8.38 cm, ~-15.6 cm). 

7.6 Summary 

The instantaneous velocity flow fields measured using DCIV were analysed in order to 

estimate the turbulence intensities, turbulent kinetic energies, Reynolds stress and dissipation 

rates in spilling and plunging waves breaking on a 1 :20 slope beach. Measurements were 

presented for three positions along the flume. Measurements in the spilling wave at 24 

(station 1), 122 (station 2) and 221 (station 3) cm from the break point and in the plunging 

wave at -111 (station 1), 86 (station 3) and 169 (station 4) em from the break point were 

presented . 

Peak turbulence intensities were found to occur near the front face of the wave, where wave 

breaking was taking place. Peak turbulence intensities in the spilling wave at stations 1, 2 

and 3 were 20, 70 and 60 cm/s, respectively. Peak turbulence intensities in the plunging 

wave stations 1, 3 and 4 were 10, 120 and 120 cm/s, respectively . 

The time-averaged turbulence intensities showed an increasing trend with distance above the 
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bed, reaching a maximum near the trough level and decreasing thereafter. The peak time­

averaged turbulent kinetic energy occurred above the trough level. The time-averaged non­

dimensional turbulent kinetic energy, (k/gh)lI2, below the trough level in the spilling wave, 

was found to be in the range 0.04-0.06, whilst above the trough, the non-dimensional 

turbulent kinetic energy (TKE) values was in the range 0.1-0.2. The measured values of TKE 

were also found to be consistent with existing LDA measurements at positions below the 

trough level. The non-dimensional TKE below the trough level in the plunging wave was 

found to be in the range 0.06-0.08 and above the trough level a mean value of -1.1 was 

measured. 

The vorticity, computed using the phase ensemble-averaged velocity flow field showed a peak 

values in the range +30 to + 140 S-1 for all cases in the surf zone. 

The dissipation rates were computed by exammmg the wavenumber spectrum in the 

equilibrium range where the spectrum is assumed to be proportional to t;
213k-5

/
3

• The 

dissipation rate was estimated by fitting a -5/3 sloped line to the log-log spectrum and 

estimating the y-intercept. Maximum dissipation was shown to occur above the trough level 

in the vicinity of the mean water level, while below the trough level the dissipation rate 

decreased exponentially. Peak dissipation in the spilling wave at stations 1, 2 and 3 were 7, 

300 and 36 cm2/s3
, respectively. Peak dissipation in the plunging wave at stations 1, 3 and 

9 were 4, 125 and 75 cm2/s3
, respectively. 

The length scales of the turbulence in the spilling and plunging waves were estimated using 

the dissipation rate . Below the trough level, the length scale showed mostly an decreasing 

trend with distance above the bed. Above the trough level the length scale was found to be 

approximately constant with respect to distance above the trough level. The non-dimensional 

length scale for positions above the trough level was found to be of the order 0.04h. 
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CHAPTER 8 

CONCLUSIONS 

An experimental investigation, of the external and internal properties of waves breaking in 

a laboratory surf zone, has been accomplished using a suite of video techniques that was 

developed for this purpose. Spilling and plunging waves breaking on a 1 :20 slope beach 

within a 2D wave flume were considered . The external properties that were investigated are 

the mean wave-height, crest and trough level , and the mean water level across the surf zone. 

The normalised roller area was also measured . The above were extracted from measurements 

of the time series of the water level at each position along the flume. The internal properties 

that were investigated are the mean and turbulent velocities, turbulent kinetic energies and 

the Reynolds stress within the wave. The energy dissipation and length scales were also 

investigated. 

Water level and aeration 

The time series of the wave was measured using the keogram concept. The wave height, 

mean crest and trough level, and the mean water level were determined from the time series 

of the wave. The video technique is capable of providing measurement of the time series of 

the water level over the length of the flume with relative ease, resulting in a high spatial 

measurement of the water levels. The keogram of the wave provides a measure of the solid 

body of water plus the aerated water. In non-breaking waves, the video technique is accurate 

and reliable, giving results that are comparable to conventional measuring techniques. 
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Errors associated with the video measurements of the water level are due to digitising of the 

image via the CCD array in the camera and also due to splash-ups in the surf zone. 

Digitising errors, typically less than 0.5 mm, can be reduce by careful selection of camera, 

lens and magnification. Splash-ups are a problem mainly at the front face of the wave, these 

can be partially removed through a careful selection of thresholds and lowpass filtering 

techniques. The video technique on the other hand has several advantages. It is non-intrusive 

and relatively easy to set up . The technique is not subjected to electronic drift associated with 

resistive and capacitance wave gauges . By storing the images on tape, it is always possible 

to re-examine the images as new image processing techniques are developed, without having 

to repeat the experiment. 

Measurements of the mean wave-heights showed the usual shoaling of the waves up to the 

breakpoint and a decay thereafter. The estimation of the mean water level, computed using 

the time series of the water level, showed the expected set-down prior to wave breaking . The 

set-up beyond the breakpoint, however, showed a lack of sustained set-down as predicted by 

models of mean water level in the surf zone. This lack of sustained set-down is presumably 

due to the fact that in the surf zone there is a considerable amount of aeration that does not 

contribute significantly to the hydrostatic pressure, but has been included in the mean water 

level computation. A correction, therefore has been applied whereby the contribution by the 

aerated area is removed. 

The keogram was also used to measure the area of the roller and aeration formed at the front 

face of the wave in the surf zone. Aeration measurements were accomplished by joining 

points of prescribed intensity in the crest of the wave in the phase ensemble-averaged 

keogram, thus forming contours of grey scale intensity . The contour of the maximum 

intensity corresponds to the minimum roller area. The normalised roller area in the spilling 

wave showed an almost constant value of -0.9. However, close inspection of the roller area 

in the surf zone showed a slight increase followed by a decrease. This feature is more clearly 

visible in the plunging wave where the normalised roller area increases to a peak value of 

-2.5 and thereafter decreasing to -1.8. These measurements represent one of the first 

comprehensive quantification of the roller area in spilling and plunging waves in surf zone . 
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Velocity flow field measurements 

The velocity measurements in spilling and plunging waves were accomplished using the 

techniques of particle image velocimetry(PIV) and digital correlation image 

velocimetry(DCIV). Early measurement were conducted using PIV with a laser source 

located within the bed. This method was later superseded by DCIV and with the wave 

illuminated from above . The fluid velocities were estimated by tracking the position of 

neutrally buoyant particles and aeration in pairs of video images separated a few milliseconds 

apart. 

The DPIV and DCIV measuring techniques are shown to have many advantages over the 

conventional velocity measuring techniques . The video techniques are cost effective and 

relatively easy to set up and operate, and are more suitable for measurements in the highly 

aerated regions of the crest, where conventional techniques fail. The video technique also 

provides a spatially extended view of the velocity flow field as opposed to the point 

measurements using conventional methods. 

The velocity flow fields of spilling and plunging waves were measured at three positions 

along the flume. Table 8.1 summarises some of the important measurements . Peak velocities 

in the spilling wave at stations 1, 2 and 3 were approximately l.4c, 1.2c and l.1c, 

respectively. In the plunging wave, the peak velocities at station 1,3 and 4 were O.7c, l.8c 

and 1.7c, respectively. Here c is the wave propagation speed. The undertow at pre-breaking 

positions shows a linear increase from the bed up to the trough level. An estimate of the 

mean density of the aerated fluid in the wave crest has been computed using the time­

averaged horizontal velocities above and below the approximate trough level. In the spilling 

wave the mean density in the crest is approximately 0.7 Pwaler throughout the surf zone, while 

in the plunging wave the mean density in the crest ranges from O.7Pw3lcr near the breakpoint 

to 0.4Pw3lcr further in the surf zone. 

Turbulence analysis showed high levels of turbulence at the front face of the wave where 

wave breaking is taking place, indicating that wave breaking is the dominant mechanism of 

turbulence generation. Previous measurements of the velocity field in breaking waves have 

only been available for positions below the trough level. DCIV on the other hand, as shown 
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in this thesis, is capable of providing measurements high up in the crest of the wave . Peak 

intensities in the spilling wave were 0.14e, 0.5e and 0.5e at stations 1,2 and 3, and 0.7e, 

1.8e and 1.7e in the plunging wave at stations 1, 3, and 4. 

Table 8.1: Summary of measurements 

I I Spilling wave I Plunging wave I 
Station 1 2 3 1 3 4 

Peak velocity in crest l.4c 1.2c l.lc 0 .7c 1.8c 1.0c 

Peak turbulence intensity 0.14c 0 .5c 0.5c 0 .07c 1.0c 1.0c 

Peak Time averaged TKE(iC/gh)112 0 .1 0.2 0.11 0. 11 

Taylor micro scale length in wave crest 0.04h to 0.06h 0 .02h to 0.06h 

The time-averaged turbulence intensities, turbulent kinetic energy and Reynolds stress were 

also computed. The time-averaged turbulence intensities below the approximate trough level 

showed an increasing trend with distance above the bed, reaching a peak near the trough 

level and decreasing thereafter. The time-averaged turbulent kinetic energy below the trough 

level shows a trend similar to the turbulent intensities, while above the trough level the 

turbulent kinetic energies were greater and almost constant for a distance corresponding to 

the wave height. The time-averaged Reynolds stress, below the trough level, showed a near 

linear increase with distance above the bed. 

The rate of energy dissipation was estimated from the form of the energy-wavenumber 

spectrum of turbulence in the equilibrium range. The dissipation rate was found to be greatest 

above the trough level, while below the trough level the dissipation d~creased exponentially 

to zero. Thus, most of the wave energy is dissipated in the crest of the waves. 

The Taylor micro length scale was computed using the dissipation rate . It was found that the 

length scale is not constant throughout the water column as is sometimes assumed. Below the 

approximate trough level the length scale showed a decreasing trend with distance from the 

bed. The Taylor micro length scale, above the trough level, was mostly constant - 0.05h. 

The measurement of the dissipation rate and length scales in the surf zone is also one of the 
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first comprehensive experimental investigation in the surf zone. 

Thus this thesis has provided a number of unique measurements in spilling and plunging 

waves in the surf zone, viz, roller area, turbulence data above the trough level and 

dissipation and length scale. Measurements of the time-averaged turbulence intensities and 

kinetic energy have revealed that the distribution of turbulence below the trough level is not 

constant but increases from the bed upwards. These measurements have also provided 

estimates of turbulence production in the crest of the wave due to wave breaking. The unique 

measurements of the roller area and mean density in the crest are important parameters in 

models of wave propagation in the surf zone, which up till now have only been estimated 

theoretically. While the main focus was in obtaining quality and reliable data, some analysis 

have been performed and compared with existing measurements at positions below the trough 

level. These comparisons show consistent features. There is however, a vast amount of 

further analysis that can be performed on the measurements, such as the transport of 

turbulence, the influence of the phase ensemble-averaged vorticity on the mass and 

momentum transport in the surf zone, etc. The influence of lower fluid density occurring 

in the crest, as a result of wave breaking, on the dissipation and transport of turbulence also 

needs to be examined carefully. 
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