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ABSTRACT

A new philosophy in structural health monitoring was explored, with the view to the creation of

a smart mining bolt: one which would bear the normal load of any bolt used in South African

gold mining tunnels, but at the same time be capable of monitoring its own level of damage. To

this end, a survey of various smart materials currently used in structural health monitoring

applications, was conducted, and a group known as strain memory alloys isolated as holding the

most promise in this regard.

Strain memory alloys give an indication of peak strain based on an irreversible transformation

from paramagnetic austenite to ferromagnetic martensite, which occurs in direct proportion to

the amount of strain experienced by the material. A measurement of magnetic permeability can

therefore be correlated to peak strain. An extensive study of the alloying chemistry, material

processing and transformation characteristics was therefore carried out, including an analytical

model for the quantification of the energy associated with martensitic nucleation, at a

dislocation-disclination level.

The conditions within typical South African gold mining tunnels were evaluated, and a smart

mining bolt design produced, based on the loading and environmental conditions present.

Several material formulations were then proposed, melted, tested and evaluated against the

relevant strength, corrosion and transformation criteria. A suitable material was selected and

further tested. A working prototype bolt has been produced, and in situ tests of complete bolts,

are scheduled to take place shortly.
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INTRODUCTION

ill a world where aging infrastructure litters the landscape, and cutting edge technology

demands on materials and structures are ever-growing, the need to monitor the health of critical

structures, becomes one of paramount importance. This notion of periodically monitoring the

state of safety critical equipment is by no means new. An entire branch of science owes its

existence to the need to predict failure, and safely avoid it, but in the modem world where

resources are limited and it is necessary to extend the life of structures beyond their intended

limits, it is no longer feasible to rely merely on calculation of safe life intervals, and the

prediction of possible crack initiation sites. It becomes necessary to know "the numbers", to

have a picture of the stresses and strains experienced by any given structure.

There are currently many methods available for determining the presence of cracks, corrosion,

localized damage etc. but where previously most non-destructive testing required equipment to

be de-commissioned, or taken out of service, in order to carry out inspection, a new thrust in the

market develops towards permanently attaching sensors to structures so that they can be

continuously monitored. ill this drive towards integrated systems, a variety of smart materials

have found employment within these permanently attached sensors, including shape memory

alloys, piezoelectrics, electrostrictive materials, magnetostrictive materials, electrorheologoical

and magnetorheological fluids, and strain memory alloys.

Although, the attachment of sensors to structures for continuous monitoring is an important

problem, which has received much attention [1,2,3], a new philosophy in the area of structural

health monitoring begins to emerge: that of smart components. By constructing a component is

such a way that it will be manufactured with the ability to monitor its own level of damage,

much maintenance time and cost can be saved, which adds to the intrinsic advantages of

structural health monitoring.

The aim of this research was to investigate the feasibility of creating a functioning smart

component. As a candidate application, the problem of structural health in South African mining

tunnels was considered. Because mining forms one of the major economic activities within the

country, many thousands of people are employed to work at depths of up to 3700m below

ground level. The safety of these people is dependent on the structural integrity of the haulage

tunnels through which they move on a daily basis. These tunnels are subjected to high stress

levels and seismic events, and are prone to collapse without warning, but at present there is no

means of quantitatively assessing tunnel health. It is for this reason that a smart roof bolt was
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proposed. Roofbolts are currently used to restrain and support the fractured rock mass of tunnel

walls. The creation of a smart mining bolt capable of measuring its own level of deformation

(caused by rock dilation and movement) would then give a picture of stresses and unseen rock

movements within tunnel walls. This proposal produced a multi-disciplinary problem involving

design, structural evaluation, manufacturing considerations, and most importantly the

formulation of a material suitable to meet all the requirements (including cost) of the

component.

In order to accomplish the task at hand, a survey of smart materials was conducted, and a group

known as strain memory alloys (which encompass metastable alloys and TRIP steels) was

identified to hold promise in this regard. Strain memory alloys, as the name suggests, give a

measure of the strain (deformation) experienced by the material. This is accomplished by means

of a crystallographic transformation from paramagnetic austenite (FCC) to ferromagnetic

martensite (BCC), which proceeds on application of (and in direct proportion to) strain. A

measurement of the magnetic permeability of the material can therefore be correlated to the

amount of strain experienced by the material.

An in depth study of previous work in the field of metastable alloys was therefore required

including alloying chemistry, processing, and transformation characteristics. Of paramount

importance are the micromechanisms involved in transformation. If the influences on this

parameter can be quantified, at a crystal lattice level, then the transformation characteristics of

any candidate material become a controllable parameter, which can be accurately manipulated

to provide damage information. In this regard, an analytical model of martensitic transformation

mechanics including the energies involved due to thermal and strain contributions is considered.

Finally, several candidate materials are required to be formulated and evaluated against strength,

cost, machinability, corrosion resistance, and transformation criteria. A prototype bolt, complete

with damage extraction reading is to be produced and tested, but particular focus rests on the

formulation, and testing of an appropriate material.
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CHAPTERl

STRUCTURAL HEALTH MONITORING

Since the beginning of the industrial revolution, there has been a need to quantify the health or

remaining life of safety critical structures. From this need has developed a whole field of non­

destructive testing techniques [4], and more recently, what has become known as structural

health monitoring. Many of the techniques used in non-destructive testing may be adapted for

use in the structural health monitoring field, but the fundamental differences between the two

approaches lie in the methods of data acquisition.

Non-destructive testing (NDT) techniques vary from simple procedures for checking the

presence of surface cracks, such as the die penetrant method, through to more complex

techniques for the checking of internal flaws such as ultrasound, and eddy current methods. The

common principle linking all non-destructive testing methods though, is the need to remove the

structure from service in order to place sensors, make a direct measurement, and then assess

damage. For this inspection procedure, trained personnel are usually required. In more recent

years, there has been a swing away from this traditional approach of non-destructive testing,

towards what is known as Structural Health Monitoring (SHM).

In contrast to traditional NDT, SHM seeks to monitor the health of a structure in-service [5,6,7].

Sensors are permanently attached onto the structure, or are placed within it. These may then be

monitored on a continual basis, either remotely or physically. Quite often an assessment of

accumulated damage is made on the basis of comparative readings (i.e.: a history). This

philosophy then eliminates the need for equipment downtime, and provides a much better

picture of overall structural health. The modification of traditional NDT methods for

incorporation into SHM systems has also received a fair amount of attention, and such methods

as Lamb waves, acoustic emission, modal analysis and ultrasonics can all be integrated into an

automated SHM system [8].

Benefits of SHM therefore include the reduction of down-time, the reduction of human

involvement, and the automation of data acquisition and analysis. All of which reduce the costs

associated with determining the level of damage in a given structure.
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1.1 Current methodologies in structural health monitoring

Structural health monitoring systems can be broadly divided into two categories: those that are

active in nature and those that are passive in nature. The differences between the two categories

can be best seen in the comparative table below [1,2,3,9-18]:

Table 1.1: Comparison of the active and passive structural health monitoring

methodologies.

Active systems

Full-time power is required, and in the event

of power failure, data will be lost.

Active systems give instantaneous

information and require a full time-history.

Data is continuously monitored and stored in

an extensive data storage system.

Extensive data reduction is usually required

before analysis and health diagnosis

Some active sensors may also act in an

actuator capacity, that is: they may be used to

rectify damage or changes in the structure

instead of only measuring damage [11,19].

These systems are costly but highly accurate,

suitable for laboratory conditions or where

weather and environmental conditions are not

likely to cause problems

Examples of active sensors are:

Resistive strain gages

Vibrating wire strain gages

Piezoelectric transducers [9]

Passive systems

Power is only required during sensor

interrogation, and in the event of power

failure, data is held safely within the sensor

itself.

Passive systems are peak systems, that is,

they record only successively higher levels of

damage, i.e.: peak damage.

Data is usually only interrogated after

significant events, or at relevant time periods,

but may be set up for continuous monitoring.

Minimal data reduction is required to analyse

and subsequently diagnose health.

Some passive systems may be set up to

provide some stiffening in the presence of

damage, but do not possess the same

advantage of being able to actively control

damage levels [20].

Much less expensive, capable of detecting

minute, gradual changes within a structure.

These systems are also robust and suitable for

outdoors environments.

Examples of passive sensors are:

TRIP gages (using strain memory alloys)

Mechatronic gages

Fibre Optic sensors [9]
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A hybrid system may also be created wherein a passive sensor is coupled with a semi-active

sensor, thereby making available current instantaneous information, as well as peak damage

information. An example of such a system is one implemented on some railway bridges in the

United States [1] where hybrid sensors are placed on the relevant bridge joints, and interrogated

only at times of train crossing. In this way transport officials receive current information

regarding load/deformation as well as the peak, accumulated damage in the bridge.

The choice of structural health monitoring system can be seen to be governed by a number of

factors, . including cost, accuracy, ruggedness, and information/control requirements. In

situations where control as well as monitoring is required of the system, the active option must

be chosen. For example, several researchers have had success with controlling damage in

carbon reinforced plastic (composite) panels, by the embedding of films or ribbons of various

smart materials such as piezoelectrics, e1ectrostrictive and magnetostrictive materials, and shape

memory alloys [11,19,21,22]. In this case the smart material sensors were not only used in a

damage assessment capacity, but also in a damage correction capacity - materials such as these

can even be used to generate an out-of-phase stress field to reduce fatigue stress and strain

amplitude, thereby limiting fatigue damage.

In many other situations, however, passive technology is far more practical, and cost effective.

It is only recently though, that passive sensors have seen development and use in any significant

proportion compared to the market segments occupied by the traditional NDT and active SHM

streams.

A complete Structural Health Monitoring system consists of three parts:

1) The sensor itself. The type of measurement required will determine the sensor choice,

but there is usually an array of sensors attached to a structure of appreciable size. These

sensors may all measure the same parameter (just at different locations) or they may

measure a variety of parameters such as temperature, radiation, deformation, and crack

propagation. These sensors need to be attached to or integrated into the structure

without compromising the efficient operation of the structure.

2) Signal Processing. The sensors will all generate signals that need to be processed and

fed to the point where data is interpreted and damage assessment made. This may mean

physical interrogation by personnel, or be a hard-wiring or remote link set-up depending

on the physical accessibility of the structure and the budget of course.

3) Data processing and analysis.
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The brief review of current SHM methodologies reveals a trend towards the use of smart

materials in many areas of sensor technology. It therefore bears a slightly deeper investigation

into the various kinds of smart materials in use.

1.2 Smart materials and their use in structural health monitoring

A smart material can be defined as one that has more than one co-ordinated response to a given

input. What this means is that if one response is measured the other parameter can be directly

predicted. Some of the more prominent smart materials and their application to sensor

technology are discussed briefly in the following section.

1.2.1 Piezoelectricity

Piezoelectric behaviour [23-48] was first observed more than a century ago in specially

prepared natural crystals. When a piezoelectric material is placed under mechanical stress, it

produces a charge on the crystal surfaces. Conversely, when an electrical voltage is applied

across the crystal, the physical dimensions change. This is illustrated in Figure 1.1 shown

below.

(iii)

F

(ii)F
(i)

P01~ngl
ax1S

+

+ (iv) (v) (vi)

Figure 1. 1: The piezoelectric effect in a PZT crystal

A poling voltage is applied to the crystal (i). If a tensile force is then applied to the crystal (ii)

the voltage produced by the crystal between the electrodes will be of opposite polarity to the

6



poling voltage; whereas, a compressive force (iii) will produce a voltage of the same polarity as

the poling voltage. Likewise, if the voltage is applied to the crystal (iv and v) then

corresponding physical dimension changes occur. If an alternating current is applied to the

electrodes (as in figure (vi) of Figure 1.1) the physical dimensions of the crystal will change

with the same frequency as the alternating current. Clearly the above behaviour makes

piezoelectrics very useful for structural health monitoring, as they can be used as either

transducers or actuators.

There are various physical, dielectric and piezoelectric properties that are used to characterise

piezoelectric materials and compare their performance against one another. A summary of these

properties is given in Table 1.2 below.

Table 1.2: Summary ofthe various properties of piezoelectric material r2461.
Physical Properties

Curie temperature The temperature above which spontaneous
polarisation and piezoelectric behaviour cease
to exist.

Maximum operating temperature The safe use temperature for piezoelectric
materials to ensure continued piezoelectric
behaviour. Generally, the operating
temperature IS 50-60% of the curie
temperature.

Mechanical Q A dimensionless number that describes the
merit of the material as a harmonic oscillator.
Q is the reciprocal of the mechanical damping
factor.

Dielectric Properties
Dielectric constant, K This is the ratio of the amount of charge a

material can store compared to the charge
stored by a comparable vacuum.
(Units of capacitance*length/area).

Dissipation factor A measure of the electrical loss III the
material. It is the ratio of the effective series
resistance to the effective series reactance.

Ageing The polarisation of the material gradually
decreases with time. Ageing is the time decay
given as a percentage per decade of time.

Piezoelectric Properties
Coupling coefficient A measure of converting electrical energy to

mechanical energy, and vice versa. It is the
square root of the ratio of stored electrical
energy to the mechanical energy input.

Although the piezoelectric effect was first observed in specially cut natural crystals (of which 20

classes were found) it is possible to manufacture artificial crystals that display the same

behaviour, and have dielectric constants up to 100 times higher. Piezoceramics are said to be
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such a class of "artificial piezoe1ectrics" and are manufactured by sintering metallic oxide

powders. They can be produced in a variety of different shapes, sizes and with tailored physical

and piezoelectric properties.

Noteworthy materials displaying piezoelectric behaviour include:

• Quartz crystals

~ They are extremely stable, rugged and compact.

~ High material stress limit of~140 MPa

~ Temperature resistance up to 500°C

~ Very high rigidity, high linearity and negligible hysteresis

~ Almost constant sensitivity over a wide temperature range

~ Ultra high insulation resistance (104 ohms)

• Lead zirconate titanate (PZT)

~ There are many variants ofPZT, both hard and soft

~ PZT has excellent machinability

~ High dielectric strength

~ High mechanical strength

~ Optical transparency available

• Polyvinylidene fluoride (PVDF)

• Lead metaniobate

• Bismuth titanate

• Barium titanate

Piezoelectric materials have found application in many fields including such diverse

applications as ultra-high-fidelity stereo speakers and vibration damping on snow skis. But

specifically pertaining to structural health monitoring systems, piezoelectric materials are

currently used in transducers for measuring pressure, force and acceleration. These transducers

may be regarded as under-damped spring-mass systems with a single degree of freedom. They

are modelled by the classical second order differential equation whose solution is:

(1.1)
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where:

Wn = undamped natural (resonant) frequency

W = frequency at any given point on the curve

ao = output acceleration

ab = mounting base or reference acceleration

Q = factor of amplitude increase at resonance

Quartz transducers have Q of around 10 to 40, hence:

60( W J (w J 2Phase lag == - - for - ~-
Q W n W n 5

(1.2)

It must be said that piezoelectric materials can only really be used in active SHM systems. Since

transducers based on these materials only experience an electrical output when there is a change

in load, truly static measurements cannot be made. They are however useful in situations where

both transducer and actuator are required such as mentioned in section 1.1.

1.2.2 Electrostriction

Electrostrictive materials [49-61] may be considered similar to piezoelectric materials in that

they display a displacement proportional to applied electric field, but there are a couple of

noticeable differences between the two classes of material. The first of these differences lies in

the fact that electrostrictive materials display displacement or strain proportional to the square

of the applied electric field, and the second is that they do not possess any spontaneous

polarisation. These fundamental differences can most clearly be illustrated in Figure 1.2 below

which compares piezoelectric and electrostrictive material behaviour.

It can be clearly seen that piezoelectric materials are able to either contract or expand,

depending on the direction of the applied voltage. Electrostrictive materials, however, operate

on the principle that the electric field separates positively and negatively charged ions, thereby

causing an expansion of a material cell, and therefore an overall expansion.

Electrostrictive materials include:

~ Lead magnesium niobate (PMN) I

~ Polyurethane

~ Polyether

~ Amorphous polybutadiene

~ Poly(dimethylsiloxane)

~ Liquid crystal elastomers
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Figure 1. 2: Expansion of piezoelectric and electrostrictive materials vs electric field.

If one compares the most common piezoelectric material (PZT) with a common electrostrictive

material (PMN) the differences in the capabilities of the two material classes becomes obvious.

Table 1.3: Comparison of PZT and PMN materials.

Piezoelectric (PZT) Electrostrictive (PMN)

PZT ceramics are actually isotropic until a PMN materials change length proportional to

poling voltage is applied, at which point they the square of the applied voltage.

become aniostropic and behave like

piezoelectrics.

Creep ranges up to 15% in PZT. See the PMN is unpoled and therefore more stable, so

graph below for a comparison. that long term creep is kept to much lower

levels.

Both materials are susceptible to hysteresis. Electrostrictive materials expenence much

less hysteresis.

PZT has a much more constant expansion PMN has a better coefficient of thermal

coefficient over a large variety of expanSIOn

temperatures

While coefficients such as the dielectric, coupling and compliance constants are easily defined

for piezoelectrics, the situation is not so straightforward for electrostrictive materials, since the
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material is non-linear. It is however possible to use electrostrictive materials in certain structural

health monitoring applications where compression will not be experienced. Since they have low

hysteresis and are available in various sizes and geometries, they can find specialised

application in for example active vibration control of thin plates.

1.2.3 Magnetostriction

Certain ferromagnetic materials display a property known as magnetostriction, [62-72] or a

change in shape when a magnetic field is applied. Ofparticular interest in this class of materials

is one known as Terfenol-D. An engineered material, Terfenol-D contains iron, terbium and

dysprosium (the latter two being rare earth elements) and displays magnetostrictive properties

far superior to other known materials in this class. It boasts a change in length of more than

0,1% when exposed to a magnetic field of 500 oersted. This combined with wide bandwidth,

and microsecond response, make Terfenol-D a very useful but expensive smart material. It is

currently produced in a variety of shapes including thin films, monoliths, and powder for

composite applications.

Magnetostrictive materials such as Terfenol-D have found application in many areas, including

industrial vibrators, tomography, robotics, and space structures [9,73]. As a structural health

monitoring sensor, magnetostrictive materials could be used in an active or passive

configuration. An example of an active system is what is known as a non-contact torque sensor:

a thin film or ribbon is wrapped around the specimen that is subjected to some sort of torque.

The change in magnetic induction is then related to the torque on the specimen. Another

example of the use ofmagnetostrictive material used in combination with other smart sensors is

that of fibre optic magnetic field sensors. In this case the change in length of a magnetostrictive

element (in the presence of a magnetic field) is used to change the optical path length of a fibre

optic sensor.

The only disadvantage hampering the greater use of magnetostrictive materials, lies in their

cost.

All of the materials mentioned in the preceding sections are well developed, and substantial

research has been conducted to produce commercially viable products utilising their individual

unique capabilities. Their use in sensing technologies or as part of SHM systems is well­

documented, and thoroughly tested. There is, however, one more group of smart materials that

has not been as well documented or researched as all the rest. This material forms the basis for a

new philosophy of structural health monitoring.

11



1.3 A new philosophy in structural health monitoring

Until recently, research in the area of structural health monitoring has focused almost entirely

on accomplishing structural health interrogation by means of attaching permanent sensors to a

structure and either actively or passively monitoring those sensors. A new approach that has

recently emerged involves using a smart material as a structural component or a section of a

structure. That is, a smart structure is produced - one that bears the normal load but has the

added capacity to monitor its own level of damage.

There are very few currently available smart materials that could act in this dual role of load­

bearing and self-sensing, not only from a strength perspective, but also a cost consideration.

One group of materials that does fit the bill, however, is that known as strain memory alloys.

Fundamentally, these are metastable alloys with an austenitic crystal structure at room

temperature. Upon application of strain, however, this austenite is transformed to martensite.

Provided that the temperature is kept reasonably constant, the transformation occurs at a rate

directly proportional to the amount of strain applied to the material. Because the austenite is

paramagnetic, and the a martensite is ferromagnetic, a measurement of the change in magnetic

behaviour, will therefore provide an indication of strain. This correlation between strain and

volume fraction of martensite is illustrated in Figure 1.3 below. It is particularly useful that the

slope and incubation strain (see Figure 1.3) can be tailored through chemistry and processing to

almost any desired sensitivity.

Strain memory alloys have already found application in sensing technology [9,74] but the

stronger classes such as TRIP steel, may be used in load-bearing applications as well

[20,75,76,77]. Originally developed as a replacement for ultra high strength low alloy steels,

TRIP (TRansformation Induced Plasticity) steels possess extraordinary combinations of strength

and ductility, brought about by the transformation from austenite to martensite. This formation

of martensite delays the onset of necking in a tensile test: the inclination to produce a localised

contraction in the tensile test piece triggers the transformation in that region. The transformation

then slowly spreads along the gage length, moving outwards from the centre, until the whole

specimen is martensitic. The specimen then fractures at the UTS of the martensitic phase. This

same mechanism can be used to prevent the propagation of micro-cracks, since the formation of

martensite at the tip of the crack relaxes the stress concentration and suppresses further

propagation [78]. It was research into this group of metastable alloys that first produced the

notion of constructing smart components [20].
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Figure 1. 3: The development of martensite, dependent on strain

The irreversible transformation from paramagnetic austenite to ferromagnetic martensite means

that only successively higher strain readings will be registered within the crystal structure of the

material. An indication of peak strain encountered by the material is therefore available to the

engineer. Shown below in Figure lA is the operation of a sensor that uses a strain memory alloy

element as its strain indicator.
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gage output (peak strain)
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0,003
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° 8 16
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Figure 1. 4: The operation of a passive peak sensor based in strain memory alloys

The above sensor takes readings in the absence of any power, in fact the only time during which

power will be required is the short period while the material is interrogated to check levels of
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magnetism and this power will be required only inside the interrogation instrument. ill the case

of smart components, the measuring instrument may actually be integrated into the structure

itself, if clever design methods are employed.

Although strain sensors based on strain memory alloys have focused on measuring tensile

strains, it is possible to measure compressive and shear deformations as well. It is not however

possible to differentiate between tensile and compressive strains since the material is incapable

of distinguishing one type of loading from another. ill using this technology as a means of

damage indication, two issues need to be considered, the first is that the type of loading the

sensor or smart component will encounter must be known with some degree of certainty in

order that a correlation between transformation and damage can be made; and the second

requires the identification of the factors influencing transformation micromechanisms, so that

transformation becomes a controllable parameter in material development.

The versatility, strength, and cost advantage of strain memory alloys make them ideal for a

number of applications currently under investigation for commercial viability:

~ Smart composite panels for use in windmill blades: thin metastable WIres can be

inserted into the composite weave at primary manufacturing stage, providing not only a

stronger laminate, but also a diagnostic tool, in these structures which are susceptible to

sudden, catastrophic failure.

~ Smart Aircraft bolt: the bolts attaching the wings of a C130 aircraft must presently be

inspected for damage by jacking up and removing the wings of the aircraft, an operation

that takes more than 200 manhours each time it occurs as part of periodic routine

maintenance. The use of a smart bolt constructed from TRIP steel, would mean that

bolts could effectively be tested in situ with a probe, and replaced only if necessary.

~ Smart re-bar: earthquake prone regions such as Japan and California need some means

of assessing the effects of seismic activity on their civil infrastructure (bridges and

buildings). Use of smart reinforcing rods would provide a cost-effective and easy means

ofproviding peace of mind for communities in those regions.

The forthcoming chapters will present a study of how this technology was used to create a smart

component aimed at improving safety within the South African mining industry, including the

material development, a study of micromechanisms of transformation, as well as the actual

prototype design, complete with sensing equipment for damage interrogation.
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CHAPTER 2

STRUCTURAL HEALTH MONITORING IN SOUTH AFRICAN

GOLD MINES

South Africa's largest export is gold, making gold mining one of the most crucial economic

activities in the country. As such, many thousands of people are employed in the industry, a

large proportion of whom spend their working day underground. The safety of these thousands

of workers in the more than one hundred gold mines is of paramount importance. Every year

approximately 800km of haulage tunnels are developed, at enormous cost, in fact many billions

of Rands [79]. The movement of miners through these haulage tunnels gives the structural

integrity of the tunnels one of the most important roles to play in guaranteeing the safety of all

personnel who work underground. Tunnel health is therefore both a safety concern and a

financial issue.

Because most of the tunnels in South African gold mines are at relatively great depths, the

pressures experienced by these tunnels cause them to close over time, thereby requiring

rehabilitation. Movement of rock slabs relative to one another in the walls of the tunnel can be

unseen by the naked eye, but pose danger to tunnel integrity. Another danger lurks in the form

of rockbursts caused by seismic events underground. These sudden "explosions" of pieces of

tunnel wall effect great damage, and may even trap miners if they close the tunnel completely.

The total lack of any means to quantify the unseen happenings within tunnel walls poses

therefore the greatest threat to human life, and the greatest financial risk as well. A means of

quantitatively measuring the structural health of tunnels would thus not only aid the engineer in

forming a picture of the stresses in tunnel walls, but would also ensure that tunnels could have

extra support added (relatively cheap) before collapse requires rehabilitation, which is

expensive.

Current strategy for tunnel design and support is done on an empirical basis, simply due to the

fact that many of the factors affecting tunnel stability are difficult to quantify and even more

difficult to model analytically or numerically. The selection of support systems in any given

situation (and conditions vary considerably) is therefore left largely to the experience and

discretion of the rock engineer [80].

This notion of quantitatively monitoring the structural health (or stress state) of tunnels is by no

means new. In fact the CSIR (South African Council of Scientific and Industrial Research _
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division of mining technology) commissioned a study to determine the requirements for

instituting a cost effective in situ stress measurement program. Some of the requirements

[81,82] identified can be summarised as follows:

1. The technique should be undemanding on the requirement for services provided by the

mine. This would mean no water or cable-fed power; and as little impact as possible on

mining production, exploration operations, and time input of personnel.

2. The technique must be low cost in regard to all aspects; that is, cost of preparation,

installation, instrumentation, and measurement time.

3. Many measurements should be made in a single shift

4. Flexibility in taking measurements would also be an important criteria - the time

required for preparation (to take a measurement) should be a small as possible, and

measurements should be possible in excavations of limited size.

5. The technique employed should preferably not require the retrieval of rock cores and

laboratory testing to determine deformation properties of the rock mass.

6. And, lastly, the technique should be immune to the harsh conditions that exist

underground.

This may seem like quite a rigorous list of requirements for the implementation of structural

health monitoring, but the reality of the underground environment, and the operational

environment dictate that in order for the system to be implemented by any substantial number of

mines, it must fulfil the above list. Since warnings of rock movements would not only save

lives, but also prevent extra financial burden to mines, this project is given high priority by the

South African mining industry. However, in order to develop a means of structurally monitoring

tunnels, an understanding of tunnel conditions, and the costs involved, is vital.

2.1 Tunnel conditions

The underground environment is by all standards a harsh environment, with the result that there

are two aspects that need to be considered when examining tunnel conditions:

1) The most obvious is that of tunnel structure, and the support systems that create stable

tunnels;

2) Equally important from an instrumentation point of view: the environmental conditions

that any sensor, electronics or processing equipment must be robust enough to

withstand. This includes the fact that miners with no special training would install the

SHM system.
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Typical "atmospheric" conditions for South African underground excavations are summarised

in the table below:

Table 2.1: Summary of environmental conditions within South African mines [81,83,84]

Parameter Typical values and ranges

Humidity Generally humidity approaches 100% underground, a difficult condition

for human workers, but even more so for electronic equipment which

must be properly sealed

Air velocity All ventilation and cooling is supplied from above the ground, and air

velocity ranges from Om/s to 10m/s.

Air temperature Air temperature may range from 18°C to over 35°C depending on one's

relative position to the nearest air-conditioning duct.

Rock temperature Rock temperature increases with depth (as expected) varying from 19°C

at a depth of 570m (Rustenberg platinum mine) to 41°C at a depth of

3350m (Kloof gold mine).

Noise levels Noise levels result from machinery operation Qackhammers etc),

blasting, and also naturally from rock slipping. Most vibration occurs

between 4 and 900Hz, and noise levels go up to BOdE.

Dust levels Dust is a factor easily overlooked but blasting creates clouds of it

periodically. Since this dust doesn't have anywhere to escape to, it

settles on surfaces - another factor to consider in sensor selection.

Typically dust concentrations of more than 2 mg/m3 (for prolonged

periods) are considered unacceptable.

The data presented in the table above, indicate several possible hazards for any sensor to be

placed underground. Humidity is of concern from the perspective of possible rusting of

components. Significant levels of corrosive agents are also present in some rock types, meaning

that any exposed sensor components should be constructed from alloys with good corrosion

resistance (such as stainless steel or aluminium) or from inert substances such as plastics or

fibre reinforced plastics. Any electronics employed would also have to be exceptionally well

sealed against moisture and dust, and should definitely not be temperature sensitive. The actual

data acquisition should be insensitive to noise and vibration and whatever natural

ferromagnetism is present in the rock mass.
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From a structural perspective, the creation of a mining tunnel has associated with it an initial

blasting operation, as well as possible further blasts for tunnel enlargement. By their very nature

these blasts cause the rock mass to fracture, and while a stable-looking tunnel is left in the wake

of tunnelling operations the condition of the rock mass is actually anything but stable. The

degree of fracturing of the rock mass forming side-walls and roof walls, is a function not only of

the depth at which mining takes place (South African deep mines behave significantly

differently to shallow mines found elsewhere in the world) but also the type of ground or rock

that is being tunnelled. In addition, these tunnels are often subjected to seismic events of

varying proportions [85,86,87,88]. The ability of support systems to absorb kinetic energy

becomes important during rock-bursts, which may cause rock to be accelerated to velocities of

more than 3m/s. Under "static" conditions tunnel support does work in the order or 4-6 kJ per

square metre. However, during a rock-burst this same system may be required to absorb up to

25kJ of seismic energy per square metre [89].

Most tunnels in South African gold mines are "square" in shape, three by three metres. At

depths greater than 2000m the creation of these tunnels commonly has associated with it an

elliptical envelope of fractured rock as seen in the figure below.

Figure 2. 1: Stresses and fractured rock region commonly associated with tunnel blasting

In the figure shown above, the maximum principle stress occurs in the vertical direction or

parallel to the minor axis of the ellipse, and the minimum principle stress occurs in the

horizontal direction or parallel to the major axis of the ellipse. It is also noticeable that rock
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splitting occurs parallel to the maximum principle compressive stress. Slabbing therefore occurs

preferentially in the sidewalls, with the sizes of the slabs being dependent on the rock type, and

stress level.

Support is then added to create a stable tunnel as shown in the Figure 2.2 below. There are two

basic ways of creating stability within the tunnel. Either one creates a zone of supported rock

fragments which form a stable arch-like structure, (Figure 2.2(a)) or if it is possible, long

tendons may be used to anchor the fractured rock to stable (non-fragmented) rock above as

shown in Figure 2.2 (b) below.

Loose Zone
AS5umed Lower
Boundary for N!tural Arch

Solid Rock

Unstable Rock height (b)

w ----iI

Figure 2. 2: Methods of reinforcing a tunnel

(a) An arch of compressed rock fragments is created to support the further

fractured zone above it.

(b) The fractured rock is anchored to solid rock above it.

2.2 Support systems currently available

The quality of the support within the tunnel effectively determines the stability, lifespan and

safety of the tunnel. Factors such as the depth at which the tunnel is to be constructed, the type

of rock present, the presence of faults, dykes or other geological phenomenon, and the shape of

the tunnel all have an influence on the type of support structures which should be used. Added

to the above is the fact that there is an interaction between the supports and the rock mass,

which influences the type of loading set up in tunnel walls. One type or a combination of

support mechanisms may be used to achieve stable tunnels. Figure 2.3 below shows a typical

arrangement of support systems used together. Of these, however, only the tendons hold

promise for the creation of a smart component capable of accurate measurement of stresses in
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the rock mass. Because there are many types of tendons available and currently in use, these

will be examined in some depth, before the design of a smart mining bolt is attempted.

Tendon
Baseplate

~----- Lacing

Tendons

Figure 2. 3: Illustration of all major tunnel support systems

In the broadest sense, tendons are reinforcing elements, which may be of bar form, cable or tube

form, that are inserted into the tunnel walls by means of a borehole, and are then anchored either

by grouting or frictional means. There are many different types of tendons available on the

market, but they can be categorised into three basic groups as discussed below.

2.2.1 Continuous mechanical coupled elements

These, as the name suggests, are coupled to the rock mass along the entire length of the element.

This is usually achieved by grouting, either with a substance resembling cement, or a set of resin

cartridges which when mixed, will harden to form an effective bond. Tendons of this nature are

seldom of smooth surface finish, and usually possess "irregularity" in cross-section to enhance

the bonding between grout and tendon. The load is therefore transferred from the rock to the

tendon via the grout. Some examples of common CMC anchors are shown in Table 2.2 below,

along with a schematic that details the principle of operation.
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Table 2.2: Continuously mechanically coupled rock anchors

[79]

All fully grouted bars
and cables including:

-post-grouted, smooth
bar rock studs (end
anchored), diameters 16
to 20mm and lengths
1.5 to 3m.

-Full column grouted
smooth and ripple bar in
straight and shepherd's
crook configurations,
diameters between 16
and 20mm, lengths
between 1.5 and 3m.

-full column grouted
(smooth or ripple) bar
type lacing bolts (with
forged lacing eye),
diameters 16 to 20mm
and lengths 1.5 to 3m.

-end anchored, post
grouted cable tendons, 4
to 6m long.

Type Diagram Examples

Continuous
Mechanical Coupled
(CMC)

[89] Yielding Groutable Stud

2.2.2 Continuous friction coupled elements

This type of tendon uses friction to create the interface between bolt and rock. The example

shown in Table 2.3 below, is manufactured by Steeledale, and consists of a long length of open

seam tube, onto which is welded a steel ring that retains a bearing plate. This type of anchor is

inserted by drilling a hole slightly smaller in diameter than the unrestrained anchor, and then

driving the anchor into the bored rock hole, by means of a jackhammer, or equivalent tool [89].

Although these bolts are quick to install and stand up to the blast vibrations fairly well, they

suffer some critical limitations. The initial friction lock strength per metre of embedded length

in competent rock is actually very low, meaning that effective support of wedges, blocks and
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slabs in fractured rock (around tunnel edges) cannot be guaranteed. Furthermore, the diameter

of the drilled borehole is required to fit fairly tight tolerances with respect to bolt diameter ­

slight inaccuracy in borehole drilling could substantially lower the frictional forces between the

bolt and the rock face [80]. Recently, various advances in design [90] have produced a more

efficient CFC bolt that can be pre-tensioned.

Table 2.3: Continuously friction coupled rock anchors

[89] Friction rock anchors

Split sets and Swellex
bolts

Type Diagram Example

Continuous Friction
Coupled (CFC)

[79]

2.2.3 Discrete mechanical and friction coupled elements

These are usually only coupled at their ends either by grouting (mechanical) or some kind of

expansion shell (frictional). The expanding shell bolt shown in the table below is inserted into

the borehole and then torqued to draw the expander plug down into the anchor, thereby forcing

the leaves to expand in a radial fashion. The serrated or roughened leaves make contact with the

rock and hold by friction. A base/bearing plate is then attached at the rock face, and as soon as

bonding at the anchor end has been accomplished, the bolt is then placed in tension by

tightening the nut against the bearing plate. Because the bolt is in tension, the rock is placed in

compression, effectively creating a natural self-supporting arch. The fact that these bolts can be

tensioned makes them an active supporting system rather than passive as the previous category

(CMC) is. In particular cone anchored tendons have been found to be capable of controlling

large ground movements (axial >100mm, and shear <68mm) as well as reducing damage

resulting from rock-bursts [80,89].
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Table 2.4: Discrete mechanical and friction coupled rock anchors

[79]

Type Diagram Examples

Discrete Mechanical
and Friction Coupled
(DMFC)

~echanicalorresin

end-anchored bars and
cables.

[89] ~bobobar

The rock anchors presented in the preceding sections are the most common ones, but do not

comprise all those that are available. Different anchors are used in different circumstances, for

different loading conditions, and also have different costs attached to them. Before designing a

smart mining bolt, it is a worthwhile exercise to briefly examine the support systems most often

chosen by tunnel engineers, as well as understand the structural reasons for which they choose

these supports. The costs involved in purchasing, hauling and installing each of the bolts

discussed above, also play a significant role in the decisions mine management make with

regards to effective creation of stable tunnels.

2.3 Determination of support requirements.

A method of determining which supports should be used under various circumstances is vital to

the engineer and should take cognisance of the following factors:

~ The strength ofthe intact rock

~ The quality of the rock, which is determined by coring a sample and testing

~ The joint spacing, quality and orientation
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~ The effect of the presence of ground water

~ The orientation of discontinuities with respect to a planned tunnel

~ The seismic risk

~ The size and type of the planned excavation, and

~ The in-situ stresses.

Wiseman (1979) used a Rockwall Condition Factor (RCF) to determine the extent of support

required in given ground conditions.

The Rockwall Condition Factor is given by the equation:

(2.1)

where: C1I and C13 are the maximum and minimum principle stresses (respectively) within the

plane of excavation (see Fig. 2.1), C1c is the uniaxial compressive strength for the rock mass, and

F is the factor by which C1c is downgraded. This empirical factor F depends on the excavation

size and the rock mass condition. In highly discontinuous rock, F is set to 0.5, and in very large

excavations (larger than 6 x 6m) F is downgraded a further 10%.

It has been found experimentally that for an RCF< 0.7 good conditions prevail with minimum

support, while for 0.7 < RCF < 1.4, average conditions prevail with typical support systems, and

for RCF > 1.4 poor ground condition prevailed, with the need for specialised support systems.

Actual support selection and spacing of the supports is also based on the stress conditions

expected in the tuimel.

Table 2.5 gives a summary of the suggested support selections based on RCF criteria. However,

although the table below makes recommendations of different bolt types for different

conditions, this poses a logistical nightmare for mine management, which must then buy in

several different bolt types, and ensure that these are correctly distributed to the various

differing ground conditions within the myriad of mining tunnels and excavations underground.

For this reason, mines tend to standardise on one or two bolt/tendon types; thereby simplifying

matters. It is at this point that cost is factored into the equation. For this reason a table of

comparative costs of support systems is presented in Table 2.6. Although the data was collated

in 1999 and an increase in the prices shown is to be expected, it is still useful from a

comparative perspective.
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Table 2.5: Summary of support system selection based on ground conditions [79].

Support recommendations for good ground conditions (RCF <0.7)

Case Primary Support Secondary Support

Static stress Spot support where necessary - Spot support where necessary -
conditions split sets, rock studs etc. rock studs etc.
Stress changes Spot support where necessary - Fully grouted tendons> I.5m in
anticipated split sets, rock studs etc. length, installed on a basic 2m

pattern. Support resistance: 30-
50kN/m2

. Rope lacing on
sidewalls only.

Seismic activity Split sets or tendons> I.2m long, Fully grouted (preferably
anticipated installed as close to the face as yielding) tendons> I.5m long,

possible, on basic 2m or I.5m installed on basic 2m pattern.
pattern. Support resistance: 30 - Support resistance: 50kN/m2

.

50kN/m2
. Mesh and lacing on all walls

Support recommendation for average ground conditions (0.7 < RCF < 1.4)

Case Primary Support Secondary Support

Static stress Rock studs or tendons> 1.5m long, Steel strapping of rope lacing
conditions installed as close to the face as integrated with primary support

possible, on basic 2m pattern. tendons; or shotcrete.
Support resistance: 30 - 50 kN/m2

•

Stress changes Fully grouted tendons> I.8m long, Rope lacing and wire mesh
anticipated installed as close to the face as integrated with primary support

possible, on basic 2m or 1.5m tendons.
pattern. Support resistance: 40 -
60kN/m2

•

Seismic activity Fully grouted (preferably yielding) Rope lacing and wire mesh
anticipated tendons> 1.8m long, installed as integrated with primary support

close to the face as possible, on tendons, plus optional shotcrete.
I.5m or double 2m pattern. Support
resistance: 80 - IlOkN/m2

.

Support recommendations for poor ground conditions (RCF> 1.4)

Case Primary Support Secondary Support

Static stress Ifnecessary, shotcrete to the face, Steel wire mesh integrated with
conditions then fully grouted tendons, length primary support: optional

>1.8m on basic I.5m pattern as shotcrete.
close to the face as possible.
Support resistance: 80-IIOkN/m2

•

Stress changes Ifnecessary, shotcrete to the face, Rope lacing and wire mesh
anticipated then fully grouted tendons, length integrated with primary support.

>1.8m on basic Im or double 2m Add integral shotcrete in long-life
pattern, as close to the face as tunnels. If necessary, additional
possible. Support resistance: 120- hangingwall support comprising
230kN/m2

. grouted steel ropes.
Seismic activity Ifnecessary, shotcrete to the face, Rope lacing and wire mesh
anticipated then fully grouted tendons, length> integrated with primary support.

2.3m on basic lm pattern, as close Add integral shotcrete in long life
to the face as possible. Support tunnels. If necessary, additional
resistance: 220 - 290kN/m2

• hangingwall support comprising
grouted steel ropes.
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Table 2.6: Comparative costs for various support systems in 1999 [80].

Description Specification Cost

Shotcrete 25mm thickness R61- R65 1m2

50mm thickness R75 - R115 1m2

75mm thickness R125 - R170 1m2

100mm thickness R195 - R210 1m2

All shotcrete calculations include a factor of 1.4 to allow for rebound off tunnel walls, however,

when shotcreting over wire mesh this figure could go as high as 1.8. Also, if steel fibre (average

of 40kg per m3 sprayed) were added an additional R400/m3 should be added to the costs above.

Diamond mesh 75mmx3mm R41 - R47 1m2

Diamond mesh and 12mm 75mmx3mm R70 - R79 1m2

lacing

Cable anchor, grout and 4m R270 - R290 lunit

tension

Freyssinet yield anchor, grout 6m R315 - R330 lunit

and tension 8m R 380 - R395 lunit

lOm R430 -R440 lunit

Split sets 1.5mx 36mm R44 - R52 lunit

1.8mx 36mm R50 - R59 lunit

Anchor bolts 1.5mx20mm R55 - R66 lunit

Point anchor bolt with resin 1.8mx20mm R61 - R68 lunit

capsules and post grout

Anchor bolt and full column 2.2mx20mm R 85 - R96 lunit

resin capsules

Gewi bars 1.5mx20mm R56 - R65 lunit

1.8mx20mm R62 - R70 lunit

Shepherd's crook and pumped 2.4mx 16mm R37 - R43 lunit

grout (ripple or smooth)

Shepherd's crook cone bolt 2.2mx 16mm R50 - R54 lunit

Cone bolt (straight) 2.2mx22mm R52 - R58 lunit
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All the costs shown in table 2.6 [80] include material, labour and plant costs, since the greater

cost often lies in haulage and installation of support systems rather than the actual material cost.

Costs are also region specific in that variations are experienced due to transportation costs and

availability being greater or lesser, dependent on mine location. It is therefore particularly

important for smart bolts to be easily hauled down shafts and through tunnels, and installed with

minimum fuss and extra care on the part of miners.

2.4 Implementing a structural health monitoring solution

By way of summation, the requirements for the implementation of a structural health monitoring

system in South African mining tunnels, have been identified as follows:

~ The environmental conditions dictate that all sensing equipment be corrosion resistant,

and well sealed against moisture and dust. Noise and vibration levels, as well as

substantial temperature variation should also be taken into account.

~ A brief study of the tunnel support systems available and their installation dictates that

any smart system should be hauled, and installed with an absolute minimum of "extra

care", and should preferably withstand installation by the ordinary mine worker.

Interrogation of the SHM system should not require specialised personnel, and should

be available remotely due to the fact that South African tunnels are usually 3m high and

physical access to sensors or sensing equipment is not always feasible.

~ Tables 2.5 and 2.6 show that the most versatile type of bolt is a fully grouted bolt and

although Shepherd's Crook bolt are the least expensive, greater support and versatility

is derived from bolts that can be pre-tensioned.

It should be said that an Australian mining company has already produced an instrument that

can actually determine the health ofmining bolts. The instrument uses an ultrasound or dynamic

frequency response type approach [91]. It is, however, not only expensive, but also requires

qualified personnel to perform the interrogation. The fact that the bolts must also be physically

reached by these personnel makes this an NDT approach rather than an SHM approach to the

problem. The objective of this study is to produce a smart mining bolt that, once installed, will

not need to be recovered, or touched in any way, but will bear the usual load of a mining bolt

while at the same time produce information regarding its own state of health, which can be

correlated to the stress state of the tunnel, thereby warning of rock dilation (which would

eventually tend to close the tunnel up) as well as potentially hazardous large scale rock

movements likely to cause catastrophic collapse.
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CHAPTER 3

MINING BOLT DESIGN

The creation of a smart mining anchor or bolt seems deceptively easy. Although the concept is

relatively straight forward, there is a multitude of design challenges that must be met. Among

the issues requiring attention are the following:

~ A cost effective material must be developed with the correct transformation

characteristics for the stresses and strains experienced in mining tunnels, as well as

satisfy the SABS standards. [All material development issues are addressed in the next

chapter.]

~ A knowledge of the loading conditions experienced by the bolt will also be required in

order to ensure damage is actually detected, and enable correlation between bolt

material transformation and rock movement, or tunnel health.

~ Conformation to the SABS standard for mining bolts in terms of design, and strength.

~ The physical design or type of bolt must be chosen, i.e. continuously mechanically

coupled etc.

~ And, perhaps the most important, some means of actually extracting a damage reading

from an in situ bolt must be provided for, i.e. the sensing design.

The production of a prototype is unfortunately complicated by the fact that the above issues are

all inter-related, as shown in the flow diagram (Figure 3.1) below. Each of these design issues

will, however be examined systematically, and the final prototype presented in the sections that

follow.
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Sensing
Design

Figure 3. 1: Inter-relationship between various design aspects of the smart mining bolt

3.1 Damage detection extraction

Perhaps the most difficult of the problems to solve, a means of measuring the change in the

magnetic behaviour of the material must be found and integrated into the bolt design in such a

way as to minimise installation complications, and subsequent data acquisition. The method

chosen must also be able to withstand the environmental conditions presented in the previous

chapter in Table 2.1, and not require any power lines or data cables to be run on the tunnel

surface. A broad search of the magnetic reading methods was therefore conducted [92-107].

3.1.1 Magnetism and magnetic susceptibility

Different materials behave differently in the presence of a magnetic field. In the case of strain

memory alloys there is a change from paramagnetic to ferromagnetic (see glossary for

definitions) behaviour. To measure this change, a magnetic field must be applied to the material.

Essentially magnetic field can be defmed in terms of its strength (H) and the magnetic flux

density (B).

Consider a thin conductor with current (i) passing through it: a magnetic field is produced

around the conductor as shown in the figure below. Field strength (H) is then expressed in

vector form:

dH = idlxr
4nr 3 fHdl = i OR VxH =8 (3.1)
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where S is the current density measured in Alcm2
•
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Figure 3. 2: Definition of magnetic field strength H [108]

Flux density B (measured in Tesla or Gauss) may be explained by considering a coil coupled

with a magnetic field that is changing with time - a voltage develops at the terminals of the coil,

yielding the relationship:

Voltage v =_ drjJ
dt

OR v = -N drjJ for N windings, where rjJ = rfBdA.m ~
(3.2)

Methods of measuring "magnetism" can therefore either measure field strength H or the flux

density B. Shown below is a list of some of the methods used to quantify magnetic effects,

classified according to their measurement principle [84].
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Figure 3. 3: Magnetic field sensors

The above are merely some of the methods of measuring magnetism. Not all of these are

however practical from a physical, economic or sensitivity perspective. For this reason, focus

was directed to only four methods identified to hold the most promise for smart components.

3.1.2 SQUID

A Superconducting QUantum Interference Device (SQUID) is an extremely sensitive device

known to measure magnetic fields of the order of 1O-14T. The essential components of the

device are two parallel Josephson junctions, formed by two superconductors separated by a thin

insulating film. The current in the SQUID device oscillates with changes in phase at the two

Josephson junctions, dependent on the change in magnetic flux. By counting the oscillations, the

magnetic flux changes may be calculated. The result then is that the SQUID functions as a flux

to voltage converter of extremely sensitive proportions. A schematic of a simple SQUID device

is shown in Figure 3.4 below.
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Figure 3, 4: Construction details of a typical SQUID device [236]

Typically, the squid device must be located inside a small cylindrical superconducting magnetic

shield in the middle of a liquid helium jacket, as shown in the figure above. Located at the

bottom of the liquid helium jacket are the superconducting pick-up coils, which detect the

difference in one component of the field between two points. The subject of interest is then

placed beneath the magnetometer underneath what is marked as the tail area in the figure above.

Almost all of the rest of the construction is concerned with minimizing the helium boil-off,

eliminating background radiation interference and any external ac field interference.

As a sensing device, the SQUID has very few competitors for sensitivity, but it does suffer a

number of disadvantages. The first of these is the lack of ruggedness of the instrument - it will

definitely not survive the mining environment, but may find application in other applications

where conditions are more stable, sanitized and conducive to accommodating the rather bulky

cooling system required for superconductive components. The last disadvantage lies in the cost

(which is substantial when compared to other measuring techniques) associated with this

instrument.

3,1.3 Inductive methods

The concept of inductance may be simply illustrated by considering a toroidal coil connected to

an AC source. As the alternating current passes through the coil, an alternating magnetic field is

32



set up, in turn producing a voltage. The relationship between these quantities may be expressed

as:

di
Voltage v = -L- (3.3)

dt

Where i is current (Amps)

t is time (secs) and

L is inductance (Henry)

This therefore implies that L = dcjJ ,and if the coil has N windings L = N dcjJ . (3.4)m m

One can then add a constant Cl related to the dimensions of the core of the coil, and the field

configuration, and the equation above becomes:

where !!...- is the permeability of the core.
H

(3.5)

Paramagnetic core materials have permeabilities higher or equal to a vacuum (41t x 10-7 H/m)

while ferromagnetic materials have permeabilities far, far greater than this. Thus the above

principle could be applied to structural health monitoring systems in the following manner:

1) A coil could be wrapped around a rod made of strain memory alloy and connected to an

inductance meter. As the core material transforms from austenite (paramagnetic) to

martensite (ferromagnetic), the permeability therefore changes, and the inductance

therefore also changes according to eqn. (3.5), giving a readily available transformation

indication.

2) If a probe is required, rather than an external coil, the same theory may be applied in the

form of pancake coils. [238] The relevant circuitry is illustrated below in Figure 3.5,

and consists of an oscillator, an LC circuit and a voltmeter. The LC circuit is

characterised by an oscillating current/charge, with an angular frequency of

OJ0 =~ 1 . The circuit is driven by an oscillator, which is set to oscillate at theLe
natural frequency of the LC circuit. As the material is brought into contact with the

pancake coil probe, the change in permeability results in a change in inductance (again

according to eqn. 3.5), and therefore a change in the natural frequency of the LC circuit.

This change is measured as a voltage Vs'
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Figure 3. 5: The components of a pancake coil induction probe [109]

Thus as a prospective measurement technique, the use of a coil with changing inductance

dependent on magnetic permeability changes, is a neat technique that may be easily adapted to a

variety of geometries and situations. The low cost involved in producing electronic circuitry,

which uses this technique, as well as the opportunity to produce a rugged system, are

particularly attractive features.

3.1.4 Fluxgate Magnetometer

Physically small, the fluxgate magnetometer is capable of measuring magnetic fields in the

order of the O.lnT to lmT range. Its rugged, reliable nature, as well as the fact that it requires

little power to operate, makes it an attractive option as a measurement instrument. The actual

operation of the fluxgate magnetometer relies on an alternating saturation of magnetic material.

To further explain the functioning of the fluxgate, consider the very simplified diagram shown

below.
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Figure 3. 6: The operation principle ofa tluxgate magnetometer [84J

A ring core fluxgate (as shown above) is constructed from a bobbin, wound with easily

saturable ferromagnetic material such as Permalloy to form a toroid. An alternating current is

then applied through a coil, which is wound around the toroid, thereby creating a magnetic field

that circulates around the magnetic core. This magnetic field causes the flux in the ferrous

material to saturate periodically clockwise and then counterclockwise. Another winding is

wrapped around the outside of the toroid to form a pick-up coil. While the ferrous material is

between saturation extremes, it maintains an average permeability much greater than that of air,

but when the core is in saturation, the core permeability becomes equal to that of air. If there is

no component of magnetic field along the axis of the signal winding then the flux change seen

by the winding is zero. However, if there is a magnetic field component present, then each time

the ferrous material goes from one saturation extreme to another, the flux within the core will

change from a low level to a high level. According to Faraday's law, a changing flux will

produce a voltage at the terminals of the signal winding that is proportional to the rate of change

of flux.

For dc and low-frequency magnetic fields, the signal winding voltage is:

e(t) =nA d(PoPeH ) = nAp H dPo(t)
dt 0 dt

(3.6)
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Where H == Component of the magnetic field being measured

n == Number of turns on the signal winding

A == Cross-sectional area of the signal winding

~e (t) == Effective relative permeability of the core

~o == Constant given by: H== ~o B

As the core permeability alternates from a low value to a high value, it produces a voltage pulse

at the signal winding output that has amplitude proportional to the magnitude of the external

magnetic field and a phase indicating the direction of the field. The frequency of the signal is

twice the excitation frequency since the saturation-to-saturation transition occurs twice each

excitation period.

3.1.5 The Hall effect

The Hall Effect sensor is a useful device for measuring the flux density of a sample and can be

used in a variety of applications. The beauty of the Hall effect sensor is that it is available in

probe form, and presents a simple off-the-shelf solution. It is, however, direction sensitive,

meaning that the orientation of the probe with respect to the magnetic field is a very important

variable.

The Hall effect may be explained by considering a particle, with charge Q, velocity V and

moving within a magnetic field B. The particle will experience a force called the Lorentz force,

given by:

F == Q (VxB). (3.7)

Figure 3.7: Illustration of Lorentz force direction

The direction of the force F is mutually perpendicular to the directions of the particle velocity

and the magnetic field (B) as shown in Figure 3.7 above. If a long, flat, current-carrying

conductor is placed in a magnetic field; the moving charges will experience a net force mutually
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perpendicular to the direction of the current flow and magnetic field. The electrons will

accumulate on one edge of the plate, due to the Lorentz force, with positive charges gathering

on the opposite edge. This uneven lateral charge distribution results in an electric field, E, which

exerts a force, given by:

F= QE (3.8)

This force is opposite in direction to the Lorentz force. The field, superimposed on the electric

field in the direction of the current flow, yields skewed equipotentiallines and hence the Hall

voltage.

The relation between the Hall voltage, current and the magnetic field can be given as:

VH = KHOC le B sinCe)

Where: VH = Hall Output Voltage (mV)

KHOC = Open Circuit Product Sensitivity Constant (mV/mA kG)

le = Control Current (mA)

B = Magnetic Flux Density (kG)

e = angle of magnetic flux

Hall Se:tll Of

~;=-----t-+-~-+-----"

I"-----------'m·-----(

Figure 3. 8: Illustration of a Hall sensor

(3.9)

It is obvious from eqn. 3.9 that the angle of flux is vitally important: as the angle decreases, the

reading decreases until it reaches zero when the angle is zero.
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Figure 3. 9: Illustration of the angle of field versus Hall output

The two basic types of Hall sensor are transverse and axial, as can be seen in Figure 3.10. The

transverse type is useful where the field must be measured in thin gaps. The axial type must be

used where the field is parallel to the axis of a hole, such as in solenoids.

"' ..-L ""

Transverse Axial

Figure 3. 10: Basic types of Hall sensor

Hall sensors can be used in various ways, depending on the application. By holding le constant,

VH becomes a direct function of B. IfB and le are held constant, VH becomes a function of the

angle ofB.

The Hall effect depends on the bulk-material properties of the semi-conductor material from

which it is made. Some of the semi-conductor materials used are indium antimonide (InSb),

indium arsenide (!nAs) and gallium arsenide (GaAs). To obtain a high output voltage, the active

element must have a high Hall coefficient KHOC' Also, since the output is directly proportional

to the current in the element, the resistance must be as low as possible to prevent excessive

heating, since the error is largely a function of temperature. The sensor sensitivity is also

inversely proportional to the thickness of the Hall plate i.e. the thinner the plate, the higher the

sensitivity. The thickness is determined by the method of manufacture. Bulk devices are slices

of ingot material that are lapped and polished. Thinner plates may be created using varying

deposition methods.
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Ideally, Hall sensors produce zero output voltage when not placed in a magnetic field but most

produce a small voltage called the Hall Offset voltage, VlIb which can be cancelled using

electronics. The Hall Offset voltage is also affected by temperature. The ideal Hall sensor is also

linear but this usually not the case. Typical accuracy ranges from ±0.1% to ±2% of reading. The

sensitivity is also temperature dependent. Hall devices are also irreversible, since the Hall

sensor generates different voltages of opposite polarity for equal fields of opposite polarity. This

is due to manufacturing error and can be as high as 1%.

Hall devices are generally considered as having a maximum resolution of I mG i.e. I flux line

per 1000 cm2
• Below this, electrical noise and temperature effects destroy the usable signal.

3.1.6 Summary

The above techniques need to be weighed against one another, in terms of sensitivity, cost,

ruggedness and general suitability to the mining environment, but most importantly, one needs

to consider how the measurement technique can be integrated into a mining bolt so as to

produce a fully functioning unit that does not require mining personnel to physically reach the

bolt (which would usually be situated beyond their physical reach) in order to interrogate its

structural health. In the table below, is a comparison between the methods described previously.

It becomes quite obvious that using some form of inductance measurement is the most likely

solution for this application. This may be accomplished in one of two ways, either by the use of

a pancake coil probe which must be brought into close enough proximity to the bolt to take a

reading, or by winding a permanent coil around a section of the bolt or the whole bolt, from

which will be taken an inductance reading. The final solution to this design problem is presented

in a following section.
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Table 3.1 Comparison of the various off-the-shelf methods available for measurement of

magnetic field

Measurement Sensitivity Ruggedness Cost Suitability

technique

Inductance The sensitivity The inductance Probably one of Certainly the

of this method technique the cheapest most suitable

can essentially probably holds methods

be adjusted and the greatest available

tuned to suit a potential for

broad range of adaptation to the

requirements
..

mmmg

environment

SQUID Exceptionally Not at all rugged Too high for this Not suitable at

sensitive application all

Fluxgate Very good Acceptable Not as cheap as OK

the inductance

technique, but

possibly

acceptable

Hall Effect Acceptable but Acceptable Acceptable Not as suitable

the directional as the inductance

sensitivity issue technique

introduces

design

complications
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3.2 Loading conditions generally experienced by rock anchors.

Before it is possible to even begin to integrate sensing capability into a bolt, it is necessary to

understand the loading to which the bolt will be subjected. As most mines will standardise their

mining bolt buying and installation requirements by choosing one or two types of bolts, it

seemed most logical to begin smart bolt development with one of the most common types of

bolts. For this reason a continuously grouted tendon was chosen.

Primarily, one can divide the continuously grouted or CMC tendons into two categories, those

that are pre-tensioned, and those that are not. Shepherd's Crook tendons are for example not

pre-tensioned; and therefore often experience problems with bad installation, as a lack ofproper

grouting will not necessarily be noticed. Pre-tensioned tendons, however, require that the

grouting hold properly in order for pre-tensioning to take place, thereby reducing this hazard

substantially. The decision to produce a pre-tensionable bolt was simple since this presented a

very convenient method of eliminating the incubation strain (refer to Figure 1.6).

A CMC tendon experiences predominately two modes of loading: the first of which is a simple

axial tensile loading caused by rock dilation, and is applied directly to the shank of the grouted

bolt. The second, is more difficult to quantify, and consists of a combination of shear and axial

loading which is transferred via the grouting to the tendon, from the rock mass. This may be

caused either by rock fragments sliding relative to one another, or by a crack opening between

two rock fragments. The figure shown below (Figure 3.11) depicts how the load may be

transferred from the rock mass to the grouting, to the rock tendon. The fact that the discontinuity

is not perpendicular to the bolt aids the transfer of load to the bolt, using the axial strength of the

bolt rather than just the pure shear strength. It is for this reason that mining bolts are not

installed perpendicular to the known direction of slabbing.
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Measuring Points

Figure 3. 11: Mechanics of load transfer from rock to bolt via grout

Figure 3.12 shows the test results from a test wherein the bolt was instrumented at various

points along its axial length, and the load created by a major discontinuity subjected to shearing

action, measured.

Yielding of the bolt
120

Axial 100
Load 80

(kN) 60

40

20
0~--_':::::~~3ii. .........-

-20
Major Discontinuity

430 300 I
Cri===:;::l=*fJ'#===ijr==;=j=:;:.=== Instrumented Bolt

1 2 3 4 5-.
I

Distance along the bolt [mm]

Figure 3.12: Variation of axial load along bolt length as created by a major discontinuity
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It is noticeable that the axial stress increases sharply from the nut/exposed end, peaks just before

the discontinuity and then subsides rapidly to nothing at the concealed end, suggesting that the

section of the bolt closest to the bearing plate does most of the work in restraining rock

movement. Unfortunately the shear stresses were not measured in the test detailed above

because they are more difficult to quantify [79].

The load/deformation characteristics of grouted tendons have been the subject of much research

within the mining community. Factors found to influence these load-deformation characteristics

are:

~ Bolt diameter

~ Borehole diameter

~ Material properties such as ultimate and yield strengths, and stiffness.

~ The nature and strength of the bar to grout bond

~ Bolt inclination (with respect to discontinuity - inclined bolted joints are stiffer than

perpendicular ones)

There are various cross-sectional profiles of fully groutable bar available. The most common of

which are shown below in Table 3.2.

Table 3.2: Various bolt profiles available for CMC anchors

~
03 c- Je

Smooth Bar V-bar

V€Qm ::;;:::::2
Re-bar Twisted or Spiral Bar

Of these, re-bar has been shown to have superior characteristics in terms of tensile, static and

dynamic shear strength [80]. Their stiff nature would suggest that they are best suited to

conditions where moderate rock movement is anticipated. As tendons they have been shown to

sustain joint opening of between 20 and 30mm before failure. The shear loading characteristics
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of such tendons are particularly impressive ranging from 0.8 to 1.0 times their tensile strength.

This figure is dependent on rock strength as well though.

3.3 Mining bolt standards

The relevant SABS (South African Bureau of Standards) standard for mining bolt is SABS

1408. The rock bolts may be smooth or nibbed but are required to meet the criteria presented in

Table 3.3 below:

Table 3.3: Properties of bolts required by SABS standard

Properties Values

Minimum ultimate tensile strength 570 MPa

0,2% proof yield strength 360MPa

Minimum elongation after fracture 22%

Noting that the elongation after fracture shall be determined on a gauge length Lo of the

equivalent cross-sectional area, which may be calculated as follows:

K = Equivalent cross-sectional area (m2
) where K is the mass of the bar (kg) and L is

O,00785L

the length of the bar (>0,5m) in metres, and a density of 7850kg/m3 for steel is used. Lo may

then be calculated as follows:

La =5.65.[A where A is the equivalent cross-sectional area.

. In addition a Charpy V-notch (impact resistance) of at least 30J is required at temperatures of

20°C and O°C [110] a formal testing procedure for strength and ductility testing is also given in

this standard.

Additional requirements are given for bearing plates, nuts, washers, etc. but since these will be

bought off the shelf (and are not under development) they are of little interest for the purposes

of the report.
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3.4 Prototype design

Based on the extensive testing that has already been performed on products and profiles

currently available on the South African market, the design shown below was adopted. Figure

3.13 illustrates the basic principle of operation for the smart mining bolt. Detailed assembly

drawings are however attached in Appendix A.

SECTION A-A
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Figure 3. 13: Schematic diagram of the operating principle of the smart mining bolt

Fundamentally the bolt consists of two sections: an ordinary re-bar type section and a smooth

sensor section, which is necked down to take a coil wound around this length, as well as to

provide a section which will be the first to yield. In other words this forms a damage

concentrator. This design was perpetuated based on the evidence presented in Figure 3.12,

which shows that a discontinuity will cause far higher stresses in the base-plate end of the bolt

than in the deeply buried end.

The coil, which is found from very fme copper wire, is protected by a coat of resin, then shrink­

wrap and is then encased in a section of aluminium tubing that is crimped on. This effectively

protects the delicate part of the bolt during transportation, handling within the mine, and

subsequent installation operations. The ends of the coil wire are then fed back to a connector

plug, which is seated inside the hollow cavity out of harm's way. It is onto this plug that the

45



electronics (which mimic an off-the-shelf inductance meter) will be plugged once installation is

complete, and the mining bolt will see no further tampering. A check as to whether the coil is

intact, will be the connection of the sensor read-out section, provided that there is no open

circuit (caused by coil breakage) there should be a nominal reading displayed.

The re-bar and sensor sections were originally to be friction welded together, but in the interests

of flexibility this idea was abandoned, and a threaded coupling adopted. This was because some

sections of mines have limited access to the rock face, such as is the case in Platinum mines

where the maximum stope-face is only 90cm, but the length of the required support tendon is

longer than this. The re-bar section of the bolt will be grouted and the sensor section then

attached. Effective pre-tensioning can then be checked on the digital read-out, because the

tensioning effectively takes the bolt to the point of "transformation start". Any further tension or

loading applied will cause a transformation in the sensor section and a change in the base

reading will then be displayed on the instrument face. A conceptual schematic is shown below,

along with a diagram of the visible instrument face of the bolt. The operating principle is as

follows:

).- The operator holds a single "box" containing a transmitter, which activates a one-way

radio link with the receiver situated in the bolt's measuring instrument circuit.

).- The sensor is then switched on, and takes a reading using the circuit that mimics an

inductance meter, which operates at 1kHz and measures inductance.

).- The LED display (marked status box in Figure 3.14) is then lit for approximately 10

seconds, after which the instrument switches off until reactivated by the operator.
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Figure 3.14: The conceptual schematic of the sensor section ofthe smart mining bolt
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Figure 3. 15: The actual visible end of the bolt
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There are two sections to the digital display shown above, the first is a digital read-out, which

may be configured to give a numerical output, that is, a voltage directly proportional to the

amount of strain registered in the sensor section. The second is an LED display section, which

merely has three lights, green, yellow, and red, indicating safe, caution, and danger levels,

obviously pre-determined by acceptable levels of rock movement correlated to levels of strain

seen in the sensor section of the bolt.

It is envisaged that smart mining bolts be installed at regular intervals in a pre-determined

pattern along the tunnel length, in such as way that a comprehensive picture of tunnel stresses

and rock movements can be constructed from the data they produce. It has never been the

proposed that smart mining bolts replace all other mining bolts (this would simply be too

expensive) but a well-thought selective replacement has the potential to revolutionise tunnel

health. One step further in this methodology, would be to employ a data logger that interrogates

the bolts and recognises them on an individual signature. Stresses in bolts could then be used to

create a tunnel map of stresses and possible rock movement, with appropriate software.

The last remaining task is then to produce a material that will satisfy the requirements of the

prototype design, as well as the strength requirements of the mining standard.
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CHAPTER 4

ALLOYING AND PROCESSING

The production of an accurate, sensitive smart mining bolt depends very heavily on the

appropriate use of a strain memory alloy. As a material group, however, strain memory alloys

vary tremendously in their chemistry and processing. The number of possible alloying elements

is almost endless, and although much work has been done on TRIP steels and on metastable

austenitic stainless steels [111-159], not much of this work has actually focused on the materials

from a structural health monitoring perspective. Ideally, the least cost in alloy development

would be incurred if an off-the-shelf material could be used or adapted to suit the purposes of

the project at hand, but before even such a simple material solution can be implemented, an

understanding of material behaviour, chemistry, processing and transformation influences, is

necessary.

4.1 Material Requirements

The objective of a study in alloying effects is undoubtedly a material that fulfils the

requirements of a smart mining bolt, and the material characteristics identified as important for

the mining environment were therefore the following:

~ Good transformation characteristics: the sensitivity of the mining bolt depends on the

material beginning to transform as soon as the load on the bolt exceeds the pre-tension

load - in other words the incubation strain must be eliminated. A material that exhibits a

large amount of transformation for a small bolt deformation is also vital, since the

strains experienced by grouted bolts are small compared to the overall length of the

bolt.

~ Acceptable strength levels for the SABS requirements (as outlined in chapter 3): these

strength levels are influenced by alloying chemistry, as well as the subsequent

processing of the material.

~ Good corrosion resistance: the corrosive chemicals present in some rock types have

caused many mines to experience problems with the rusting of mining bolts and

subsequent "hidden" loss of the support in tunnel walls.

~ Acceptable machinability: due to the fact that some machining of parts would be

required for smart bolt manufacturing.
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~ Cost: Although the smart bolt is envisaged to cost more than an ordinary mining bolt,

the material, processing, and manufacturing costs must be kept as low as possible.

Unfortunately, each of the above requirements cannot be met in isolation, many of these

requirements influence one another, as seen in Figure 4.1 below, which shows that component

sensitivity and accuracy are dependent on two main factors: the design of the inductive circuit

used to measure transformation (see chapter 3), and the actual transformation characteristics of

the material. The transfonnation is influenced by only two factors, the alloying chemistry and

material processing. These two factors are however related to a myriad of other factors,

including each other.

Component sensitivity
cl accucacy.

Figure 4.1: The factors influencing alloy development for the smart mining bolt.

The rest of this chapter is then devoted to an in depth study of alloying chemistry and material

processing.
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4.2 Alloying Chemistry

The alloys making up the strain memory group are varied in their alloy chemistry and

encompass such simple alloys as those of iron-nickel groups, through to complex chemistries

incorporating iron (Fe), carbon (C), chromium (Cr), nickel (Ni), manganese (Mn), silicon (Si),

nitrogen (N), molybdenum (Mo), and phosphorus (P).

The fundamental property governing whether or not strain memory is present within a particular

alloy is the level of stability of the austenite present at room temperature. This in turn is

governed by the alloying elements present themselves. The more prominent of these alloying

elements will be discussed in detail, including their influences on strength characteristics,

transformation mechanics, and corrosion properties. Relative costs and machining parameters

will, however, be discussed in chapter 6 where practical alloy formulation and testing is

discussed.

The strain memory alloys use iron as a base material, (important for the magnetic properties that

make the materials smart) although there are other alloy groups that also display strain-induced

transformation (e.g.: titanium [160]). In relation to iron, then, all other alloying elements may be

said to have one of two basic actions, according to Wever classification [161]:

> Those that expand the y field and therefore encourage austenitic formation over wider

compositionallimits, - a group known as austenitic stabilisers.

> Those that contract the y field and therefore encourage ferritic formation over wider

compositionallimits - known as ferritic stabilisers.

Four main categories of iron binary diagrams may then be defmed: open and closed y-field

systems, and expanded and contracted y-field systems. A closer look at each of these four field

scenarios follows, including a more detailed discussion of the elements having possible

relevance to the smart mining bolt alloy development. A generalised example diagram of each

scenario is given, but it should be noted that the precise form of the diagram depends on the

electronic structure of the actual alloying elements.

4.2.1 Open y field

An example of an open y field is given in Figure 4.2 below. The alloying elements that could

possibly create this effect include nickel (Ni), manganese (Mn), cobalt (Co), and the inert metals

ruthenium, rhodium, palladium, osmium, iridium, and platinum. Both Ni and Mn completely
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eliminate the BCC a-iron phase and replace it down to room temperature with the y-phase, if

they are added in sufficient quantity. This depression of the Ael and Ae3 temperatures makes Ni

and Mn important austenitic stabilisers.

Open -field

Figure 4.2: An example of an open y-field Iron binary phase diagram

Nickel is one of the best-known austenitic stabilisers, and is used extensively in austenitic

stainless steels. It is also known to improve corrosion resistance in neutral and weak oxidising

media. [162] When added in sufficient quantities, it improves ductility and formability because

of the FCC structure it produces at room temperature. As an austenitic stabiliser, Ni depresses

the Ms temperature, and it has been shown that a 2.5% change in Ni content can produce up to a

150 QC change in the Ms temperature [163].

Various researchers [including 164] have investigated the iron-nickel-chromium series of alloys,

which can be used to produce alloys of very high strengths. Using a base alloy ofFe-0,3C-2Mn­

9Cr- and varying the nickel content from 8 to 16% shows quantifies the stabilising effects of

nickel. The alloy with the 8%Ni was unstable [164], while increasing the Ni content to 12%

produced incredible elongations, implying that both these alloys were transformable. Further

increase of Ni content to 16% produced a totally stable alloy.

Manganese is not as powerful an austenitic stabilizer as nickel, but has the added effect of

lowering the stacking fault energy. When the stacking fault energy is lowered significantly
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enough, stacking faults form which promote the formation of an intermediate (HCP) martensite

E, between the austenite and usual stable a' martensite phases.

To produce alloys of the Fe-Cr-Mn group in which the intermediate martensite is formed,

Manganese contents of 10% or greater are required, while the presence of Cr in concentrations

of 13 - 18% stabilizes the BCC or a phase field sufficiently to cause the transformation from E

to a martensite. This group of alloys is important from a structural health monitoring

perspective because it is not only cheaper then the well known Fe-Cr-Ni stainless steel group,

but can also be manipulated to improve the transformation temperature insensitivity of strain

memory alloys. To elaborate on this point, consider the diagram shown in Figure 4.3. The

amount of martensite formed on application of strain shows a dependence on ambient

temperature. This is intuitively correct since martensite formation is usually a thermally induced

process (to be further elaborated later) and hence will form in greater quantities as the

temperature is depressed.

Response
voltage

To+AT

To-AT

V3

V2

VI

0

0 &. &pre &1 S2 &ave &3UlC

Strain

Figure 4. 3: Temperature dependence of martensite formed in normal strain memory alloy

This temperature dependence is in most structural health monitoring systems, not an

advantageous characteristic, and if possible best eliminated. This can be achieved by creating E

martensite (which is also paramagnetic) at a temperature lower than the expected operating

range, and then allowing the nucleation of a martensite (which nucleates from the E martensite)
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upon straining. The formation of a martensite in this way should be a product of the applied

strain only.

4.2.2 Expanded y field.

Common elements that create the expanded y-field seen in Figure 4.4 below, are carbon (C),

nitrogen (N), copper (Cu), zinc (Zn), and gold (Au). In this case, the austenitic field is expanded

but its existence is cut short by the formation of compounds. This group obviously forms a very

important set of alloys in the plain carbon steels, which owe their heat-treatability to the

expansion of the gamma field by carbon.

Expandedrfield

Figure 4. 4: Example of an expanded y field Iron binary phase diagram

Nitrogen is an exceptionally cheap element to add as an austenitic stabiliser: it is not only much

more potent than nickel, but is also a miniscule fraction of the cost. It has therefore been the

subject of much research [78,165-167] as a replacement for part of the nickel content of such

popular alloys as AISI 301 and 302. Researchers at the University of Cape Town, investigated

this possibility using the experimental alloys shown in Table 4.1 below.
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Table 4.1: Alloys used in nitrogen replacement

Cr Ni N C Mn Si V Cu Co Mo Fe

301 17.7 7.48 0.074 0.029 1.5 0.5 0.07 0.08 0.02 0.03 Bal

Al 17.2 5.12 0.087 0.084

A3 17.5 5.09 0.129 0.087

A5 17.9 5.17 0.163 0.075

A6 17.9 5.03 0.276 0.071

Dl 17.9 3.41 0.185 0.078

D2 17.9 3.36 0.275 0.070

The effectiveness of nitrogen as a nickel replacement can be seen in the amount of austenite

retained down to room temperature, detailed in Table 4.2 below. Note that ferrite was absent in

all cases, and the remainder of the microstructure is therefore composed of martensite.

Table 4.2: Percentage austenite retained at room temperature as nitrogen content is varied

Alloy 301 Al A3 A5 A6 Dl D2

% retained 98 70 83 89 91 43 67

austenite

A careful balance is needed if nitrogen is to be used to partially replace nickel [78]. In the case

of alloy designated A6, the nitrogen replacement was most successful, approximately 2.5% of

the nickel used in the base 301 alloy, was replaced by 0,2% nitrogen. The austenite was not

quite as stabilised as in the case of 301, but comparable properties were attained in terms of

work hardening rate. There are however indications that too high a nitrogen level might cause

delayed cracking after deep drawing operations [166] - a prevalent use of the 301 type alloys.

This cracking, which gets worse with time, is thought to occur because of the embrittling effect

the nitrogen has on the martensite.

Although carbon can be used as an austenitic stabiliser, care needs to be taken to prevent the

formation of free carbides, which arise as a result of elements such as Cr being leached out of

solution by the carbon within certain temperature ranges. To counteract this effect, elements
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such as titanium and niobium are sometimes added to prevent chromium carbides forming.

Carbon can therefore have a negative effect on corrosion resistance, and as an interstitial can

cause a reduction in ductility [162]. Carbon is also known to depress the Ms temperature by

approximately lOoC for every 0.01 %C present.

Not as commonly used for its austenitic stabilising properties, copper does, however, improve

corrosion characteristics, [166] unfortunately usually at the slight expense of ductility [165].

4.2.3. Closed y field.

Although there are many elements that stabilise the y phase, there are also many that reduce this

phase field and encourage the formation ofBCC iron. In Figure 4.5 shown below, it can be seen

that the y area of the diagram has been forced to contract to what is known as the gamma loop.

The result is that the () and a phase fields become continuous. Alloys of which this is true,

cannot be heat treated by using the usual cooling through yla-phase transformation. Elements

that fall into this category include: silicon (Si), aluminium (AI), beryllium (Be), and phosphorus

(P); together with the strong carbide formers: chromium (Cr), molybdenum (Mo), titanium (Ti),

and vanadium (V).

Closed r- field

Figure 4.5: An example of a closed y-field iron binary phase diagram
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Cr is primarily added for the corrosion resistance it imparts, by forming a passive oxide film to

protect the underlying surface. As little as 5% improves the corrosion properties of the material,

but a minimum of 12 % is required to produce stainless steel. For Cr contents of less than 12 or

13%, there is an austenite to ferrite transformation on cooling from within the y loop. For Cr

contents greater than 13%, a transformation does not occur, rather a solid solution of Cr in a Fe

is formed. Cr like Mo and V is known as an effective carbide former. The formation of carbides

in strain memory alloys is considered a positive phenomenon, since they enhance dislocation

multiplication and pinning at elevated temperatures. This fact, when used in conjunction with a

thermomechanical processing of 30% (or more) increases the yield strength at room temperature

substantially. Molybdenum is the most effective of the above mentioned three, in enhancing

strain hardening properties, and Cr is the least effective. Mo and V can both produce strain

hardening that is independent of temperature and strain rate [168,169].

Mo and Si have been shown to improve corrosion resistance [111], and in the case of Mo,

specifically the pitting resistance in chloride atmospheres [162]. Al can be added to improve

high temperature scaling, and is commonly added, like Ti and Nb, to combine with interstitials

and thus prevent sensitisation.

4.2.4 Contracted y-field

The last group of the four, belongs to those elements that strongly contract the y loop, but

compound formation is present and produced the diagram shown in Figure 4.6 below. Elements

belonging to this group are boron (B), and the carbide formers: tantalum, niobium, and

zirconium.

Niobium is commonly added as a grain refmer [170], which may then improve strength. As

little as 0.13 - 0.22% can result in marked y grain refinement.
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Contractedrfield

Figure 4. 6: An example of a contracted y-field iron binary phase diagram

The effects of the elements discussed in the preceding sections can be summarised in the table

below:

Table 4.3: The effects of various alloying elements on the stability of the austenitic phase

Alloying Element Effect on Stacking Fault Austenising

Energy Index

Ni 1

Cr Lowers the SFE [25] -

Mn Lowers the SFE 12

N Raises the SFE [102] 25

C 30

Mo Lowers the SFE [25] -

Si -

V Lowers the SFE [25] -
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Although the effects of each of the most prominent alloying elements has been discussed in

relation to Iron, most alloys are not binary in nature, as several elements are added for the

different properties that they produce. For example, in the case of the smart mining bolt, it is

necessary to add chromium for corrosion resistance, as well as some austenitic stabilisers to

produce the metastable austenitic phase at room temperature. The interaction of these two

elements is therefore the question at hand.

As an answer to this dilemma, one may scrutinise what is known as the Schaeffer-De Long

diagram, which uses a calculation of chromium and nickel equivalence to predict the phases that

will be present in material, for any given composition. Figure 4.7 shows this diagram, wherein

the chromium equivalent is calculated as follows:

C.E. =%Cr + %Mo + 1.5%Si (4.1)

and the nickel equivalent is calculated with the formula:

N.E. =%Ni + 30%C + O.5%Mn + %Co + 25%N (4.2)

800/0 Femte

. 100% Fenite

4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

Chromium Equivalent

Nickel Equivalent 0% Femte
30r-----------------........
28 5% Femte

;~ 10% Fenite

~~ 20% Fenite

~: 40% Fenite

14
12
10
8
6 F
4 +
2 M
o...-----...--""'~~--------..Jo 2

Figure 4.7: The Schaeffler De Long diagram for prediction of phases present in complex
alloying chemistries

Figure 4.8 shown below has regions, corresponding to the commercially available stainless steel

grades, marked on it. Figure 4.9 has a region identified by researchers at Mintek, as the most

likely region to produce the smart steels known as strain memory alloys.
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Figure 4. 8: The four groups of commercially available stainless steels depicted on the
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Figure 4. 9: The region of Chromium and Nickel equivalence on the Schaeffler De Long
diagram most likely to produce strain memory alloys
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4.3 Material Processing

After casting and rolling to produce a wrought material, alloys may be further processed to

increase their yield strength, and/or destabilise their austenitic structure, thereby making them

more sensitive to strain-induced transformation. Usually steels are strengthened (apart from the

strength imparted by the alloying itself) by one of two means: either they are heat treated using

the classical y/a transformation which is not applicable in this case, since the alloys we are

dealing with have been engineered to remain austenitic down to room temperature; or the

material can be cold-worked, thereby increasing the dislocation density and increasing the yield

strength. This approach is also not applicable in this class of materials, because cold working

would entail deformation, which would immediately trigger the strain-induced martensitic

transformation. This is highly undesirable if the material is to be used in a strain monitoring

application. It therefore becomes necessary to look more closely at the transformation

characteristics of this particular class of materials, in order to obtain a means of increasing yield

strength without actually creating martensite.

4.3.1. Time Temperature Transformations

A common manner of representing the dependence of isothermal transformation with time and

temperature, below the eutectoid temperature, is a set of curves known as TIT (time­

temperature- transformation) curves. Figure 4.10, shown below, is the simple curve for a plain

carbon eutectoid stee1. ill this case, the roughly C-shaped curve simply contains a pearlite

reaction down to the nose of the curve, with bainite and martensite occurring at lower

temperatures. For hypo- and hyper-eutectoid steels the diagram becomes more complex with the

addition of additional lines for ferrite and cementite reactions.
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Figure 4.10: An example ofthe TTT curve for a plain carbon eutectoid steel

Figure 4.10 clearly indicates both the martensite start and finish temperatures, termed the Ms
and Mf temperatures respectively. Although these temperatures are considered important for the

spontaneous thermal formation of martensite, which is usually achieved through heat treatment

processes, their position relative to the operating temperature also influences strain-induced

formation of martensite. A third quantity pertaining to martensitic formation is also commonly

defined. The MD temperature is the temperature above which the formation of martensite due to

strain ceases to occur. This temperature is different for different types of loading, [I69] that is

for tensile and compressive loading conditions, the temperatures above which transformation

will no longer occur, will be different. The quantity MD does not however appear in Figure 4.1 0,

since it is related neither to time, nor directly to temperature.

The effects of alloying elements on this diagram are two-fold: the nose of the C-shaped curve is

moved usually to longer times by the vast majority of alloying elements, and secondly, those

alloying elements (such as nickel and manganese) which expand the y-field also depress the
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position of the curve with respect to temperature. In contrast, those elements that favour the

ferrite phase raise the curve higher with respect to temperature.

Additionally, some researchers [171] have found that it is possible to create a metastable bay in

the TTT curve if certain alloying is present. Figure 4.11 shows as example of this bay, the

creation of which the researchers attributed to additions of chromium.
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Figure 4. 11: An example of a metastable austenitic bay engineered into the TTT curve by
alloying chemistry [171J

4.3.2. Processing

In the light of the opportunity created by the metastable bay of Figure 4.11, processing may

therefore be developed around a warm working process. That is, it is neither strictly speaking a
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hot working process nor a cold working process, but work may be put into the material by a

suitable means at an elevated temperature, which falls within the metastable bay for the

particular alloy concerned. Usually, this mechanical working is a rolling process, although

extrusion has also been considered [171] and rejected because of the adiabatic heating

associated with this process. Warm working, in this manner, would seem to shorten the time to

decomposition of austenite into other phases. Although the time to decomposition seems infinite

in the metastable bay area of Figure 4.11, this diagram is altered by warm working [171].

This classical method of increasing strength in metastable alloys, has been termed Prior

Deformation of Austenite (PDA). Figure 4.12 illustrates the effects of 0, 20, 40, 60, 80% PDA

(curves 0,1,2,3,4 respectively), on the stress-strain curve of a typical metastable alloy. The

strength increment associated with increased amounts ofPDA is clearly visible.
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Figure 4.12: The effects of O/OPDA on the stress strain curve of a typical metastable alloy

The effect of PDA is however, not limited to a higher strength increment, but also promotes the

formation of carbides, where carbide-forming elements are included in the alloy chemistry

[172]. These carbides have been shown to raise the MD temperature, thereby broadening the

temperature range within which martensite can be induced by strain [172]. The means by which

the PDA is introduced is also shown to influence the MD temperature [173] due to the fact that

martensitic nucleation is highly influenced by the dislocation substructure imparted during

PDA.
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An alternative to wann rolling is a thenno-mechanical processing route involving defonnation

in the intercritical region and subsequent cooling through pearlite and bainite regions [174-177].

This route has seen development specifically because the industrial scale operations have

deemed it more cost effective. The result is a multi-phase steel, which is TRIP-aided, i.e. some

austenite has been retained for transfonnation to martensite, but bainite, pearlite, etc. make up

the rest of the room temperature microstructure. Although this method produces structural steels

with optimised properties, it is not particularly useful in producing strain memory alloys, of

sensitive proportions.

The classical thenno-mechanical treatment has seen significant research and development.

However, another method of increasing strength has also been proposed by Koppenaal et al

[178] for the replacement of the costly thennomechanical treatment, with a thennal process said

to achieve similar strength levels.

As the nominal composition for his experimental alloy, Koppenaal used one very similar to one

used by Zackay et al in their research on TRIP steels (thennomechanical processing) [143]. The

principle argument of Koppenaal rests on the strength that can be imparted to austenite through

the reverse martensite shear transfonnation or reverted austenite. By cycling repetitively

between a martensitic and reverted austenite structure, strengthening is said to occur. There are,

however several requirements, in tenns of alloy characteristics, that must be met in order for

this process to have the desired effect:

~ The amount of martensite that can be fonned by cooling to liquid nitrogen temperature,

must be large enough to be significant.

~ The austenite recrystallisation temperature must be above the austenite reverSiOn

temperature.

~ The MD temperature must be raised by thennal processing, if it is below room

temperature for the annealed material state, as is the case for the alloy used by

Koppenaal.

Very briefly, the method employed by Koppenaal proceeded as follows:

Austenised, water quenched samples of the alloy Fe - 24.5Ni - 4.1Mo - 0.29C had a hardness

of 80 HRB . These samples were then cooled to -175QC and returned to room temperature. The

hardness of the y + a l
structure then measured between 31.5 and 33 HRc. Samples were then

immersed in salt baths of varying temperatures (500 - 940 QC) and air cooled to room

temperature. The microstructure could now be considered as reverted austenite, with a hardness
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of approximately 27.5 lIRe, which is appreciably harder than the as quenched austenite. Several

further cycles of this nature were performed with the result shown in the figure below. The final

reversion to austenite (after 5 cycles) produced a hardness of approximately 44 lIRe.

The microstructures formed at each point of the above thermal process are shown below:

Table 4.4: Microstructures at various points in thermal processing method

Figure 4. 13: As quenched austenite structure

Figure 4. 15: Reverted austenite + virgin
austenite after cooling to liquid nitrogen and

reverting in a salt bath (>99% austenite)

Figure 4.14: Structure after cooling to liquid
nitrogen and returning to room temperature

Figure 4. 16: Martensite, reverted austenite and
virgin austenite after a second cooling to liquid

nitrogen temperatures

The properties attained within this material, with a thermal process can be favourably compared

with the very similar alloy used by Zackay and his colleagues, which was subjected to a thermo­

mechanical process. A comparison is tabulated below:
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Table 4.5: Comparison of thermal and thermo-mechanical processing

Alloy Treatment cry (MPa) UTS (MPa)

Fe - 24Ni - 4Mo - 0.3C Thermo-mechanical 1130.78 1213.52

reduction of 80% at

517°C

Fe - 24.2Ni - 4.1Mo - 0.29C 5 thermal cycles between 1117 1330.74

-175°C and 722°C
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Figure 4. 17: Hardness variation with thermal processing technique
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4.3.3. Effects of processing on stability and transformation

The most significant effect of processing is obviously to raise the strength of the material. This

is, however, not the only effect. The figure shown below indicates how the stability of the

austenite changes dependent on the level of thermo-mechanical processing.

Hall
Output 3,0

lV)

0.6

0.12 0.18
Strain (m/m)

024 0,3

Figure 4. 18: The influence of %PDA on austenitic stability

In the figure above, the alloy has been given the designation A15, and the indices 0, 1,2,3, and

4, again (as in Figure 4.12) indicate percentages of mechanical working, for example, 1

indicates 20% work, and 4 indicates 80% work. The Hall effect/probe has been used to

determine the amount of strain-induced martensite that presents. Thus, it is clear that the greater

the amount of working, the steeper the transformation rate, and therefore the more destabilised

the austenite.

Prior Deformation of Austenite (PDA) at some temperature above the MD increases the

dislocation density and thereby provides more sites for nucleation of martensite. Chemical

changes such as the formation of carbides during PDA, mean that some of the austenitic

stabilising elements are leached out of the austenitic matrix, thereby destabilising it chemically

[179]. Thus, warm working the austenite produces microstructural as well as chemical changes

that influence stability with respect to strain-induced transformation.

The temperature (ea) at which this prior deformation is introduced has some effect on the ease

of transformation, as well as some effect on the MD temperature. When ea is much higher than

MD a higher yield stress is produced than when ea is close to MD, but the transformation is easier

for the latter case [164,180). The volume of martensite at a given strain varies with the
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temperature of the PDA as well as with the amount of PDA. It is also interesting to note that ea
and MD are not unrelated: a higher ea produces a lower MD.

Stability of austenite may therefore be said to be dependent on three parameters [164]:

~ The chemistry

~ The processing history, and

~ The test environment

The fIrst two of these factors have now been extensively dealt with, but the third will be

discussed in more detail in the following chapter wherein the influences of external conditions

on transformation mechanics are discussed.

The martensitic product phase itself is also influenced by prior deformation of austenite: it is

found [171] that the martensite produced from austenite, which has been worked, is finer than

that produced in material which has not undergone any prior working. And, that the degree of

refInement is proportional to the amount ofPDA. This martensitic refInement is postulated to be

due to one or many of the following factors:

~ More nucleation sites for the martensite, due to the increased grain boundary area.

~ Bending the austenitic lattice may restrict the martensitic shear to shorter plate lengths.

~ Heavily worked slip bands may block the progress of advancing martensitic plates

[181].

~ Distorted austenite grain boundaries may be more effective in limiting the size of

martensite platelets.

4.4 Mechanical properties of strain memory alloys

The fact that austenite transforms to martensite with the application of strain means that various

mechanical properties of these materials differ substantially from their ordinary stainless steel or

structural steel counterparts.

4.4.1 Stress-strain curves

The unique flow curves observed in transforming metastable austenitic steels, have been the

subject of much investigation [168, 182, 183]. Researchers Ludwigson and Berger [183]

proposed a relationship predicting (with a good degree of accuracy) the variation of stress with

strain, as follows:
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(4.3)

wherein VFM is the Volume Fraction of Martensite,

l'; is strain,

A is a measure of the propensity to transform, and

B measures the autocatalytic nature of the martensitic transformation

The true stress 0' may then be expressed as:

(j =K[ln(l + 8 )]" (1- VFM) + C(VFM)Q (4.4)

Wherein K is termed the austenite strength factor,

n is the austenite strain-hardening index,

C is the martensite strength factor, and

Q is the martensitic strengthening index.

For a given family of compositions, the indices nand B are found to be constant, but K, C, Q,

and A are influenced by small compositional changes. [183] The interstitial elements carbon and

nitrogen are found to strongly increase the value of K and C, as well as the yield strength. The

substitutional elements manganese, nickel and chromium, however do not seem to really

influence the value of K, and only slightly increase C, with nickel having no effect on C at all.

The value of A, is decreased by manganese, nickel, and chromium, but a more marked decrease

is again produced by carbon and nitrogen. The index Q, is reduced again by carbon and

nitrogen, and to a lesser extent by nickel. Thus carbon and nitrogen, as interstitial elements have

been found to strengthen both austenite and martensite phases far more than their substitutional

counterparts manganese, nickel and chromium, making them more effective in strengthening the

austenite-martensite composite. [183] Strain-hardening has also been enhanced by the carbide

forming elements such as Mo and V, and to a lesser extent Cr, which progressively lower the

stacking fault energy.

4.4.2 Fracture and crack propagation characteristics

The formation of martensite has proven both advantageous and deleterious for the fracture and

fatigue properties of metastable alloys, depending on the composition of the alloy, the

temperature of testing, as well as the exact conditions of testing.

Fracture toughness has been observed to incur a ductile to brittle transition [184] with respect to

fracture of the strain-induced phase, dependent on the carbon content of the material. Alloys
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having between 0.2 and 0.24% carbon show fracture of martensite fIrst, then tearing in the

adjacent austenite and fInally local fracture in the austenitic regions perpendicular to

macroscopic crack growth direction. Alloys having between 0.27 and 0.35% carbon show the

same fracture process, but the martensite cleaves at lower temperatures instead of tearing.

Fatigue Crack Growth Properties are enhanced by the martensitic transformation. Although a

purely martensitic has a fatigue crack growth rate one order of magnitude higher than pure

annealed stable austenite, it is still a widely documented fact that as the amount of martensite

formed during cycling increases, the fatigue crack growth rates (FCGR) decrease [163]. And,

larger amounts of PDA are found to be more benefIcial for fatigue crack propagation properties

than smaller amounts [179]. Fatigue crack propagation is a result of cumulative damage caused

by strain cycling ahead of the crack tip. High cyclic plastic strain causes martensite to form,

which tends to increase the effective strain hardening rate, which should give rise to higher

fatigue crack propagation rates. Also, the formation of martensite in the ductile austenite,

decreases the amount of strain accumulation required to cause fracture cr. But, all these negative

factors are offset by the large energy absorbing effect of strain-induced transformation

[163,179]. On a more macroscopic level, crack initiation is positively affected by the

transformation process, because the martensite that forms as a microscopic region undergoes

plastic deformation, tends to reduce the stress concentration and or change the stress fIeld in that

area [78]. Crack propagation in a material that already consists of both austenitic and

martensitic phases, also benefIts from the dual phases, because crack propagation in the

relatively brittle martensitic phase is arrested when it reaches the retained austenitic grains.

Under increasing load, the crack then branches and grows around the retained austenite grain

[170]. Crack branching is usually considered to produce long crack propagation times, or less

steep da/dN curves.

In contrast to the advantageous effects experienced by the fatigue crack propagation properties,

low cycle fatigue properties are adversely affected [172,185]. Martensitic transformation during

cycling produces cyclic hardening, instead of cyclic softening. And, in this case, the less PDA

applied to the material the better: 80% PDA may produce tire tracks on the fracture surface,

while 20% PDA produces serpentine glide and considerable stretching.

4.4.3 Ductility

Figure 4.19 shows a comparison of strength and ductility ranges for TRIP and metastable alloys

compared to other grades of steel, where metastable steels refers to alloys not having undergone

any PDA, in contrast to TRIP steels which would have undergone varying degrees of PDA. The
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extraordinary ductility experienced by both classes of material, has been directly attributed to

the transformation induced by straining.

The greatest ductility has been found to occur in metastable alloys, when the martensitic

formation occurs at an optimum rate. This rate is dependent on both the strain rate, as well as

the temperature of martensitic formation. The maximum elongation is achieved when martensite

is formed little by little, rather than I) very rapidly during the early stages ofdeformation

OR 2) when the total amount ofmartensite formed during the

late stages of straining, is very small.

The first of these situations tends to occur when the deformation temperature is just above the

Ms temperature, and the second tends to occur just below the MD temperature. The elongation

therefore peaks somewhere between the Ms and the MD temperatures [186,187,164,78].

4.4.4 Strength properties

As already discussed, the strength ofTRlP steels in particular (those having undergone PDA) is

attributable in large part to the thermo-mechanical processing they undergo, and although some

credit must be given to the part played by alloying chemistry, the high strength produced

particularly in TRIP steels is said to be attributed to work hardening, carbide precipitation, and

dislocation pinning by segregated solutes, all of which are caused by thermo-mechanical

processing [173].
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Figure 4. 19: Comparison ofstrength and ductility for various grades ofsteel
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4.5 Conclusion

Considering the material strength requirements (identified in the SABS standard for mining bolt

materials) as well as the cost restraints, an attempt will be made to avoid the costly step of

thermo-mechanical processing, and if needed a thermal processing route may be investigated.

Alloy groups holding the most promise for adaptation to this smart component could be those of

the Fe-Cr-Ni and Fe-Cr-Mn families, and as such are likely to form the first target groups for

development.

73



CHAPTERS

TRANSFORMATION MECHANICS

The transformation from austenite, to martensite is most commonly a Face Centred Cubic to

Body Centred Cubic or Body Centred Tetragonal transformation, as shown below in Figure 5.1.

FCCr~BCCa'

OR FCCr~BCTa'

It is this transformation that is responsible for the smart properties of strain memory alloys, as

well as the extraordinary strength and ductility combinations found in TRIP steels, and some

metastable austenitic alloys.

Carbon
atoms
trapped
on axis
of BCT

Figure 5.1: FCC and BCT cells are related to one another.

If however, the stacking fault energy of the alloy is low enough, a further intermediate phase

forms, which is of Hexagonal Close-Packed (HCP) crystal structure.

FCCy ~ HCP& ~ BCCa'

This e martensite is not ferromagnetic and therefore does not contribute to the smart properties

of strain memory alloys, it does however become important in the Fe-Cr-Mn alloys in which

low stacking fault energies are prevalent. The micromechanisms involved in these
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transformations are of some interest, if the transformation itself is to become a controllable

variable in alloy production. The factors influencing micro-mechanics of transformation will

therefore be examined in some detail in the sections that follow.

5.1 Energy involved in transformation

The transformation from austenite to martensite is more commonly a thermally induced process,

which requires rapid cooling from austenite through the Ms and Mf temperatures as seen in

figure 4.10 on the TTT diagram. A stress or strain induced martensite may, however, also be

formed in thermal equilibrium up to the MD temperature. Figure 5.2, shown below, indicates the

Gibb's free energy change associated with thermal and strain induced transformations. In order

for the transformation to occur, the free energy of the system must decrease and nuclei must be

present. Possible nuclei include defect sites and concentrations of dislocations [169].

G

a rnartensite

"Y austenite

spontaneous defonnation- equilibrium
induced

T

Figure 5. 2: Energy contributions to martensitic transformation [188]

The relative contributions of thermal, stress and strain energies to the production of martensite

form a complex problem, which will receive in-depth attention in sections 5.3 and 5.4 dealing

with a proposed model for martensitic nucleation. But the various energy contributions

mentioned above are also important from a purely microstructural perspective, as different

morphologies of martensite can be observed to emanate from different controlling parameters.
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5.2 Stress-assisted and strain-induced martensite

Several researchers have shown [173,164,189,112] that martensitic morphology is dependent on

the means of nucleation and growth distinct in thermal spontaneous martensite, stress-assisted

martensite, and strain-induced martensite. Near the Ms temperature, stress-assisted martensite

dominates but near the MD temperature, strain-induced martensite forms [164].

Stress-assisted martensite can be said to form in some alloys in the presence of an applied

stress, but it forms by the same nucleation and growth process as that found to be present in

martensite formed spontaneously on cooling below the Ms temperature. The morphology of this

type of martensite is essentially of plate form, although variations in exact morphology and

amount present do vary depending on the temperature of its formation. Examples of plate

martensite in Fe-Ni-C alloys are shown in the figures below [173]. The plate martensite is

internally twinned and said to be lenticular, having a midrib as evidenced in the figures below,

which show stress-assisted martensite that formed in Fe-Ni-C samples having an Ms

temperature of-72°C, in tension.

Not alloys, however, produce stress-assisted martensite. It has been found to occur in certain Fe­

Ni-C alloys as a result of the interaction between applied stress and transformation strain, giving

an energetic contribution to the martensitic transformation driving force [173] As the

temperature of formation moves from the Ms temperature, continuously higher, the morphology

of stress-assisted martensite in these alloys is found to change from identical to that formed

spontaneously by cooling, to much smaller plates formed in much smaller amounts, until

approximately 70°C above the Ms it ceases to form altogether.
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Figure 5.3(c): Stress-assisted martensite Figure 5.3(d): Stress-assisted martensite

fonned at -30oe fonned at ooe
Figure 5.3: Micrographs of stress-assisted martensite formed at various temperatures.

Strain-induced martensite, in contrast, is the transfonnation product that fonns as a direct result

of plastic strain; and, although it has the same crystal structure as stress-assisted martensite, the

morphology, distribution and temperature dependence are different to that produced by stress­

assisted means or spontaneous means. The difference in this morphology can clearly be seen if

the figures shown below are compared with those above. Strain-induced martensite is said to

consist of laths that collect in elongated clusters along the slip bands. There is clear evidence

that this particular type of martensite fonns as a result of dislocation interactions and processes

[189].
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Figure 5.4: (a) Strain induced martensite formed at 180°C in an alloy with Ms=-36°C

(b) Strain induced martensite formed at 106°C in an alloy with Ms=-36°C

Strain-induced martensite can be found to form up to 300°C above the Ms temperature, and is

concentrated on the slip bands on the {111}y planes in the parent austenite.

The more complex transformation that includes an intermediate E martensite phase requires

conditions of low stacking fault energy, and specific dislocation interaction - more specifically,

the overlap ofstacking faults on alternating close-packed planes [190]. Figure 5.5 below shows

an example of regions of fault overlap and the initiation of the HCP transformation. Heavy

faulting is evident in these HCP bands. Low strains and low temperatures favour the formation

of E martensite rather than twins [189].

Figure 5. 5: Bands of stacking faults with HCP nucleation
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Figure 5.6 shows the intersection of HCP bands, prior to the formation of the BCC a phase,

which has been shown to consistently nucleate at intersections ofHCP bands [180,190] (see

Figure 5.7) and shows up as the white phase visible and the intersections of the dark HCP

bands.

Figure 5.6: The intersection ofHCP bands.

Figure 5. 7: The nucleation ofa martensite

The a phase has also been shown to nucleate at intersections of an HCP band and stacking

faults in the FCC matrix, as seen in Figure 5.8 below.

79



Figure 5.8: Intersection ofHCP bands and FCC stacking faults

The growth of the a phase then proceeds in the locations of previous HCP bands as seen in

Figure 5.9 below - note the big white cross formation of a martensite.

Figure 5. 9: BCC martensite growth
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5.3 Modelling the transformation

Many researchers have produced models for the various transformation processes that have been

identified at a microstructural level. The exceptionally rapid growth of martensitic particles, has

suggested that the kinetics of isothermal martensitic transformation, is essentially nucleation

controlled; that is, the initial growth of the embryo and the conditions causing its growth, are the

key questions in the theory of martensitic transformation [191-193].

One of the classical works on the theory of nucleation was produced by Olsen and Cohen who

proposed a dislocation model to describe the generation and development of the martensitic

embryo [194-196]. From the considerable transmission electron microscope work that has been

produced specifically to observe the strain-induced martensitic form and orientation

relationships [169] Olsen and Cohen postulated that faulting on the planes of closest packing,

formed the first step in the martensitic nucleation process. Further, that the faulting

displacements are derived from an existing defect, while matrix constraints cause all the

subsequent processes to occur, leaving the fault plane unrotated, as observed by many

researchers.

Basic concepts of classical nucleation theory then suggested that the stacking fault energy

consists ofboth volume energy and surface energy contributions as follows [194]:

W =np(flG+E) + 2y, (5.1)

where W is the fault energy, expressed per unit area of fault (in the fault plane),

n is the number of atomic planes (in thickness) composing the fault,

p is the density of atoms in a close-packed plane in moles per unit area,

flG is the chemical free energy difference between parent and product phases,

E is the strain energy, and

y is the free energy per unit area of the particle/matrix interface.

The terms flG and E are defined in (eqn. 5.1) as molar quantities. When the volume energy

contribution (flG + E) is negative, the fault energy decreases with increasing fault thickness

(once the surface energy contribution, which is always positive, is overcome) such that the fault

energy associated with the simultaneous dissociation of an appropriate group of dislocations can
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be zero or negative. This condition leads to the spontaneous formation of a martensitic embryo

at the observed Ms temperature.

The above-mentioned dislocation models produced by Olson and Cohen [194-196] produce a

good description of the thermodynamics and the geometry of spontaneous martensitic

nucleation, but do not take detailed cognisance of elastic stress fields associated with the

martensitic embryo, nor its growth under external loading, as is vital for strain memory alloy

applications. Their estimate for the strain energy term E was obtained using the Eshelby

solution for an elastically isotropic inclusion, in an elastically isotropic matrix of the same

elastic modulii, neglecting such considerations as the energies of elastic interactions of the

transformation dislocations with remnant defect configuration, as well as between themselves.

Several revisions to the original theory by Olsen and Cohen have been proposed, but of greatest

interest is the work pertaining to the transformation from FCC austenite to RCP martensite or E

martensite as it is known. A well-studied phenomenon [197-265] this is the simplest of the

martensitic transformations, but one of great importance for low stacking fault energy strain

memory alloys, such those of the Fe-Cr-Mn group discussed in chapter 4 to hold a great deal of

promise for the smart mining bolt. In recent years computer simulations have been used

extensively (and from a variety of perspectives) to study and predict martensitic transformation

[266-268], but the original Olsen-Cohen model can be adapted to include elastic fields and

energy of the martensitic embryo, by incorporating both dislocation and disclination terms.

5.3.1 A revised model for the y (FCC) - E (HCP) transformation

Common agreement [194,264,265,270] defines the most likely sites of FCC to RCP

transformation to be those of higher dislocation density where the elements of dislocation

structure have long-range elastic fields similar to those of a super-dislocation, in other words, it

occurs preferentially at twin or grain boundaries and parallel to active slip planes [189].

Consider then a low-angle symmetric tilt grain boundary (GB) modelled as an infinite wall of

straight edge dislocations (or intrinsic dislocations), which contains a number of extrinsic

lattices dislocations stored from the prior deformation of austenite (PDA), as shown in Figure

5.1O(a) below.
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Figure 5.10: Dislocation-disclination model of HCP-martensite embryo nucleation at a tilt
grain boundary with extrinsic dislocations

The angle of misorientation across the grain boundary, and its period, are defined as co and h,

respectively, and the spacing between the extrinsic lattice dislocations is I, which is equal to

double the interplanar distance between {Ill }y (close-packed) planes in austenite. The group of

extrinsic lattice dislocations together with the two closest intrinsic grain boundary dislocations

(both the extrinsic and intrinsic dislocations have equal Burgers vectors b) may be geometrically

described as a two-axes dipole of partial wedge disclinations [271] having the strength

±Q =±b/I (as seen in Figure 5.10 (b)). The dipole arm is equal to 2a. In a similar way, one

can consider two other semi-infinite parts of the initially infinite dislocation wall as another

two-axes dipole ofpartial wedge disclinations, with the strength ±()) = ±b / h and arm 2A (see

Figure 5.10 (b)). It follows from the theory of disclinations [271] that such a disclination

configuration creates elastic stress fields whose long-range component decreases like that of a

superdislocation.

Under the action of an external shear stress 1, each of the extrinsic lattice dislocations and the

two closest intrinsic dislocations, will split into two Shockley partial dislocations. One of these

Shockley partials will remain within the grain boundary while the other (whose Burgers vector

is closest in alignment to the direction of the applied shear stress) will glide along the {ll1}y

plane and produce a stacking fault behind itself. As a result of the overlapping stacking fault, an

embryo of E martensite nucleates [194].

Thus, referring to Figure 5.10 (c) the dislocation-disclination model may be said to comprise:

)r> Two equivalent disclination dipoles having the strength ±Q / 2 and modelling two

walls of edge component Shockley dislocations with Burgers vector ±be = ±Ql/2.
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~ Two walls of screw-component Shockley dislocations with Burgers vectors ±bs ' and

~ Two rows of continuously distributed virtual edge dislocations with infinitesimal

Burgers vectors ±bv and infmitesimal spacing s.

This gIves the well-known transformation strain E yy = -by / s inside the embryo of 8-

martensite. And, the elastic fields of the martensitic embryo are then given by the simple

superposition of elastic fields created by the above dislocation and disclination configurations.

5.3.2 The energy gain due to martensitic embryo nucleation

If W] is defined as the total free energy characteristics of the initial state of the system (Figures

5.10 (a) and (b)) and W2 is that characteristic of the final state, (Figure 5.10 (c)) then the energy

gain due to the 8-martensite embryo nucleation at a low angle grain boundary under the action

of an external shear stress is given by

which, according to [194], may be written as

~w = np~Gd + M + 2yd,

where ~W and M are determined per unit dislocation (disclination) length,

d is the embryo size along the{lll}y plane, and

the term I1E =E2 - E] is calculated as follows:

(5.2)

(5.3)

The total energy E] of the defect configuration shown in Figure 5.1 O(b), may be given by

(5.4)
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where E~ is the self elastic energy of the dipole of 0 -disclinations,

E~ is the self elastic energy of the dipole of OJ -disclinations,

E~~{j) is the energy of elastic interaction between the dipoles of 0 - and m-

disclinations,

E~ is the sum core energy of dislocations modelled by the dipole of 0 -disclinations,

and E~ is the sum core energy of dislocations modelled by the dipole of m -disclinations.

The first two terms are calculated as work done to generate the appropriate dipoles in their

proper elastic stress fields [344]. They read

E~ =D02a2[2InR/(2a)+1],

E~ =Dm2A2[2InR/(2A) +1],

where D = f.1 /[2;r(1- v)] ,

f.1 is the shear modulus,

(5.5)

(5.6)

v is the Poisson ratio, and

R a characteristic parameter of screening of the disclination long-range elastic fields

(e.g., the size ofa sample).

The term E~~{j) is calculated as work done to generate the dipole of 0 -disclinations in the

stress field of the dipole of m -disclinations as follows

a R

E~~{j) =0 fdY fO";(x,y,A)dx
-a 0

According to [271]

(j) _ {y-A Y+A}O"xy(x,y,A) - Dmx ---::---__
x 2+(y_A)2 x2+(y+A)2 .

As a result, we find

E~~{j) = DOm{- 2aA + (A - a)2 In~ - (A +a)2In~}.
A-a A+a

(5.7)

(5.8)

(5.9)
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The sum core energy E~ is given as a well-known approximation [278] by

E~ =Do.ab.

The sum core energy E~ is determined by the similar expression

E~ =Dm(R-a)b.

(5.10)

(5.11)

The total energy El has now been found in terms of all its constituents, but the same process

must now be followed for the energy E2 for the defect configuration of Figure 5.10 (c). This

may be written as:

E 2Es ES E inl E int 2Ec E C E Eel 2Eint E inl
E

C
E

ext
2 = 0/2 + III + 0/2-0/2 + 0/2-1ll + 0/2 + III + V + ser + v-0/2 + V-Ill + scr-

(5.12)

where E~/2 is the self elastic energy of a dipole of 0. / 2 -disclinations,

E~~2-0/2 is the energy of elastic interaction between the dipoles of 0./2-

disclinations,

E~~2-1ll is the energy of elastic interaction between both the dipoles of 0. / 2 ­

disclinations and the dipole of m -disclinations,

E~/2 is the sum core energy of dislocations modelled by the dipole of 0. / 2-

disclinations,

Ev is the total elastic energy of virtual dislocations,

E::r is the total elastic energy of screw-component Shockley dislocations,

E:1
0/2 is the energy of interaction between the ensemble of virtual dislocations and a

dipole of 0. / 2 -disclinations,

E:'1ll is the energy of interaction between the ensemble of virtual dislocations and the

dipole of OJ -disclinations,

E;cr is the sum core energy of screw-component Shockley dislocations, and

E ext is the work done by the external shear stress to move a dipole of 0. / 2 ­

disclinations to a distance d .
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Analogous to eqn. 5.5, the first term 2E~/2 reads

S 2 2{ R I}2En/2 =DO. a In-+-.
2a 2

The second term is given by eqn. 5.6, as before.

(5.13)

The energy of elastic interaction between the dipoles of 0. / 2 -disclinations, E~~2-Q/2' is

calculated as work done to generate one dipole of 0. / 2 -disc1inations in the stress field of the

other dipole of 0. / 2 -disc1inations as follows:

o.a R

E~~2-Q/2 =2" JdY J(j"~/2(x,y,a)dx
-a d

Again according to [271]

0./2 ( ) DO. { Y + a Y - a }
(j" x y a =--x ------

xy " 2 x 2+(y+a)2 x 2+(y_a)2 .

As a result,

E
int __ DO. 2 {4 2 1 d 2 + 4a 2 d 2 In d 2 + 4a 2 2 }
0./2-0./2 - 8 a n 2 + 2 - 4a .

R d

(5.14)

(5.15)

(5.16)

The energy of elastic interaction between both the dipoles of 0. / 2 -disc1inations and the dipole

of W -disclinations, E~~2_{j)' is calculated in a similar way and finally reads

(5.17)
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The sum core energy of dislocations modelled by the dipole of Q / 2 -disclinations, E~/2' is

similar to eqn. 5.10 and is given by

E~/2 = DQab/ 4. (5.18)

The total elastic energy of virtual dislocations, Ev' is found as the work done to generate them

in their total elastic stress field:

& a d

Ev =- ; fdy fO";y(x,y,a,d)dx
-a 0

with

(5.19)

v {x(y+a) x(y-a) (x-d)(y+a) (x-d)(y-a)
O"yy(x,y,a,d)=D&yy x 2+(y+a)2 - x 2+(y_a)2 - (X-d)2 +(y+a)2 +-(X-_':"--d-:)2~+-=(-y-_---'a-)72

_ 2arctan _y_+_a_ + 2arctan _y_-_a_ + 2arctan _y_+_a_ _ 2arctan _y_-_a_}.
X X x-d x-d

(5.20)

After some algebra, eqn. 5.19 results in

D&2 { d
2

d
2

+ 4a
2

2a}E =~ 3d 2 In 2 2 + 4a 2 In 2 + 16ad arctan - .
v 2 d +4a 4a d

(5.21)

The total elastic energy of screw-component Shockley dislocations, E:~r' is calculated in a

similar way thus giving

E el _ Db:(l-V){d2ln d
2

4 2ln d2 +4a
2

8 d 2a}
ser - 2 2 2 + a 2 + a arctan - .

2/ d + 4a 4a d
(5.22)

The energies of interaction between the ensemble of virtual dislocations and dipoles of Q / 2 ­

disclinations, E~Q/2' and OJ -disclinations, E~:a>' are found to be equal to zero. This is also

clear from the symmetry of the system with respect to the X -axis. In fact, the contribution of the

positive disclinations to the interaction energy is compensated by that of the negative

disclinations. Thus,

E int E int 0v-Q/2 - V-liJ - • (5.23)
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The sum core energy of screw-component Shockley dislocations may be approximated [278] by

(5.24)

The work done by the external shear stress r to move a dipole of Q / 2 -disclinations (this shear

stress does not affect other defect configurations of the system) to the distance d may be

written as

E ext = rOad. (5.25)

Thus, the total energy of the initial state defect configurations, El' is given by eqn. 5.4 with

eqn. 5.5, eqn. 5.6, and eqns. 5.9-5.11. The final state E 2 , is given by eqn. 5.12 with eqn. 5.6,

eqn. 5.13, eqns. 5.16-5.18 and eqns. 5.21-5.25. The final expression for their difference

tiE =E 2 - El than reads (in units of D)

Q 2a 2 { R R 2 d 2 d 2 + 4a 2 } {b rd}tiE = --- I+2In--In +-In -Qa -+-
2 2a d 2 + 4a 2 4a 2 d 2 2 D

+ Q ill {(A + a) 2 In (A + a) 2 + d 2 _ (A _ a) 2 In (A - a) 2 + d 2 + d 2 In (A + a) 2 + d 2 }

4 (A+a)2 (A-a)2 (A-a)2 +d 2

E~y {2 d
2 2 d

2
+4a

2
2a}+ - 3d In 2 2 + 4a In 2 + I6ad arctan-

2 d+~ ~ d

b~ (1- v) { 2 d 2 2 d 2 + 4a 2 2a}
+ 2 4al + d In 2 2 + 4a In + 8ad arctan - .

2l d +4a 4a 2 d

(5.26)

Substitution of eqn. 5.26 into 5.3 gives the free energy gain, ~W, due to E-martensite embryo

nucleation at a low angle grain boundary under the action of an external shear stress.
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5.4 Results and Discussion of model verification

To numerically analyse the model presented above, it was convenient to use the same values for

various parameters as those used by Olsen and Cohen in the material they studied. These values

are summarised in the table below:

Table 5.1: Materials properties used in model verification.

Material parameter Value [266]

No. of planes compnsmg 8

fault n

Density p 3.9 x 10-:> mols.m-2

Shear modulus J.l 74GPa

Poisson's ratio v 1/3

Strength of disclination n 1I-V6

p 3.6A

Transformation strain Eyy -0.01

Spacing between extrinsic p-V3

lattice dislocations I

Burgers vector b (P-V2)/2

Burgers vector of edge b/2

component of Shockley

dislocation, be

Burgers vector of screw p/(2-V6)

component of Shockley

dislocations, bs

Half the dipole arm a p2-V3

Size of sample R 10-2 m

Two different cases are then considered: zero shear stress, and non-zero shear stress. The results

and effects of various parameters are discussed in the sections that follow.
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5.4.1 The case of r = 0
Consider Figures 5.1l(a) and (b) shown below. This figure shows 4 different curves

corresponding to the elastic energy gain !1E given by eqn. 5.26 [curve 1], the total free energy

gain flW [curve 2], the free interface energy 2yd [curve 3], and the chemical free energy gain

npflGd [curve 4], respectively, that is each curve represents a term in the equation 5.3. When

the external shear stress is absent (as in the case under consideration) A==3a, and the normalised

embryo size J == d / 2a increases. Again the same constant values have been used as those by

Olsen and Cohen [194] shown in Table 5.2 below.

Table 5.2: Additional properties used in model verification

Parameter Value

L\G -1 26J/mole

y O.OlJ/m2

Temperature 200K

5.4.1.1 The contributions to the total free energy gain L\W

When the embryo is small (see Figure 5.11(a», the total free energy gain flW is negative and

achieves its minimal value at d =d eq which may be considered as an equilibrium size of the

martensitic embryo. This result is quite different from standard descriptions of the homogeneous

nucleation of a new phase embryo where no equilibrium embryo sizes exist. However, in the

case of heterogeneous martensitic nucleation, when the embryo appears near an initially existing

defect, the equilibrium size of the embryo has already been found. [265,272] The phenomenon

is thought to occur as a result of the elastic interaction between the shape strain of the embryo

and the stress field of the initial defect. In the case under consideration, there is a strong elastic

interaction between the mobile defects describing the front of the growing embryo and the

immobile defects located at the grain boundary. In fact, when the distance d between the

mobile disclination dipole and immobile grain boundary disclination configuration is of the

same order as the dipole arm 2a (i.e., d < 10), the growth of the embryo is mainly determined

by the elastic term !1E (see Figure 5.1 1(a», which will be further discussed below.
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Figure 5. l1(a): Different terms ofthe total free energyJain ilW vs. normalised embryo

size for small values of d
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Figure 5. 11(b): Different terms of the total energy gain ilW vs. the normalised embryo

size, for large values of d

92



For larger embryo sizes (i.e., d > 10), the total free energy gain ~W increases, achieves its

maximum value at d =de which may be considered as a standard critical size of the

martensitic embryo, and then decreases (Figure 5.1 1(b)). This part of the curve ~W(d) is

typical of standard thermodynamic theories of phase transformations. The elastic term M

remains practically constant here and the growth of the embryo is mainly determined by the

other two terms, the free interface and chemical energies.

5.4.1.2 Contributions to the elastic energy gain ~E

To better understand the behaviour of the elastic energy term M, consider the dependence of

its components on d . They are represented in Figure 5.12, where:

);> curve 1 corresponds to the difference (E~~ 2-m - E~~m) in energies of Q / 2 -dipoles-

co -dipole elastic interaction (E~~ 2-m is given by eqn. 5.17) and Q -dipole- CO -dipole

elastic interaction ( E~~m is given by eqn. 5.9),

);> curve 2 corresponds to the total elastic energy of screw-component Shockley

dislocations E;;r which is given by (eqn. 5.22),

);> curve 3 corresponds to the total elastic energy gain M given by (eqn. 5.26),

);> curve 4 corresponds to the total elastic energy of virtual dislocations Ev given by (eqn.

5.21),

);> curve 5 corresponds to the difference (E:er + 2E~/2 - E~) in sum core energies of all

dislocations after and before embryo generation (E:er is given by eqn. 5.24, E~/2 by

eqn.5.l8, and E~ by eqn. 5.10), and

);> curve 6 corresponds to the difference (2E~/2 + E~~2-Q/2 - E~) in the total elastic

energies of Q/2-disclinations and Q-disclinations (2E~12 is given by eqn. 5.13,

E~~2_Q/2 by eqn. 5.16, and E~ by eqn. 5.5).

The behaviour of curve 1 is indicative of the fact that the dipole-dipole elastic interaction

increases with the distance between the disclination dipoles when their strengths have opposite

signs. The contribution of screw-component Shockley dislocations (curve 2) is obviously

positive but a few times smaller than that of the previous term. The energy of virtual

dislocations (curve 4) is also positive, but its value is much smaller than other contributions to

M . The change in sum core energy (curve 5) is definitely negative and does not depend on d .
It is also quite small in comparison with the terms shown by curves 1, 2 and 6. Curve 6
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illustrates the energy gain due to the split of the initial dipole of Q -disclinations into two

dipoles of Q / 2 -disclinations. It is negative because such a split of higher-strength disclinations

into some lower-strength disclinations is commonly an energetically favourable process (see

e.g., [271, 273-277]). This energetic gain causes the negative values of till at small d as well

as the existence of the equilibrium embryo size d eq •

Elastic energy terms, eV/nrn

100

75

50

-75

1

6

Figure 5.12(a): Different terms of the elastic energy gai~ AE vs. the normalised embryo

size, for small values of d
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Figure 5. 12(b): Different terms of the elastic energy gain M vs. the normalised embryo

size, for large values of d

504.1.3 Effect of grain-boundary misorientation 00 on the elastic energy gain LlE

Among the above contributions to the elastic energy gain M, one can see that only the term

(Eg~2_{j) - Eg~{j)) described by curve 1 depends on parameters of the initial defect structure

where the martensitic embryo is generated. The most important parameter of the initial 10w­

angle tilt boundary under consideration is the misorientation angle OJ, which is introduced in

the model as the strength of OJ -disclinations (see Figure 5.10). In fact, the value of OJ controls

the interaction between the immobile ("large") dipole of OJ -disc1inations and mobile ("small")

dipole of 0/2 -disc1inations. Thus, this interaction gives the most powerful contribution (curve

1 in Figure 5.12(b» to M at large d . The influence of cv on the dependence M(J) is

illustrated in Figure 5.13, wherein for

>- curve 1, 00 =0

>- curve 2, 00=0.02

>- curve 3, 00=0.04

>- curve 4, 00=0.06

>- curve 5, 00=0.08

>- curve 6, 00=0.1
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Figure 5. 13(a): The elastic energy gain AE vs. the normalised embryo size d for t=O and

different values of grain-boundary misorientation for small values of d

When (j) is small (OJ ::; 0.04), M is negative and decreases with increasing d . When OJ is

large (OJ > 0.06), M is negative for small d , achieves its minimum value and increases after

becoming positive as d increases. Thus, there exists a critical misorientation (disclination

strength) OJe ~ 0.05, which separates these two different behaviours of M(d) .
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Figure 5. 13(b): The elastic energy gain AE vs. the normalised embryo size d for t=O and

different values of grain-boundary misorientation for large values of d

One can also estimate OJc analytically. For this purpose, let us consider an asymptotic fonnula

~ ~

for M(d) when d » 1. In this limiting case, eqn. 5.26 is transformed as follows

M(d»I) 02
{~[ (~2 1)] (~2 1) 2A+I} 2 b

2

( [)-~_....:...~--+OOJA I-In A -- - A +- In ~ +58 +(1-v)_S 3+-
4Da 2 4 4 4 2A -1 YY [2 a

o b - b {02 ~ 2 b
2

} ~ Or ~+__e_+2 --+OmA+8 +(I-v)-S Ind --d
2 a 4 YY [2 D'

(5.27)

where the denotation A = A / 2a is used.

When r = 0 and d ~ 00, eqn. 5.27 results in

M(J ~oo) {02 ~ b
2

} ~
--'--2--'-~ 2 --+OmA+£~ +(1-v)-+ lnd.

4Da 4 l
(5.28)

Then the equation M(d ~ 00) = 0 gives the following critical misorientation

1(02

b
2 JOJ = -;:;:;-- - - £2 - (1- v)_S .

c AO 4 YY [2 (5.29)
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It has the sense of the maximum misorientation (or strength of the "large" disclination dipole) at

which the "small" disclination dipole can split into two parts, where the distance d between

them may be infinite. When m < me' the split process is energetically favourable for any d ;

when m> me' it is energetically favourable for small d only. In the first case, the grain

boundary is not strong enough to prevent a spontaneous split of the "small" disclination dipole,

while in the second case, it is. For the following values of parameters, A= 3 I2, Q = 1IJ6 ,

&yy =0.01, v=1/3, bs =pl(2J6), and l=pfj, Eq.28 gives the estimate me ~0.053

which elucidates the previous conclusion from Figure 5.13.

5.4.2 The case of r ::j:. 0

We now consider the case where the external shear stress is non-zero, and again (where

relevant) constant material data has been used from Olsen-Cohen work [194]

5.4.2.1 Effect of external shear stress in the total energy gain t1W

Consider the effect of external shear stress r on the total energy gain llW. In Figure 5.14, the

curves t1W(d) are shown for the fixed temperature value T = 200 K and different values of

r. When d is small enough (d < 1), the growth of the martensitic embryo is mainly

controlled by elastic interaction of the m - and Q I 2 -disclination dipoles, and the effect of r is

not too strong (Figure 5.14 (a)). In the region of larger d , the influence of r is very strong. In

fact, the external stress r controls the behaviour of the curve llW(d) and greatly influences the

characteristic sizes of the embryo, deq and de. The latter effects will be discussed a little later.

Three different regimes ofbehaviour of t1W(d) can be separated out, depending on r:

~ Case (i): Small values of r (here r I f1 ~ 0 ... 2.10-3
, curves 1 to 4). The function

llW(d) is negative for small and very large d, and positive for intermediate d; it

achieves its minimal value at d =deq , and its maximal value at J =de. There exists

an energy barrier llW(dJ for the growing martensitic embryo. When r increases,

deq increases while both de and 1lW(de) decrease.
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~ Case (ii): Intermediate values of r (here r / f.l :::::: 3 .10-3
••• 5 .10-3

, curves 5 and 6).

The function ~W(d) is negative for any d ; other features are as in case (i).

~ Case (iii): Large values of r (here r / f.l ~ 7 .10-3
, curves 7 and 8). The function

~W(d) is negative for any d ; no extreme values or energetic barriers exist for the

growing embryo.

~ From the physical point of view, the boundary between regimes (ii) and (iii) is of

special interest because it separates the thermo-activated regimes (i) and (ii) of embryo

development from the athermal one (iii). One can introduce the corresponding critical

shear stress re which is estimated from figure 5.14 as re:::::: 7.10-3 f.l, that for

f.l =74 GPa gives :::::: 518 MPa. re will be discussed further in more detail below.
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Figure 5. 14(a): The total free energy gain AW vs. the normalised embryo size d for the

temperature T=200K and different values of external shear stress, for small values of d
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Figure 5. 14(b): The total free energy gain dW vs. the normalised embryo size d for th~

temperature T=200K and different values of external shear stress, for large values of d

For Figures 5.14 (a) and (b) curves 1 to 8 have the following values of1:/Il:

~ Curve 1, ./11=0

~ Curve 2, ./11=10-4

~ Curve 3, ./11=10-3

~ Curve 4, ./11=2 x 10-3

~ Curve 5, ./11=3 x 10-3

~ Curve 6, ./11=5 x 10-3

~ Curve 7, ./11=7 x 10-3

~ Curve 8, ./11=10-2

5.4.2.2 Effect of temperature on the total energy gain dW

Evidently, the model under consideration is highly sensitive to the temperature. To study the

temperature effect, one can use data from [194] where the relations of the chemical free energy

gain !1G and free interface energy r with temperature have been discussed in detail. In doing

so, seven different values of temperature and their estimated corresponding values of !1G and

r are shown in Table 5.4 below and used to plot curves 1 to 7.
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Table 5.3: Values for free energy gain, and interface free energy, varying with

temperature

Curve Temperature (K) ~G (J/mole) y, (J/m2
)

1 100 -200 0.0110

2 200 -126 0.0100

3 250 -25 0.0095

4 275 0 0.0092

5 300 50 0.0090

6 350 200 0.0085

7 400 350 0.0080

Introducing the above values into (eqn. 5.3), the corresponding curves flW(d) have been

numerically constructed for different values of 1: and T (Figure 5.15).
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Figure 5. 15a(i): The total free energy gain dW vs. the normalised embryo size d for
external shear stress = 10-4 and temperature varying as shown in table 5.4, for small

values of d .
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Figure 5. 15a(ii): The total free energy gain AW vs. the normalised embryo size d for
external shear stress = 10-4 and temperature varying as shown in table 5.4, for large

values of d .
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Figure 5. 15b(i): The total free energy gain AW vs. the normalised embryo size d for
external shear stress = 3 x 10.3 and temperature varying as shown in table 5.4, for small

values of d .
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Figure 5. 15b(ii): The total free energy gain AW vs. the normalised embryo size d for
external shear stress =3 x 10-3 and temperature varying as shown in table 5.4, for large

values of d .
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Figure 5. 15c(i): The total free energy gain AW vs. the normalised embryo size d for
external shear stress = 7 x 10-3 and temperature varying as shown in table 5.4, for small

values of d .
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Figure 5.15c(ii): The total free energy gain ~W vs. the normalised embryo size d for
external shear stress = 7 x 10-3 and temperature varying as shown in table 5.4, for large

values of d .
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Figure 5. 15d(i): The total free energy gain ~W vs. the normalised embryo size d for
external shear stress = 10-2 and temperature varying as shown in table 5.4, for small

values of d .
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Figure 5. 15d(ii): The total free energy gain L\W vs. the normalised embryo size d for
external shear stress =10.2 and temperature varying as shown in table 5.4, for large

values of d .

It is seen from Figure 5.15 that the initial stages of the embryo growth, when d ::;; 1, are not too

sensitive to either the effects of temperature T or external stress r (see the top plots in Figure

5.15). In fact, these initial stages are totally controlled by the parameters of the initial defect

structure of that grain boundary region where embryo generation takes place.

However, the further stages of embryo development, when d > 1, are strongly affected by T

and r. For example, the increasing of T leads to a new behaviour of the function L\W(d)

shown by curves 3 to 7 in Figure 5.15(a) or by curve 7 in Figure 5.15(b), which is qualitatively

different from the aforementioned ones. Here, D.W becomes positive at some d and increases

further as d increases. This means the martensitic embryo can only grow in size until d =deq ,

stopping thereafter. Such behaviour is typical for the case of relatively high T and low r . In

other cases, when T is lower and/or r is higher, Figure 5.15 demonstrates all the other

aforementioned behaviours (i), (ii), and (iii). It is worthy to note that for any temperature T

from the Table 5.4, one can find an appropriate re to make the embryo grow without any

energy barriers (Figure 5.15 (d».
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5.4.2.3 The critical external shear stress 'fc

The critical external shear stress 'fc will be the minimum that provides the elimination of

extreme points on the curve f1W(d), thus stimulating the athermal generation of a martensitic

embryo. Mathematically, this means that the partial derivative Bf1W / Bd =0 at the inflexion

point d =din (where deq < din < de) when 'f ='fc . Generally speaking, this partial derivative

has the sense of a thermodynamic driving force

F(J) =_Bf1!!.
Bd

(5.30)

The behaviour of the curve F(d) IS illustrated in Figure 5.16 for T =200K and

'f = 3 .10-
3 J1 . When F > 0, the growth of a martensitic embryo is energetically favourable,

and when F < 0, it is not. The point d = deq where F = 0 and BF / Bd < 0, is the stable

equilibrium point. The point d = de where F = 0 and BF / Bd > 0, is the unstable

equilibrium point. The point d =din where BF / Bd =0 and B2 F / Bd 2 > 0, is the point of

strongest negative driving force acting on the growing embryo. At r = 'fe' it must be zero. A

similar definition of 'fc was used in [265].
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Figure 5.16: Thermodynamic driving force F vs. normalised embryo size d for the

external shear stress t=3 x 10-3J.1 and temperature T = 200K. deq , din' de are the

characteristic sizes of the martensitic embryo.

The r dependencies of F (d) are shown in Figure 5.17 for T =200 K and different values of

r, and in Figure 5.18 for r =3 .10-3 f-l and different values of T. One can conclude from

Figures 5.17 and 5.18 that the driving force F increases as r increases and T decreases. It

follows from Figure 5.17 that re ~ 7.10-3 f-l which is in agreement with the earlier estimate

from Figure 5.14. The characteristic points d = d eq and d = de are shifted with variation of r

and/or T. The embryo equilibrium size d eq increases as r increases and T decreases (Figure

5.19), in contrast to the embryo critical size de which decreases as r increases and T

decreases (Figure 5.20). Another useful observation from Figure 5.17 and 5.18 follows. For all

values of rand T, the characteristic point d =din remains approximately the same,

din ~ 2.81. This observation can be used to estimate the values of re analytically depending

on other parameters of the model under consideration.
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Figure 5. 17(a): Thermodynamic driving force vs. normalised embryo size d for the

temperature T =200K and different values of external shear stress, for small values of d

F eV/nrn

6

Figure 5. 17(b): Thermodynamic driving force vs. normalised embryo size J for the

temperature T =200K and different values of external shear stress, for large values of d
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The values of external shear stress ./f.! vary in Figures 5.17 (a) and (b) through 0, 10-4, 10-
3
,2 X

10-3, 3 X 10-3
, 5 X 10-3

, 7 X 10-3
, and 10-2

. The characteristic embryo size dill is practically

constant for any 't.
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Figure 5. 18(a): Thermodynamic driving force F vs. the normalised embryo size d for the

external shear stress .=3 x 10·3f.! and different values of temperature, for small values of J

Temperature values vary from top to bottom through 100, 200, 250, 275, 300, 350, and 400K

for the curves shown in Figure 5.18 (a) and (b).
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Figure 5. 18(b): Thermodynamic driving force F vs. the normalised embryo size d for the

external shear stress t=3 x 1O-3J.l and different values oftemperature, for small values of d
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Figure 5.19: The equilibrium embryo size d eq vs. the external shear stress t for different

values of temperature 100 (1), 200 (2), 250 (3), and 300K (4).
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Figure 5.20: The critical embryo size de vs. the external shear stress 1: for different

values of temperature T = 100 (1), 200 (2), 250 (3), and 300K (4)

The critical shear stress re may be determined from the equation

(5.31)

Substitution of eqn.5.3 with eqn. 5.26 into eqn. 5.30, and that latter into eqn. 5.31 leads to the

following solution:

~= mQ d I 4di;+(2A+1)2 _(Q 2
+38 2 +(l-V)b;]d ln di;+l

re 2D 2 in n 4d? + (21 _1)2 4 YY [2 in d2
In In

(
b2 J - ~ np!1G + 2r+ 2 28~ +(l-v)-+ cot 1 din + .
[ 2Da

(5.32)

It has been noted above that din:::::; 2.81 for any rand T. Dependencies of re on the

characteristic parameters of the "large" disclination dipole, its normalised half-arm A

(= A / 2a) and strength (j), are shown in Figs.l2 (for (j) = 1/(4../6» and 13 (for 1 = 3 / 2),

respectively, for different values of T listed in table 5.4.
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Figure 5.21 demonstrates the non-linear dependence of re on A. When A is small enough

(A < 3), the critical stress re increases with A; when A becomes larger, re achieves its

maximum value (r varies from>:::; O.Olp to >:::; 0.015p when T changes from 100 K toe,max

400 K, respectively) and decreases with a further decrease in A. Moreover, re is negative in

the regions of small « 1) and large (> 10 ... 15) values of A while it is positive in the

intermediate region (1 < A < 10... 15) . The negative values of re mean that the martensitic

embryo can be generated even under the action of an external shear stress of opposite sign.

illterestingly, there are two cases of re < O. ill the first case, when A < 1 (the arm 2A of the

OJ -disclination dipole is more than two times smaller than the arms 2a of the n /2 ­

disclination dipoles), the attracting influence of the (i) -dipole to the mobile n /2 -dipole is very

weak due to the strong self-screening effect of + (i) - and - OJ -disclinations. ill the second case,

when A > 10.. .15 (the arm 2A of the (i) -disclination dipole is more than 20 ... 30 times

larger than the arms 2a of the n /2 -disclination dipoles), the attracting influence of the OJ­

dipole to the mobile n /2 -dipole is very weak, because the distances between ±OJ ­

disclinations and n /2 -disclination dipoles are much larger than the distances between the

mobile and immobile n /2 -disclination dipoles. However, both these cases do not fit well to

our model where A is assumed to vary from>:::; 1 to >:::; 3 . Within this interval, re is positive

and increases with A achieving r ma at A >:::; 3 .c, . x
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Figure 5. 21: The critical external shear stress 'te vs. the normalised length A of half of
the rodisclination dipole arm for the temperature values T=100, 200, 250, 275, 300, 350 and

400K (from top to bottom)

The critical external shear stress re varies in direct proportion with OJ (Figure 5.22). It is

negative for small values of OJ and positive for large values. It is evident from Figure 5.21 and

5.22 that re increases with the temperature T that is in accordance with intuition.
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Figure 5. 22: The critical external shear stress 'tc vs. the strength Cl) of the "large"
disclination dipole for the temperature values T =100, 200, 250, 275, 300, 350 and 400K

(from top to bottom)

Conclusion

A dislocation-disclination model is presented to describe heterogeneous nucleation of an

embryo of hcp-martensite at a tilt grain boundary segment containing some extrinsic

dislocations. The model is a further development of the well-known model by Olson and Cohen

[194], with a more detailed account of elastic fields and the energies associated with the hcp­

embryo. It incorporates both dislocation and disclination tenns, leading therefore to more

realistic results for the strain energy.

The total energy gain due to the hcp-embryo nucleation has been analyse in detail, and the

existence of both the equilibrium and critical embryo sizes under some external conditions,

temperature and shear stress, shown. Depending on the external conditions, these characteristic

embryo sizes may vary in wide ranges: the equilibrium (critical) size increases (decreases) as

the external shear stress increases and the temperature decreases. It has also been demonstrated

that a critical external stress exists which provides athennal embryo nucleation when the

nucleation energy barrier disappears and the tenns of equilibrium and critical embryo sizes lose

their significance. The critical external stress has been studied depending on the temperature and

characteristic parameters of the grain boundary where the fcc-to-hcp martensite transfonnation
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takes place. In particular, the critical external stress grows in direct proportion with the grain

boundary misorientation angle. As might also be expected, it increases with temperature. In

conclusion, the quantification of the various influences on martensitic nucleation provides the

basis for accurately controlling the transformation as a design parameter.
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CHAPTER 6

ALLOY FORMULATION AND TESTING

Strain memory alloys, as such, are not readily commercially available. And, although the

metastability of many alloy systems has been thoroughly studied from the perspective of

advantageous mechanical and forming properties, the notion of producing smart components is

still too new to have produced a commercial group of materials known simply as strain memory

alloys. Material specification for a smart mining bolt therefore involved a search of

commercially available materials, as well as development of possible new candidate materials,

with acceptable strain memory characteristics, and mechanical properties to satisfy the design

criteria of the mining bolt.

The selection of a commercially available material would have produced the lowest prototype

development cost, but not necessarily the lowest product cost. The unique range of

manufacturing capabilities in the highly developed mining sector of the economy, make it

possible to produce an entirely new alloy, and have it custom cast, forged, and rolled to final

dimension in one material house that specialises in the production of mining material. This same

manufacturing flexibility allows the production of relatively small (30kg - 300kg) batches of

test material to be produced, for prototype testing, once initial material testing has been

completed. Thus both commercially available material, as well as new custom alloys were

tested and evaluated as possible candidates for the smart mining bolt. Their performance was

rated in terms of cost, corrosion resistance, transformation characteristics, mechanical properties

and machinability.
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6.1 Test Procedures

6.1.1 Induction melting of specialised alloys

Some alloys were melted within the school of Mechanical Engineering at the University of

Natal, and some were melted at Columbus Stainless steel. In the case of Columbus, the

induction furnace used was a 25kg furnace, while the University's furnace melted only 6 kg. In

both cases however, the same casting procedure was followed. Neither furnace was fitted with

vacuum facilities, making precise raw material weights and careful casting procedures

important. Care was also taken not to mix different alloy formulations in the same crucible, and

a new crucible was therefore used for each different melt type.

Figure 6.1 shows the small induction furnace situated at the University ofNatal. The furnace is

mounted on a shaft attached to a large wheel, which turns easily through approximately 1200 to

allow easy pouring. The principle of using induction to melt material is relatively simple, and

involves the use of a hollow copper coil as an induction. The water passing through this coil

keeps it from melting, but allows a field to be generated, which couples with the metallic

material in the crucible. This material then heats up, and given time, melts. The melting time is

dependent on the geometry ofthe material: better inductive coupling occurs when the material is

fairly large solid pieces, than when the material consists of small pieces (such as remelted iron)

or flakes (such as manganese).

Figure 6. 1: A 6 kg induction furnace was used to melt experimental alloys

To avoid premature cracking of the crucible, the first melt in a new crucible was started very

slowly, with a soaking time at a very low power setting, gradually increased over a period of
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hours to 90% of the full power rating of the furnace. The raw materials were not added

randomly, but in a pre-determined sequence dependent on their melting points, and tendency to

bum off.

~ Raw materials such ferrochrome, which is an iron and chromium mix, acquired in small

rock-like form, is laid at the bottom of the crucible because of its high melting point.

~ Remelted iron was used to make up the balance of the Fe content, and was partially

added after the ferrochrome. The remelted iron was used because it is 99.5% pure and

therefore simplifies considerably the determination of weights of raw materials to be

used in a given melt. The melting process had to begin before all of the remelted iron

could be gently pushed into the melting metal.

~ Additions of materials such as nickel were the next to be added, and

~ Electrolytic manganese followed. The addition ofelectrolytic manganese always caused

difficulties, since it had a tendency to form a crust over the top of the melt instead of

easily mixing in. Care was necessary to avoid a complete crust forming, since this

caused superheating of the melt while a hole was broken through the crust from which

to pour the molten metal.

~ The last addition, where applicable, was carbon.

Figure 6.2: Remelted iron can be seen on the top of the charge, which is beginning to melt.
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Figure 6. 3: A ready-to-pour material

The melt was then poured into a permanent mould and allowed to cool slightly (see Figures

6.4(a) and (b)) before removal from the mould, heat treatment, and hot rolling, to remove some

of the casting microstructure, and produce a more wrought material.

Figure 6. 4(a): Top view ofa "just-poured" casting in a permanent mould

Figure 6. 4(b): Split permanent mould with side view of casting.
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6.1.2 Tensile testing

Each candidate alloy was then subjected to a tensile test to ascertain yield and ultimate strengths

in an Avery tensile machine shown in Figure 6.5. Specimen geometry is shown in Figure 6.6

below.

Figure 6.5: All tensile tests were performed on an Avery testing machine

AA - ~
00

0

J
A A

ED 8J

;:ro

Figure 6.6: Tensile sample used for tensile properties as well as material inductive
response
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6.1.3 Inductive testing

Before tensile testing commenced, a coil was wound around the narrow test section of the

specimen as shown in Figure 6.7 below, and this was connected to an inductance meter.

Figure 6.7: A coil was wound around the necked down section of the tensile sample

Graphs ofuniaxial tensile strain were then plotted against inductance, which changed according

to the changing permeability of the core material as predicted by the equation 3.5. The greater

the percentage change in inductance over the testing range of the materiaL the more sensitive

the material to strain-induced transformation. A combination ofgood strength characteristics as

well as sensitive transformation characteristics was desirable.

6.1.4 Microstructural checks

A check on the correlation between inductance change and the percentage martensite present in

the material was also conducted visually, using light and scanning electron microscopy. All

samples were polished using an automatic Struers polishing machine, with a variety ofgrinding

and polishing discs, as well as diamond suspensions and pastes. The exact polishing route can

be found in the table below:
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Table 6.1: Polishing method for all metallography

Grinding Polishing

Step 1sI step 2nd step Step 1sI step 2nd step

Surface MD Piano MD Allegro Surface MD-Dac MD-Chem

220

Abrasive Diamond DP-suspension Abrasive DP-suspension OP-A

Grit size - 9 f.lm Grain size 3 f.lm -

Lubricant Water Greenlblue Lubricant Greenlblue -

RPM 300 150 RPM 150 150

Force (N) 180 180 Force (N) 180 90

Time (min) Until plane 4 Time (min) 4 2

Many different etchants have been advocated for the etching of various metastable alloys [3,15]

including some methods where it is possible to check four different phases at once, but for the

purposes of this study, Kallings no. 1 was found to be the most effective which is prepared

according to Table 6.2.

Table 6.2: Kalllings etchant

Chemical Amount

CuCh 1.5g

Ethanol 33 ml

HCI 33 ml

H2O 33 ml

Any hardness tests performed were conducted using an automatic Rockwell Hardness Testing

machine.
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6.2 Alloy formulation

6.2.1 Previous Experience

Previous work on the use of strain memory alloys in passive peak smart strain sensors [84, 74]

had indicated that good transformation characteristics could be produced using alloys from both

the Fe-Cr-Ni and Fe-Cr-Mn groups. The strain sensing elements (of flat tensile specimen form)

used in this smart strain sensor, were of minute proportions, and were electro-discharge

machined from thin plate [OAmm thick]. The changing magnetic permeability of the material

was measured using a coil, and miniaturised electronic circuitry, which gave a reading measured

in volts. The alloying chemistry of the two alloys used as sensor elements is given in the table

below:

Table 6.3: Alloy compositions tested in a smart strain sensor

Alloy Cr Ni Mn C N S P Si Fe

L1 13.08 1.94 15.65 0.01 0.0001 0.003 0.002 0.03 Bal

L1 was cast and rolled at Kawasaki steel in Japan, and is not locally available in South Africa

Cr equivalent: 13.08 + 1.5(0.03) = 13.125 (using eqn. 4.1 Schaeffler de Long)

Ni equivalent: 1.94 + 0.5(15.65) +30(0.01) +25(0.0001) = 10.07 (using eqn. 4.2)

Alloy Cr Ni Mn C N S P Si Fe

304 17.96 9.36 0.02 0.002 0.07 Bal

304 was bought locally, but "enormous" variability is found in the different batches purchased

Cr equivalent: 17.96 + 1.5(0.07) = 18.06 (using eqn. 4.1)

Ni equivalent: 9.36 + 30(0.02) + 25(0.002) = 10.01 (using eqn 4.2)

6.2.1.1 Fe-Cr-Ni alloy

The stress-strain characteristics as well as the strain-voltage characteristics of 304 plate are

shown in figures 6.8 and 6.9, while the mechanical properties are shown below in table 6.4.

Table 6.4: Mechanical properties of alloy 304

Alloy 304 plate

(as received)

UTS (MPa) 850

cry (0,2%) (MPa) 500

elongation 70%
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Strain Vs Voltage: Fe-er-Ni Alloy
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Figure 6. 8: Strain-voltage response of alloy 304

Stress Vs Strain: Fe-er-Ni Alloy
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Figure 6.9: Stress-strain response of304 alloy
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6.2.1.2 Fe-er-Mn alloy

The mechanical properties for alloy Ll are given in Table 6.5 below, while the stress-strain

characteristics, and strain-voltage characteristics are shown in Figures 6.10 and 6.11.

Table 6.5: Mechanical properties of alloy L1

Alloy L1 (annealed)

UTS (MPa) 650

O"y (0,2%) (MPa) 450

elongation 50%

strain Vs Voltage: Fe-Cr-Mn Alloy
6.1

6

5.9
>
&5.8

:io 5.7
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Figure 6.10: Strain voltage response of alloy L1
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Stress Vs Strain: Fe-Cr-Mn Alloy
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Figure 6.11: Stress-strain response of alloy Ll

Both the yield strength and the tensile strength of the 304 alloy were found to be higher, as well

as the elongation. The most interesting feature of graphs 1 and 2, however, is in the

transformation characteristics of the two alloys. The LI alloy produced a very smooth graph,

with a continuously changing voltage as strain changed. The 304 alloy, however, displayed

"steps" in the transformation, suggesting that perhaps the martensite formed in bursts. As a

strain sensing material this is not a particularly desirable feature, since the strain may change,

but not the damage indication - see Figures 6.8 and 6.10.

Using this previous research as a starting point, the commercially available option was

considered, along with several other alloy compositions, as presented in the following sections.

All alloys considered contained substantial amounts of chromium, for the corrosion resistance it

imparts, as well as for the stabilisation of the BCC phase [190]. The remaining elements were

selected on the basis of austenitic stabilising effect, strengthening effect, their influence on

machinability, and all weighed against the cost factor.
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6.2.2 Fe-Cr-Ni alloys:

The commercially available austenitic stainless steels known to be somewhat metastable with

respect to deformation, are 301, 302 and 304. The nominal compositions of these alloys are

shown below in Table 6.6.

Table 6.6 Nominal Compositions of metastable austenitic stainless steels

Alloy Cr Ni C (max)

301 17 7 0.15

302 18 9 0.15

304 19 9 0.08

Of the three, only 304 is actually commercially available in South Africa, and was tested, along

with a low carbon version of 301, specially prepared at Columbus Stainless Steel, the

composition of which is given in table 6.8 below, and denoted Cl. The alloy 304, although

previously tested in thin plate form for the smart strain sensor, was re-tested in round bar form

for the sake of completeness, as well as because the as received condition was unknown - that is

suppliers do not specify whether the material arrives in annealed condition, or whether it has

been cold-worked to some extent.

Table 6.7: Composition of alloy Cl melted at Columbus Stainless Steel

Alloy Cr Ni Mn C N Si Cu S Mo P Fe

Cl 16.32 7.04 0.13 0.042 0.0303 0.10 0.02 0.013 0.01 0.013 Bal

Cr equivalent: 16.32 + 1.5(0.1) = 16.47 (using eqn. 4.1)

Ni equivalent: 7.04 + 30(0.042) + 0.5(0.13) + 25(0.0303) = 9.12 (using eqn. 4.2)

A comparison of mechanical properties is given in Tables 6.8, while typical inductance values

for various load values are plotted in Figures 6.12 and 6.13.

Table 6.8: Mechanical properties of alloys 304 and Cl

Alloy 304 (annealed) Alloy Cl

UTS (MPa) 733 UTS (MPa) 700

cry (0,2%) (MPa) 319 cry (0,2%) (MPa) 304

elongation 83% elongation 85%
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Typical Inductance Response (ABoy 304)
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Figure 6.12:Typical Iuductance Response for varying load - Alloy 304
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Figure 6.13: Typical Inductance Response for varying load - Alloy Cl

The tables and figures presented above show that in terms ofmechanical strength, there is not a

huge difference in the two alloys, with similar characteristics in terms of transformation

characteristics. Both alloys produced approximately a 140% change in inductance measurement

as they transformed over the range ofthe tensile test. This transformation is further evidenced in

microstructures taken from the necked region of the fractured tensile sample. The dark regions
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in the scanning electron microscope image shown in Figure 6.14 below, are martensite, while

the white regions are retained austenite.

Figure 6.14: Microstructure in neck region of tensile fracture of alloy 304. (Mag. 400x)

There are a number ofdisadvantages for this group of alloys, however, not least ofwhich is the

very high cost ofNickel as an alloying element. Some of the more common alloying materials

are tabulated below, with their prices (July 2002) per kg.

Table 6.9: Costs ofRaw Materials

Raw Material Price (per kg)

Re-melted Iron R 9-50

Ferrochrome R 22-50

Nickel R 109-00

Electrolytic Manganese R 22-50

Carbon R 4-15

The variability in the commercially acquired 304 is substantial, varying from supplier to

supplier and batch to batch; and, the effect ofthis on transformation characteristics, would mean

a calibration nightmare. If then the alternative was to develop a new alloy, which would be

custom made for mining bolts alone (and facilities for such an operation do exist in South

Africa, as we enjoy the existence ofmany smaller more flexible manufacturing companies) then

the obvious strategy would be to replace some of the costly Nickel with the cheaper austenitic

stabilisers. Further candidate materials were considered therefore considered.
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6.2.3 Fe-Cr-Mn alloys

The replacement ofNickel (in the austenitic stainless steel group) either partially or totally, with

Manganese, is well-documented; although decreased formability seems to have curtailed their

wide-spread use. Alloy C2 was partially replaces nickel with manganese as its austenitic

stabiliser, because the hot rolling characteristics of the material degrade as the manganese

content rises. Having only half the "austenising power" of Nickel, manganese concentration

bands are therefore more forgiving in terms of commercial specifications. The composition of

alloy C2 is shown in Table 6.10, with mechanical properties (as extracted from tensile testing)

are shown in Table 6.11.

Table 6.10: Composition of Fe-Cr-Mn alloy C2

Alloy Cr Ni Mn C N Si Cu S Mo P Fe

C2 13.78 2.50 15.52 0.044 0.03 0.04 0.01 0.01 0.01 0.011 Bal

Cr equivalent: 13.78 + 1.5(0.04) = 13.84 (using eqn. 4.1)

Ni equivalent: 2.5 + 0.5(15.52) + 30(0.044) + 25(0.03) = 12.33 (using eqn 4.2)

Table 6.11: Mechanical Properties of Alloy C2

Alloy C2

UTS (MPa) 963

cry (0,2%) (MPa) 574

elongation 70%

The typical inductance response (see Figure 6.15) of this alloy shows a 155% change in

inductance over the testing range. The sudden increase occurring as the material starts to yield,

which concurs with the pre-tensioning point of the mining bolt. The microstructure shown in

Figure 6.16 is taken from the necked section of a fractured tensile sample, and again the dark

areas are etched to be martensite, while the remaining white areas are austenite.
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Figure 6.15: Typical Inductance Response of alloy C2, varying with applied load.

Figure 6. 16: Microstructure in neck region of tensile fracture of alloy C2. (Mag. 400x)
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6.2.4 Fe-Cr-Mn-C alloys

The final alloy tested replaced the nickel completely with manganese and carbon as austenitic

stabilisers. The chemistry of alloy B1 is shown in Table 6.12 below, and the mechanical

properties in table 6.13. Although this alloy is actually the cheapest ofthe alloys to produce, and

the transformation characteristics seen in Figure 6.17 below are very comparable to those ofC2,

the machining characteristics of this alloy are prohibitive. As the elongation indicates, the

material is brittle, and on attempts to machine this composition, the conclusion was reached that

it is unsuitable for the purposes of the smart mining bolt.

Table 6.12: Alloying chemistry for alloy B1

Alloy Cr Mn C N S P Fe

B1 12±1.0 10±1.0 0.25±O.03 0.1 max 0.025 max 0.025 max Bal.

Cr equivalent: 12

Ni equivalent: 30(0.25) + 0.5(10) + 25(0.1) = 15 max.

Table 6.13: Mechanical properties of alloy B1

Alloy B1 (annealed)

UTS (MPa) 1063

ay (0,2%) (MPa) 438

elongation 30

TypiCal Inductance Response (Alloy Bl)
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Figure 6. 17: Typical inductance response varying with load, for alloy B1
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6.2.5 Alloy selection and further testing

The relative stabilities of alloys Cl, C2 and Bl are shown in the modified Schaefller De Long

diagram of Figure 6.18 below, and confIrms the better transformation properties of alloys C2

and Bl. Based on the mechanical and transformation properties ofC2, and the poor machining

properties of alloy BI, the alloy C2 was chosen as the smart mining bolt material. Further

testing of this material, as well as sensor testing then proceeded.
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Figure 6. 18: Stability of alloys Cl, C2 and B1 shown on Scbaemer De Long dlagram.

6.2.5.1 Compression testing

Although the mining bolt will see predominantly tensile loading, the shear loading, and crushing

ofthe bolt in extreme circumstances warranted a check ofthe inductive response ofthe material

under compressive conditions. Several samples were then tested compressively in the same

Avery machine as was used for the tensile testing, their deformed state is shown in Figure 6.19

below, and the inductance response in Figure 6.20. It is immediately evident that compressive

loading does not produce the same difference in inductance as tensile loading, but a detectable

difference is nevertheless produced. This phenomenon was to be expected in some degree,

because many researchers [280] have noted that tensile extension produces more martensite than

compressive stress.
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Figure 6. 19: Deformed Compression samples (Alloy C2)

Inductance Response under Compression (.Alloy C2)
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Figure 6. 20: Inductance change under compressive load (Alloy C2)

6.2.5.2 Thermal Processing

An attempt was also made to determine whether is would be possible to use Koppenaal's

thermal processing technique to strengthen and destabilise the C2 alloy. The first part ofthe test

was to discover whether martensite could be formed in sufficient quantities at liquid nitrogen

temperature, to actually strengthen the alloy. An inductance reading was used as a measure of

the martensitic transformation. The results of these tests can be seen in Tables 6.14, 6.15 [279].
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The lack ofappreciable change in the inductance suggested that the Ms temperature of alloy C2

was too low for large quantities ofmartensite to form at liquid nitrogen temperatures. The small

increase in hardness after cooling, was attributed to the small amounts of martensite that did

appear to form, as seen in the microstructure shown in Figure 6.21.

Table 6.14: Variation ofinductance with temperature for alloy C2

Temperature (OC) 25 -156.7 -158 -160 -173

Inductance (mH) 111.3 110.8 110.8 110.8 110.8

Table 6.15: Hardness readings before and after cooling ofalloy C2 to -173°C

Hardness reading before 51.80

cooling (HRd

Hardness reading after 54.87

cooling (HRe)

Figure 6. 21: Small amounts ofmartensite visible in alloy C2 after cooling to -173°C

It was therefore concluded that alloy C2 was unsuitable for thermal processing, and that any

destabilisation ofaustenite would have to be applied through thermo-mechanical processing or

rolling.
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6.3 Sensor Testing

The sensor concept shown in chapter 3 was contracted to a company specialising in custom

electronics. The fIrst prototype of this sensor has been received and tested, the results ofwhich

are shown in Figure 6.22 below. As is evident, the circuit needs still needs fIne-tuning, and

further iterations are expected before final bolt testing.

Comparison of Inductance and Minitmised Sensor Circuit
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Figure 6. 22: Sensor Test - first prototype
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6.4 Conclusion

After extensive alloy testing, a material has been selected for the smart mining bolt prototype,

and has the following nominal chemistry:

Fe-13Cr-2.5Ni-16Mn -low carbon, low nitrogen

The selected alloy meets the SABS standard for mining bolt material, in tenns of strength and

ductility, as well as having sufficient corrosion resistance for the mining environment. The cost

of this alloy is also favourable, having replaced much of the Nickel content with manganese,

and machining characteristics are acceptable. Most importantly, the transfonnation

characteristics of this material meet the requirements for it to act in a strain monitoring capacity.
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CONCLUSION

A thorough study of the relatively new science of structural health monitoring, and the use of

smart materials to achieve continuous monitoring, was conducted. Although many smart

materials are costly, a group of relatively inexpensive metastable alloys lmown as strain

memory alloys were identified as capable of use in the dual role of load-bearing and peak strain

sensing. This attribute prompted a further investigation into the chemistry and processing of

strain memory alloys with the view to using such a material to monitor the structural health of

mining tunnels in South Africa, by replacing some of the currently used rock anchors with smart

rock anchors. To implement such a health monitoring system, several inter-dependent tasks

were performed, as detailed below.

In the search for a suitable material from which to construct a smart mining bolt, strain memory

alloys were extensively researched in regard to their alloying constituents, processing, and

subsequent transformation characteristics on application of strain. An analytical model was

presented which takes account of the various energy contributions of temperature and strain, in

the nucleation of martensitic embryos. As martensitic nucleation is lmown to occur

preferentially at defect sites or grain boundaries, these conditions are modelled using both

dislocation and disclination terms to account for the strain energy imparted by PDA. The

existence of equilibrium and critical embryo sizes are shown to exist under certain external

conditions of temperature and shear stress. It is also demonstrated that a critical external stress

exists which induces athermal embryo nucleation when the nucleation energy barrier disaperas

and the terms of equilibrium and critical embryo size lose their significance.

Several candidate alloys were then formulated from various alloy families including:

~ Fe-Cr-Ni

~ Fe-Cr-Mn, and

~ Fe-Cr-Mn-C

Each candidate alloy was evaluated in terms of strength characteristics, with specific reference

to the SABS standard requirements for mining bolt materials. At the same time as tensile testing

was conducted, the martensitic transformation characteristics were also monitored by

measurement of magnetic permeability using a coil and inductance meter.
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The general corrosion characteristics were engineered at alloy formulation stage with the

inclusion of sufficient chromium, and it was therefore not necessary to test specific corrosion

response of the material. A major concern was however, the machinability and workability of

the alloy, since manufacturing considerations impinged directly on the cost to produce a smart

bolt.

The material considered to achieve the required cost, machining and transformation

characteristics was ofnominal composition:

Fe - 13Cr - 16Mn - 2,SNi -low C -low N.

In selection of this alloy the commercial melting, forging and rolling processes were considered

carefully to make sure that such a material could be produced industrially and within the

compositional variation that prevails in commercial facilities. That is, account was taken of the

fact that industrial melting facilities need an alloying window to work to. An alloy was therefore

chosen which would be "forgiving" or have a decent operational window.

Apart from the alloy selection, careful attention was focused on incorporating within the final

prototype design, a means of assessing the amount of damage incurred by the bolt. To this end

consideration was given to a number of methods of measuring magnetic susceptibility, among

them, the Hall effect, an inductance method, use of SQUID, as well as a fluxgate magnetometer.

The selection of an inductance method was prompted by the fact that it was most easily adapted

to the physical constraints of the rock anchor environment.

Thus, a material has been engineered, and a prototype design proposed for the production of a

smart mining bolt. The material and design concept have been proven through experimental

work, but the final acid test remains: an in-situ test. Further work is still required to confirm the

behaviour of the boIt under mixed-mode loading, as well as the ruggedness test that only actual

installation within a mine can satisfy. The in situ testing will prove not only the ruggedness, but

will also be needed for the final programming of the data extraction sensor - that is the intervals

deemed safe, cautionary and dangerous (denoted green, yellow, and red respectively on the

digital display of the boIt sensor head) still need to be determined in co-operation with mining

personnel.
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GLOSSARY

Paramagnetic - Magnetic moments tend to align when an external magnetic field is applied,

but only small positive susceptibility (10-2
) is exhibited. [240]

Ferromagnetic - The atoms of ions have magnetic moments which in certain domains are held

in approximately parallel alignment in the absence of an externally applied magnetic field.

When an external magnetic field is applied, the resultant moments of the domains tend to align.

Permeability is considerable, most often greater than 2. [240]

Stope face - The stope face is the location at which the precious metal is actually mined from

the thin seam that is ore-bearing. It is here that the miners blast and drill the rock to remove that

which is profitable to transport to the surface and refine.
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