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#### Abstract

The interplay between graphs and designs is well researched. In this dissertation we connect designs and graphs entirely through their associated matrices - the incidence matrix for designs and the adjacency matrix for graphs. The properties of graphs are immediately adopted by their associated designs, and the linear algebra of the common matrix, will apply to both designs and graphs sharing this matrix.

We apply various techniques of finding the eigenvalues of the matrices associated with graphs/designs, to determine the eigenvalues of well-known classes of graphs, such as complete graphs, complete bipartite graphs, cycles, paths, wheels, stars and hypercubes.

Graphs which are well connected, or edge-balanced, in terms of a centrally defined set of vertices, appear to give rise to a conjugate pair of eigenvalues.

The association of integers, conjugate pairs and edge-balance with the eigenvalues of graphs provide the motivation for the new concepts of eigen-sum and eigen-product balanced properties of classes of graphs and designs. We combine these ideas by considering eigen bibalanced classes of graphs, where robustness and the reciprocity of the eigen-pair $a, b$ allowed for the ratio of the eigen-pair sum $a+b$ to the eigen-pair product $a b$, and the asymptotic behaviour of this ratio (in terms of large values of the size of the graph/designs). The product of the average degree of a graph with the Riemann integral of the eigen bi-balanced ratio of the class of graphs is introduced as the area of a class of graphs/designs associated with the eigenpair. We observe that unique area of the class of complete graphs appears to be the largest. Also, the interval of asymptotic convergence of the eigen bi-balanced ratio, of uniquely eigen-bibalanced classes of graphs, appears to be $[-1,0]$.

We construct a new class of graphs, called $q$-cliqued graphs, involving $q$ maximal cliques of size $q$, connected, and hence edge-balanced, to a central vertex. We apply the eigenvector method to find a general conjugate eigen-pair associated with the $q$-cliqued graphs and then determine the eigen-pair characteristics above for this class of graphs. The eigen-bi-balanced ratio associated with a conjugate pair of eigenvalues of the class of $q$-cliqued graphs, is the same as the eigen-bi-balanced ratio of the class of the complements of these graphs.

The $q$-cliqued graphs are also designs, and we use the case $q=10$ as an application of a hypothetical entomological experiment involving 10 treatments and 10 blocks. We use the design's graphical characteristics to determine a possible scheduling situation which involves the chromatic number of its associated graph.
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## CHAPTER 1

## INTRODUCTION AND DEFINITIONS

### 1.1 Introduction

The interplay between graphs and designs is well documented (see e.g. Rudvalis [42], Bose [9], and Haemers [28]). In this dissertation we connect designs and graphs entirely through their associated matrices - the incidence matrix for designs and the adjacency matrix for graphs. The properties of graphs are immediately adopted by their associated designs, and the linear algebra of the common matrix then applies to both designs and graphs sharing this matrix.

The purpose of Chapter 1 is to define the important terms that will be required in this thesis. We define some basic terms in graph theory and design theory, and then connect graphs and designs through their matrices. We finally define some basic linear algebra of matrices. Terms not defined in this chapter will be defined in subsequent chapters as they are required.

In Chapter 2, we apply various techniques of finding eigenvalues of a matrix to determine the eigenvalues of well-known classes of graphs, namely graphs with circulant adjacency matrices, complete graphs, cycles, paths, complete bipartite graphs, graphs which are the join of two graphs whose adjacency matrices are both circulant matrices, wheel graphs, star graphs, graphs with a pendant vertex, and hypercubes. In some cases, we use more than one technique to verify the eigenvalues.

In Chapter 3, we define eigen-sum and eigen-product balanced properties, as well as eigen-bi-balance, critically eigen-bi-balanced, and the eigen-bi-balanced ratio associated with classes of graphs. We then investigate the asymptotic behaviour of the eigen-bibalanced ratio, and define the area and density of classes of graphs/designs. We consider these attributes for the common classes of graphs as in Chapter 2.

In Chapter 4, we define the construction of the class of $q$-cliqued graphs, and prove that these graphs are design graphs. We determine various characteristics and ratios for this class of graphs, and investigate the associated Laplace matrix. We finally review the linear algebra of the distance matrices of reduced $q$-clique design graphs.

In Chapter 5, we determine the general form of a conjugate eigen-pair of the $q$-cliqued graphs as defined in Chapter 4. We determine the eigen-bi-balanced ratio and area of the class of $q$-cliqued graphs. We finally determine that the complement of the $q$-cliqued graph is connected, and that the class of the complement of the $q$-cliqued graph has the same eigen-bi-balanced ratio as the class of $q$-cliqued graphs.

In Chapter 6, we apply the 3-colouring of the 3 -cliqued design graph associated with the 3-cliqued-block graph, to an entomological experiment which involves the study of the interaction between insects and plants.

In Chapter 7, we present a summary of the findings of this research thesis, and suggest areas for future research.

We now define the important terms that will be used in this thesis:

### 1.2 Graph theory

### 1.2.1 Graphs

We shall use the notation of Harris, Hirst and Mossinghoff [30], to define a graph $G$. A graph $G=(V, E)$ consists of a finite non-empty set $V$ of elements called vertices, and a (possibly empty) set $E$ of 2 -element subsets of $V$ called edges. The number $n$ of elements in $V$ is called the order and the number $m$ of elements in $E$ is called the size of $G$. All graphs which we shall consider will be finite, simple and undirected.

If $G$ has only one vertex, then $G$ is trivial; otherwise $G$ is non-trivial.

Let $e=\{u, v\} \in E(G)$. Then we say $u$ and $v$ are adjacent, while $e$ is incident with $u$ and $v$. We also say that $e$ joins $u$ and $v$. Instead of writing $e=\{u, v\}$, we can also write $e=u v$.

The degree of a vertex $v$ in $G$, denoted $\operatorname{deg}(v)$, is the number of edges incident with $v$. By $\operatorname{deg}(G)$ we mean a listing of the degrees of the graph $G$ in descending order. A vertex of degree 1 is called an end-vertex. A $k$-regular graph is a graph where each vertex has degree $k$.

The maximum (minimum) degree $\Delta(G)=\Delta(\delta(G)=\delta)$ of $G$ is the maximum (minimum) of the degrees of the vertices in $G$.

The neighbourhood $N_{G}(v)$ of a vertex $v \in V$, is the set of all adjacent vertices to $v$ in $G$.
$G x x$ is obtained from $G$ by removing vertex $x$, and $G x y$ is obtained from graph $G$ by removing adjacent vertices $x$ and $y$.

### 1.2.2 Complement, complete, bipartite and sub-graph

The complement $\bar{G}$ of a graph $G$ is a graph whose vertex set is the same as $G$, but if there is no edge between vertices $u$ and $v$ in $G$, then there is an edge between $u$ and $v$ in $\bar{G}$.

The complete graph is a graph in which every pair of vertices in $G$ is adjacent in G.

A bipartite graph is a graph whose vertices can be divided into two disjoint sets $U$ and $V$ such that every edge connects a vertex in $U$ to one in $V$; that is, $U$ and $V$ are each co-cliques of $G$. A complete bipartite graph (or bi-clique) is a special kind of bipartite graph where every vertex of the first set is connected to every vertex of the second set.

A sub-graph of a graph $G$ is a graph whose vertex set is a subset of that of $G$, and whose adjacency relations are a subset of that of $G$, restricted to the vertices in this subset.

### 1.2.3 Walk, trail, path, cycle, circuit, length and tree

A walk $W$ in a graph $G$ is an alternating sequence $W: v_{0}, e_{1}, v_{1}, e_{2}, \ldots, v_{r-1}, e_{r}, v_{r}$ of vertices and edges (not necessarily distinct) such that $e_{i}=v_{i-1} v_{i}$ for $i=1, \ldots, r$. Since the vertices that appear in a walk determine the edges in the walk, we can omit the edges in the description of a walk, and denote the walk W by $v_{0}, v_{1}, \ldots, v_{r-1}, v_{r}$. We say that $r$ is the length of $W$, and that $W$ begins at $v_{0}$ and ends at $v_{r}$.

If all the edges of the walk are distinct, then the walk is called a trail. If all the vertices of the walk are distinct, then the walk is called a path. Therefore every path is a trail, but not every trail is a path.

A closed path or cycle is a path $v_{1}, v_{2}, \ldots, v_{k-1}, v_{k}$, for $k \geq 3$, together with edge $v_{k} v_{1}$. Similarly, a trail that begins and ends at the same vertex is called a closed trail or a circuit. The length of a path (or trail, cycle or circuit) is its number of edges, including any repetitions.

A tree is a connected graph, which does not contain a cycle as a sub-graph.

### 1.2.4 Connectivity

The distance between two vertices $u$ and $v, d(u, v)$, is the length of the shortest $u-v$ path in $G$.

A graph $G$ is connected if every pair of vertices of $G$ is joined by a path and a component of $G$ is a maximal connected sub-graph of $G$. If there is no path connecting the two vertices, i.e., if they belong to different connected components, then conventionally the distance is defined as infinite. In this thesis, all graphs are assumed to be connected, unless otherwise stated.

A cut-vertex of a connected graph $G$ is a vertex whose removal from $V$ increases the number of components in $G$.

A block of a connected graph $G$ is a maximal sub-graph of $G$ that does not have a cut-vertex.

The eccentricity, $\operatorname{ecc} G(u)$, of a vertex $u$ of $G$ is the maximum distance between $u$ and any other vertex of $G$.

The radius, $\operatorname{rad}(G)$, of $G$ is the minimum of all the eccentricities of the vertices of $G$ and the diameter, $\operatorname{diam}(G)$, is the maximum of all eccentricities of the vertices of $G$.

A central vertex in a graph of radius $r$ is a vertex whose eccentricity is $r$ - that is, a vertex that achieves the radius.

The centre of $G$ is the collection of vertices whose eccentricities equal the radius of $G$, while periphery of $G$ is the collection of vertices whose eccentricities equal the diameter of $G$.

### 1.2.5 Clique, maximal clique, strong cliques, co-cliques and colouring

A complete sub-graph of a graph $G$ is called a clique of $G$. The order of the largest clique in $G$ is called the clique number of $G$.

A maximal clique of a graph $G$, is a clique of $G$, which is not a subset of a larger clique of $G$.

A strong clique is a sub-graph of $G$ which is a maximal clique and has at least one cut-vertex.

A set of vertices of $G$ which are non-adjacent in $G$ is a co-clique of $G$. The order of the largest co-clique of $G$ is called the co-clique number of $G$.

A proper colouring of the vertices of a graph $G$ is an assignment of colours to the vertices so that no two adjacent vertices receive the same colour. The least number of colours required to form a proper colouring of a graph is called the chromatic number of $G$ and is denoted by $\chi(G)$.

### 1.2.6 Clique (or chromatic) invariance

A graph on $n$ vertices with clique number $d$ (or chromatic number $d$ ) is clique (or chromatic) invariant if:

$$
\frac{n-1}{d}=d
$$

For example, the path on 5 vertices is clique invariant since its clique number is 2 and

$$
\frac{n-1}{d}=\frac{5-1}{2}=2=d
$$

It is also chromatic invariant since its chromatic number is 2 .

Also, the star graph on 5 vertices has clique number and chromatic number 2 and $\frac{n-1}{d}=\frac{5-1}{2}=2=d$,
so that it is clique and chromatic invariant.

### 1.2.7 Co-clique invariance

A graph on $n$ vertices with clique number $q$ and co-clique number $c$ is said to be co-clique invariant if:
$\frac{n+2 q}{c}=c$.

For example, the path on 5 vertices has clique number $q=2$ and co-clique number $c=3 \quad$ so that
$\frac{n+2 q}{c}=\frac{5+4}{3}=3$.

So, $P_{5}$ is co-clique invariant - but this graph is not regular nor a design-graph, which will defined later.

The star graph on 5 vertices has clique number 2 and co-clique number 4 so that $\frac{n+2 q}{c}=\frac{5+4}{4}=2.25$
and $S_{5}$ is not co-clique invariant.

### 1.2.8 Adjacency matrix

The adjacency matrix of a graph $G$, denoted by $A(G)$, is an $n x n$ matrix where the $i j$ th entry of $A(G)$ is 1 if vertices $v_{i} v_{j}$ are adjacent in $G$, or 0 otherwise. $A(G)$ is symmetric, and has 0 in each entry in its main diagonal.

### 1.2.9 Laplace and signless Laplace matrix

Given a graph $G$ with $n$ vertices, the degree matrix $D(G)$ is an $n x n$ diagonal matrix defined as
$d_{i j}=\left\{\begin{array}{l}\operatorname{deg}\left(v_{i}\right) \text { if } i=j \\ 0 \text { otherwise }\end{array}\right.$

The Laplace matrix of $G$ is defined as the $n x n$ matrix $L(G)$, where
$L(G)=D(G)-A(G)$,
i.e., it is the difference between the degree matrix $D(G)$ and the adjacency matrix $A(G)$ of the graph. From the definitions it follows that:
$l_{i j}=\left\{\begin{array}{l}\operatorname{deg}\left(v_{i}\right) \text { if } i=j \\ -1 \text { if } i \neq j, \text { and } v_{i} \text { adjacent to } v_{j} \\ 0 \text { otherwise }\end{array}\right.$
where $\operatorname{deg}\left(v_{i}\right)$ is degree of the vertex $v_{i}$.

The matrix $A(G)+D(G)$ is called the signless Laplace matrix.

### 1.2.10 Join of graphs

Let $G$ and $H$ be two graphs, not necessarily connected. Then the join of $G$ and $H$, denoted by $G \oplus H$, is formed when every vertex in $G$ is joined to every vertex in $H$.

### 1.2.11 Class of graphs

A class of graphs is a collection of graphs that satisfies a well-defined property. For example, the class of complete graphs is a class of graphs where each graph in the class has the property that each and every pair of vertices is adjacent. We are interested in classes of graphs, whose significant property can be described in terms of their order $n$.

### 1.2.12 Strongly regular graphs

A strongly regular graph with parameters ( $v, k, \lambda, \mu$ ) (often denoted by $\operatorname{srg}(v, k, \lambda, \mu))$ is a simple graph of order $n$ satisfying:
(i) each vertex is adjacent to $k(1 \leq \mathrm{k} \leq \mathrm{n}-2)$ vertices;
(ii) for each pair of adjacent vertices there are $\lambda$ vertices adjacent to both; and
(iii) for each pair of non-adjacent vertices there are $\mu$ vertices adjacent to both.

### 1.3 Design theory

### 1.3.1 Block designs

We will consider block designs $D$, which can take on one or more of the following descriptions: incomplete, proper, equireplicate, binary and symmetric block designs - see Dey [21].

We let the number of treatments of the design be $v$, where the treatments are elements of $V=\left\{v_{1}, v_{2}, \ldots v_{v}\right\} ; v \geq 2$. The number of blocks $b_{i}$ (subsets of $V$ ) is $b$, with no treatment repeated in any block, and each block has size $k_{i} \neq v$
(incomplete) and each treatment $v_{i}$ occurs $r_{i}$ times in the design. The design is proper if $k_{i}=k$ and equireplicate if $r_{i}=r$.

We associate the incidence matrix $N=N_{v b}$ with this block design where $n_{i j}$ is the number of times the $i$ th treatment appears in the $j$ th block. A block design is called binary if $n_{i j}=0$ or 1 . The block design is said to be symmetric of size $v$ if $b=v$ so that $r=k$ (see section 1.3.1.2).

### 1.3.1.1 Full design and trivial design

If we take all possible blocks of maximum size $v-1$ (called the full design) we will create the incidence matrix of size $v x v$ called the full maximum incidence matrix $N_{\nu} \Omega$ which is the square $v x v$ binary matrix with 0 's down the main diagonal and 1 's everywhere else.

The full design, with $v=2$ treatments, is called the trivial design.

We shall omit $v$ from the notation of this matrix in its general form. Note that each treatment occurs $r=v-1$ times in the design, and that each block has size $k=v-1$. This incidence matrix is symmetric.

The incidence matrix $N^{\Omega}$ of the full block design $D(v \geq 3)$ is the same as the adjacency matrix $A$ of the complete graph $G$ on $v$ vertices. Any two blocks of the full design intersect in $\lambda=v-2$ treatments, this is equivalent to given any pair of vertices of $G$, both these vertices are joined to $\lambda$ vertices. This is the balance factor of the complete graph.

### 1.3.1.2 Symmetric designs

If the design is symmetric it does not necessarily mean that $N$ is symmetric:
$N=\left[\begin{array}{lllll}0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0\end{array}\right]$
is a non-symmetric incidence matrix of a design on 5 treatments, with 5 blocks, each treatment occurring twice in the design and each block having size 2 so that $r=k=2$.

The transpose of $N$ above is an incidence matrix of the dual of the original design. If $N$ and $N^{T}$ are the same, then the design is self-dual. The full matrix is self-dual.

In Koolen and Moultron [35], the incidence graph of a design is defined as the graph with $(v+b) x(v+b)$ symmetric adjacency matrix

$$
\left[\begin{array}{cc}
0 & N \\
N^{T} & 0
\end{array}\right] .
$$

### 1.3.2 Strongly symmetric or PIEBS designs

For the purposes of this dissertation we connect the incidence matrix of a self-dual design directly to an adjacency matrix of a graph by introducing the following:

A strongly symmetric design will imply:
(1) N is symmetric, so that $v=b$ and $N=N^{T}$ :
$n_{i j}=1$ or 0 respectively $\Leftrightarrow n_{j i}=1$ or 0 respectively, $i \neq j$ and $v_{i} \in b_{j} \Leftrightarrow v_{j} \in b_{i}$;
(2) $v_{i} \notin b_{i} \forall i$ (zero diagonal condition) and
(3) The number of treatments $v$ and block size $k$ cannot both be odd together. (Note that (1) implies this condition)

If all the above conditions hold, the design is said to be a PIEBS (proper, incomplete, equireplicate, binary and symmetric) design, or simply strongly symmetric design.

There is a great interest in Intra-Block Analysis to experimental situations - see Dey [21].

### 1.3.3 The Laplace and signless Laplace matrix of a strongly symmetric or PIEBS block design

The Laplace matrix of a strongly symmetric or PIEBS block design is defined as:
$L_{i, j}=\left\{\begin{array}{l}r \text { for } i=j \\ -1 \text { if } v_{i} \text { is in } b_{j} \\ 0 \text { otherwise }\end{array}\right.$
$1 \leq i \leq v$ and $1 \leq j \leq b \quad(v=b)$
i.e., $L=D-N$ where $D$ is the diagonal matrix with diagonal entry $i$ being the sum of the $i$ th row of A.

The signless Laplace matrix is
$Q_{i, j}=\left\{\begin{array}{l}r \text { for } i=j \\ 1 \text { if } v_{i} \text { is in } b_{j} \\ 0 \text { otherwise }\end{array}\right.$
for $1 \leq i \leq v$ and $1 \leq j \leq b$.
i.e., $Q=D+N$.

### 1.3.4 C-matrix associated with PIEBS designs

In this section, we use standard matrix definitions and notation - refer to Anton [3], or any other standard linear algebra text book.

Using our PIEBS designs, the following linear model is defined

## Definition 1.3.4.1

$$
Y_{i j u}=\mu+\tau_{i}+\beta_{j}+\varepsilon_{i j}
$$

where

- $Y_{i j \mu}$ is the observable random variable corresponding to the $u$ th observation in the $(i, j)$ th cell defined by the $i$ th treatment and the $j$ th block;
- $\mu$ is a general mean;
- $\tau_{i}$ is the effect of the $i$ th treatment;
- $\beta_{j}$ is the effect on the $j$ th block; and
- $\varepsilon_{i j}$ is the random error component, assumed to be mutually uncorrelated, with zero means and constant finite variance $\sigma^{2}$.

See Dey [21].
If $n_{d i j}=0$ for some pair $(i, j)$, then there is no observation in that cell.

If we let $n=k v$, (noting that $v=b$ ), then $D_{1}$ (respectively, $D_{2}$ ) denotes the $v x n$ (respectively bxn) treatments (respectively, blocks) versus the observational incidence matrix, i.e., the $(\alpha, \beta)$ th element of $D_{1}$ (respectively $\left.D_{2}\right)$ is 1 if the $\beta$ th observation comes from the $\alpha$ th treatment (respectively, $\alpha$ th block), and is zero otherwise.

We rewrite Definition 1.3.4.1 as
$Y=\mu 1_{n}+D_{1}^{T} \tau+D_{2}^{T} \beta+\varepsilon$
where $A^{T}$ is the transpose of $A$ and $1_{n}$ is the $n x 1$ vector of 1 's.

Note that:
$1_{n}^{T} Y$ is the general total of observations.
$B=D_{2} Y$ is the vector block totals.
$T=D_{1} Y$ is the vector treatment totals.

It can be verified that:
$D_{1} D_{1}^{T}=R=\operatorname{diag}(r, r, \ldots, r) \quad$ the diagonal matrix of replication numbers $(r=k$ for our designs)
$D_{2} D_{2}^{T}=K=\operatorname{diag}(k, k, \ldots ., k)$ the diagonal matrix of block sizes.
Thus $R=K$ and $K^{T}=K$.

Also, $D_{1} D^{T}{ }_{2}=N$, which is the symmetric incidence matrix of the design, i.e., $N=N^{T}$.

We define $C=K-N K^{-1} N$, which is referred to as the ' $C$-matrix' of the design. The C-matrix is of fundamental importance in the analysis of block designs, and is also referred to as the information matrix. The row sums are zero for each row in the C-matrix. Note that $C \tau=T-N K^{-1} B$, which is referred to as the vector of adjusted treatment totals. Refer to Dey [21] for more detail on the C-matrix.

The definition of the C-matrix is relevant in this thesis, as we determine the eigenvalues of the C-matrix in Section 2.12.

### 1.3.5 Balanced PIEBS designs

If we introduce balance into a PIEBS block design, i.e., each pair of distinct treatments occurs in exactly $\lambda$ blocks, then we have a symmetric balanced incomplete block (BIB) design, denoted by $\lambda-(v, b, k)$. This is equivalent to any 2 blocks intersecting in exactly $\lambda$ treatments - see Dey [21]. The value $\lambda$ is referred to as the balance factor of the design.

We can describe balance in the PIEBS design as follows:
$v r=b k ; \quad \lambda(v-1)=r(k-1)$

Since $v=b, r=k$ and $\lambda=\frac{k(k-1)}{v-1}$, both $v$ and $k$ cannot be odd. Also, since $N$ must be symmetric, with 0 's down the main diagonal, this imposes strong constraints on the design.

For example, does a $2-(7,7,4)$ strongly symmetric design exist? This question can be answered by considering regular graphs as in Bose and Shrikhande [10].

For this dissertation, we shall focus on PIEBS designs, with the balanced designs the full designs (see section 1.3.1.1) so that the designs become graphic designs. This type of design lends itself to the ideas of adjacency and connectivity.

Since the designs will have an associated symmetric incidence matrix, $i \in b_{j} \Leftrightarrow$ $j \in b_{i}, i \neq j, b_{i}$ and $b_{j}$ are adjacent in the design via the edge $e_{i, j}, i \neq j$, when the $i$ th entry of the incidence matrix is 1 , otherwise they are non-adjacent.

The set of edges in a design is denoted by $E$. A $\left(b_{1}, b_{k}\right)$-walk in a design is a sequence of (not necessarily distinct) blocks: $b_{1}, b_{2}, \ldots, b_{k}$ such that edges $e_{i, i+1}$ exist for $i=1,2, \ldots, k-1, b_{1}$ and $b_{k}$ are the end vertices of the walk. If the blocks are all distinct then the walk is called a $\left(b_{1}, b_{k}\right)$-path. If the edges of the walk are distinct the path is called a $\left(b_{1}, b_{k}\right)$-trail. The length of the walk, path or trail is the number of edges, counting repetitions.

Two blocks $b_{i}$ and $b_{j}$ are (block) connected in the design if there is a $\left(b_{i}, b_{j}\right)$-path in the design, and the length of its shortest $\left(b_{i}, b_{j}\right)$-path is the distance between the two blocks.

Once we have the idea of adjacency and that of distance between blocks, we can apply the graph-theoretical definitions of the degree of a block and the completeness, sub-design, radius, diameter, girth, chromatic number, tightness of the first and second type of strongly symmetric designs.

A complete sub-design of a strongly symmetric design is called a clique of the design and the clique number is the size of the largest clique in the design, and a maximal proper sub-collection of $q$ blocks in a connected design whose elements are pairwise non-adjacent is called a $q$-co-clique ( $q$-independent vertex set) of the design and $q$ the co-clique number.

Note that if $N$ is the incidence matrix of a PIEBS design with each block having size $k$ and balance factor $\lambda$ then:
$N N^{T}=N^{2}=\left[\begin{array}{ccccc}k & \lambda & \lambda & \cdots & \lambda \\ \lambda & k & \lambda & \cdots & \lambda \\ \lambda & \lambda & k & \cdots & \lambda \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \lambda & \vdots & \lambda & \cdots & k\end{array}\right]$
$\lambda$ is also the number of different walks of length 2 between blocks
$b_{i}$ and $b_{j}$.

This matrix is the same as the product of the incidence matrix and its transpose mentioned in Bruck and Ryser [13] and Chowla and Ryser [14], with $\lambda=1$. In this paper, if $\pi$ is a finite projective plane, then there exists a positive integer Q such that each line of $\pi$ contains exactly $Q+1$ distinct points, and each point of $\pi$ is incident with exactly $Q+1$ distinct lines. Moreover $\pi$ has exactly $Q^{2}+Q+1$ distinct points and $Q^{2}+Q+1$ distinct lines. $N$ is the incidence matrix of a finite projective plane defined in this paper. This projective plane has at least 3 point on a line, the $i$ th point on the $j$ th line implying the $j$ th point is on the $i$ th line and the $i$ th point is not incident with the $i$ th line. The product of $N$ with its transpose $N^{T}$ yields the same result as the incidence matrix of our PIEBS design with $Q+1=k$, $Q^{2}+Q+1=v=b$, and $\lambda=1$. Thus the existence or non-existence of such projective planes would imply the existence or non-existence of our PIEBS design.

Also the $C$ matrix is

$$
\begin{aligned}
C \quad & =K-N K^{-1} N^{T} \\
& =K-N^{2} K^{-1}
\end{aligned}
$$

$$
=\left[\begin{array}{ccccc}
k & 0 & 0 & \cdots & 0 \\
0 & k & 0 & \cdots & 0 \\
0 & 0 & k & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & k
\end{array}\right]-\left[\begin{array}{ccccc}
k & \lambda & \lambda & \cdots & \lambda \\
\lambda & k & \lambda & \cdots & \lambda \\
\lambda & \lambda & k & \cdots & \lambda \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda & \vdots & \lambda & \cdots & k
\end{array}\right]\left[\begin{array}{ccccc}
\frac{1}{k} & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{k} & 0 & \cdots & 0 \\
0 & 0 & \frac{1}{k} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \frac{1}{k}
\end{array}\right]
$$

$$
=\left[\begin{array}{ccccc}
k & 0 & 0 & \cdots & 0 \\
0 & k & 0 & \cdots & 0 \\
0 & 0 & k & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & k
\end{array}\right]-\left[\begin{array}{ccccc}
1 & \frac{\lambda}{k} & \frac{\lambda}{k} & \cdots & \frac{\lambda}{k} \\
\frac{\lambda}{k} & 1 & \frac{\lambda}{k} & \cdots & \frac{\lambda}{k} \\
\frac{\lambda}{k} & \frac{\lambda}{k} & 1 & \cdots & \frac{\lambda}{k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{\lambda}{k} & \frac{\lambda}{k} & \frac{\lambda}{k} & \cdots & 1
\end{array}\right]
$$

$$
=\left[\begin{array}{ccccc}
k-1 & \frac{-\lambda}{k} & \frac{-\lambda}{k} & \cdots & \frac{-\lambda}{k} \\
\frac{-\lambda}{k} & k-1 & \frac{-\lambda}{k} & \cdots & \frac{-\lambda}{k} \\
\frac{-\lambda}{k} & \frac{-\lambda}{k} & k-1 & \cdots & \frac{-\lambda}{k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{-\lambda}{k} & \frac{-\lambda}{k} & \frac{-\lambda}{k} & \cdots & k-1
\end{array}\right]
$$

So, each row sum of $C$ is, with $\lambda=\frac{k(k-1)}{v-1}$,
$(k-1)+(v-1)\left(\frac{-\lambda}{k}\right)=(k-1)+\left(\frac{(v-1)}{k}\right)\left(\frac{-k(k-1)}{v-1}\right)=0$.

### 1.3.6 K-lantern property of designs

Since the blocks of the design are distinct, no two blocks can be adjacent to the same $k$-collection of blocks. This is equivalent to excluding the case where 2 rows (columns) of the incidence matrix of the design are identical, which we shall relate to a structure which we shall refer to as a $k$-lantern structure (see definition of a $q$ lantern sub-graph below).

### 1.4 Graphs and designs connected through matrices

### 1.4.1 Lantern graph

A $k$-lantern (denoted by $S(G)$ ), is a sub-graph of a $k$-regular graph, where $S(G)$ is a tri-partite graph with 3 disjoint sets of vertices $-u$ (singleton), $S$ (set of $k$ vertices) and $v$ (singleton) $-u$ and $v$ are non-adjacent and each is adjacent to the $k$ vertices in $S$. The vertices in $S$ can be adjacent in $G$.


Figure 1.4.1.1: $K$-lantern sub-graph $S(G)$

If a regular graph $G$ does not have a $q$-lantern sub-graph, then no two rows (or columns) of its adjacency matrix will be identical. The vertices $u$ and $v$ are also called twin vertices (see Kotlov and Lov'asz [36]). This property is necessary for the matrix to be that of a design (see Theorem 1.4.2.1).

There is a need to construct designs (see Dey [21]) and in this dissertation we use graphs to construct a large class of designs via their adjacency matrices with the advantage that any property of the graphs can be inherited by the associated design - especially the linear algebra of their associated matrices.

### 1.4.2 Graphic designs and design graphs

We want the incidence matrix of a PIEBS block design on $v$ treatments, each block containing $k$ treatments, to be identical to the adjacency matrix of a graph $G-$ such designs are called graphic designs and the associated graph $G$ of the adjacency matrix is called the design graph.

We need the condition $v=b$, and the size $k$ of each block is the same as the number of times each treatment occurs in the design.

Using the adjacency matrix, we have a design condition D1:

D1. Each treatment $i$ cannot occur in block $i=b_{i}(0$ 's down main diagonal in both matrices).

Using the design, each row has $k$ entries, thus a graph restriction is:
G1. The graph $G$ must be regular of degree $k$.
Thus from the adjacency matrix of $G$ :
D2. $\quad v . k=2 m$ where the right hand side is twice the number of edges of $G$ so that D 2 implies both $n$ and $k$ cannot be odd.

The incidence matrix is symmetric, and D1 shows that n.k must be even, so that D1 implies D2. Since the blocks of the design must be distinct, we have another graph condition which is necessary for constructing the blocks from the graph's vertex adjacency relationships (see below):

G2. No two non-adjacent vertices of $G$ can have the same neighbour set, i.e., $G$ must not have a $k$-lantern sub-graph.

These are the conditions we will need to establish a one-to-one correspondence between the adjacency matrix of a $k$-regular graph $G$ on $n$ vertices, with the incidence matrix of a PIEBS design, with $v=n$ treatments, and each block containing $k$ treatments.

The only graphic designs on 2 or 3 treatments are the full designs. On 4 treatments we have only the trivial and the full design - see argument below and on 5 treatments, we have the full design and the design associated with the 5-cycle (see arguments after Theorem 1.4.2.1).

Once we have the incidence matrix of a PIEBS design we have the adjacency matrix of some $k$-regular graph.

How do we go from a graph to a design?

The paper on graphs and polarities of designs by Rudvalis [42], looks at a one-toone correspondence between graphs and incomplete designs. We shall show how we can associate a regular graph with a PIEBS design through matrices.

Let $G$ be a regular graph of degree $k$ on $v$ vertices which does not contain a $k$ lantern sub-graph. We label the vertices $1,2, \ldots, v$. We associate with each vertex $i$ the neighbourhood block of $i$, denoted by $N B(i)$, which is the set of labels $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ which are the labels of the vertices adjacent to vertex $i$, i.e., the neighbourhood of $i$. Obviously, no two adjacent vertices will have the same neighbourhood, and we insist that two non-adjacent vertices do not have the same neighbourhood so that all the $N B(i)$ are distinct, i.e., $G$ does not have a $k$-lantern sub-graph. This is called the exclude-k-lantern condition:
$N B(i) \neq N B(j), i \neq j$.

Clearly $i \notin N B(i)$ and furthermore:
$j \in N B(i) \Leftrightarrow i \in N B(j)$
which is called the adjacency condition.

The corresponding adjacency matrix of $G$ will be a $v x v$ symmetric matrix with $k$ entries in each row and column and 0 's down the main diagonal.

Since $v . k$ is twice the number of edges and hence both $v$ and $k$ cannot be odd together.

We now create the block matrix $\operatorname{BM}(G)$ of $G$ as follows: The labels $1,2, \ldots, v$ are the rows (treatments) and the columns will be (blocks) $N B(1), N B(2), \ldots, N B(v)$. We insert a 1 in entry $i, j$ if $j \in N B(i) \Leftrightarrow i \in N B(j), 0$ otherwise. Since $i \notin N B(i)$ and the adjacency condition holds, along with the exclude- $k$-lantern condition (no two columns are the same), $B M(G)$ is a symmetric matrix with 0 's down the main diagonal.
$B M(G)$ is therefore an incidence matrix of some strongly symmetric design $D$ with treatments $1,2,3, \ldots, v$ and blocks $N B(i)$ with the condition $i \notin N B(i)$ for all $i$ (similar to the absolute polarity condition of Hubaut [32]). Such a design associated through such a graph is called a graphic design. Note that the graph we use to construct the design is not the same as the concurrence graph constructed in Bailey and Cameron [7].

If a design with treatments $i$ and blocks $b_{i}$ has its incidence matrix satisfying $i \notin b_{i}$ for all $i$, we say the design is non-absolute. Thus:

## Theorem 1.4.2.1

A connected $k$-regular graph $G$ has an associated graphic design $D$ (strongly symmetric) iff $G$ has no $k$-lantern sub-graph.

Given a PIEBS design with treatments $i=1,2, \ldots, v$ and blocks $b_{i}$ of size $k$ (with the conditions $i \notin b_{i}$ for all $i$, and $j \in b_{i} \Leftrightarrow i \in b_{j}$ and $v$ and $k$ not both being odd together), there is a regular graph (the design graph) associated with the design where the treatments are the vertices and in which the $i$ th block $b_{i}$ associated with this vertex ( $i=v e r t e x$ ) denotes the adjacency to the $k$ neighbours of $i$; i.e., the adjacency matrix of this block graph is the same as the incidence matrix of the design it was constructed from.

If we apply the results to a design on 4 treatments, with blocks of size 2 , it is impossible to construct a symmetric matrix of size 4 with 2 entries in each row and column with 0 's down the main diagonal; i.e., no such non-absolute design exists and therefore no graph exists.

The only regular graph of degree 2 , on 4 vertices, is isomorphic to the cycle. Note that the adjacency matrix will have columns 2 and 4 being identical - i.e., two vertices 2 and 4 are adjacent to the same neighbour vertices 1 and 3 which will not allow for the formation of a design associated with the graph.

The cycle on 5 vertices labelled $1,2,3,4,5,1$ translates to the design with treatments $1,2,3,4$ and 5: vertex 1 has neighbours $b_{1}=2,5$, vertex 2 neighbours $b_{2}=1,3$,
vertex 3 neighbours $b_{3}=2,4$, vertex 4 neighbours $b_{4}=3,5$, and vertex 5 has neighbours $1,4=b_{5}=1,4$. The incidence matrix of this design is identical to the adjacency matrix of the 5 cycle.

Since one cannot have a 3-regular graph on 5 vertices the only other graphic design is the full design on 5 vertices.

The spectrum of a design $D$, written $\operatorname{Spec}(D)$, is the spectrum of the associated incidence matrix. If all designs which have the same spectrum as a design $D$ are isomorphic, then the design $D$ is said to be determined by its spectrum ( $D S$ )- see Dam and Haemers [20].

Once a graph is determined to be a design graph then all the properties of the graph are inherited by the associated design, such as diameter, radius, and chromatic number.

We can introduce balance into the full design and the associated block graph as follows. Any 2 blocks of the design must intersect in $\lambda$ treatments which is equivalent to the associated block graph having every pair of vertices being adjacent to the same $\lambda$ vertices. This must not violate the condition that 2 nonadjacent vertices must not have the same neighbourhood set.

For a graph with general "balance" see Bose [9].

### 1.4.3 Graphs which cannot be design graphs

We want a $k$-regular sub-graph on $(k+2)$ vertices which has $k$-lantern sub-graphs:

For $k=2 \quad$ we get the cycle on 4 vertices which is a 2-lantern graph.

For $k=3 \quad$ it is not possible, as we have 5 vertices and a 3-regular graph so that $5.3=15$, which is not even.

For $k=4 \quad$ we have a 4-regular graph on 6 vertices - add edges to the middle set S on the tri-partition of the 4-lantern graph to get a 4-regular graph with a 4-lantern sub-graph.

For $k=5 \quad G$ is on 7 vertices - not possible.

So we can construct a $k$-regular graph on $(k+2)$ vertices, where $k$ is even, as follows:

Let $v$ and $w$ be a pair of vertices, and connect each of $v$ and $w$ to a set $S$ consisting of $k$ disconnected vertices. Then $v$ and $w$ will have degree $k$ and all the vertices in $S$ will have degree 2. Add $\frac{k(k-2)}{2}$ edges between the vertices in $S$, so that each vertex in $S$ has degree $k$. The resulting graph is $k$-regular, and has a $k$ lantern sub-graph, so cannot be a design graph.

The complete bipartite graph, on $n+n=2 n$ vertices, is not a design graph as it contains an $n$-lantern sub-graph.

### 1.5 Linear algebra of matrices

### 1.5.1 Inverse of $N^{\Omega}$

We now determine the inverse of $N^{\Omega}$, entirely in terms of $N^{\Omega}$ and $I_{v, v}$. We use this inverse to create a quadratic equation, for which $N^{\Omega}$ is a solution. This quadratic equation has significance in terms of finding the eigenvalues of $N^{\Omega}$.

## Theorem 1.5.1.1

The inverse of $N^{\Omega}$ is
$\left(N^{\Omega}\right)^{-1}=\frac{1}{r} N^{\Omega}-\frac{r-1}{r} I_{v, v}$, where $r=v-1$ and $v \geq 2$.

## Proof

$$
\left(N^{\Omega}\right)^{2}-(r-1) N^{\Omega}
$$

$$
=\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]-(r-1)\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]
$$

$$
=\left[\begin{array}{ccccc}
v-1 & v-2 & v-2 & \cdots & v-2 \\
v-2 & v-1 & v-2 & \cdots & v-2 \\
v-2 & v-2 & v-1 & \cdots & v-2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
v-2 & v-2 & v-2 & \cdots & v-1
\end{array}\right]-(v-2)\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]
$$

$$
\begin{aligned}
& =\left[\begin{array}{ccccc}
v-1 & 0 & 0 & \cdots & 0 \\
0 & v-1 & 0 & \cdots & 0 \\
0 & 0 & v-1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & v-1
\end{array}\right] \\
& =r I_{v, v}
\end{aligned}
$$

So $\left(N^{\Omega}\right)^{2}-(r-1) N^{\Omega}=r I_{v, v}$
$\Rightarrow N^{\Omega}\left(N^{\Omega}-(r-1) I_{v, v}\right)=r I_{v, v}$
$\Rightarrow N^{\Omega}\left(\frac{1}{r} N^{\Omega}-\frac{(r-1)}{r} I_{v, v}\right)=I_{v, v}$
$\Rightarrow\left(N^{\Omega}\right)^{-1}=\frac{1}{r} N^{\Omega}-\frac{(r-1)}{r} I_{v, v}$

## Corollary 1.5.1

From the above theorem, we determine the quadratic:
$N^{\Omega}\left(N^{\Omega}\right)^{-1}=N^{\Omega}\left(\frac{1}{r} N^{\Omega}-\frac{r-1}{r} I_{v, v}\right)=I_{v, v}$
$\Rightarrow\left(N^{\Omega}\right)^{2}-(r-1) N^{\Omega}-r I_{v, v}=0$
where $r=v-1=k$.
1.5.2 Minor, cofactor, cofactor of A , orthogonal, orthonormal and diagonal matrices

The minor of the entry in the $i$-th row and $j$-th column (also called the $(i, j)$ minor, or a first minor) is the determinant of the sub-matrix formed by deleting the $i$-th row and $j$-th column of $A$. This number is often denoted $\mathrm{M}_{i, j}$. The (i,j) cofactor is obtained by multiplying the minor by $(-1)^{i+j}$.

The cofactor of $A$, denoted by $\operatorname{cof}(A)$, is the sum of the cofactors of each entry of A.

An orthogonal matrix $A$ is a symmetric matrix, where $A^{-1}=A^{T}$, where the columns are orthogonal, and have unit length.

A diagonal matrix $A$ is a square matrix, such that if there are any non-zero entries, they will only occur on the main diagonal, and is denoted by
$\operatorname{diag}\left(a_{1,1}, a_{2,2}, \ldots, a_{n, n}\right)$.

### 1.5.3 Characteristic polynomial

The characteristic polynomial of matrix $A(G)$ is denoted by $P_{A(G)}(\lambda)$, and is expressed in terms of $\boldsymbol{\lambda}$.

$$
P_{A(G)}(\lambda)=\operatorname{det}(\lambda I-A)
$$

where A is the adjacency matrix of graph $G$ and $\operatorname{det}(\lambda I-A)$ is the determinant of $(\lambda I-A)$.

### 1.5.4 Eigenvalues, eigenvectors and conjugate pairs

An eigenvector of a square matrix $A$, associated with a graph and/or design $G$, is a non-zero vector $\underline{v}$ that, when the matrix is multiplied by $\underline{v}$, yields a constant multiple of $\underline{v}$, the multiplier being commonly denoted by $\lambda$. That is:

$$
A \underline{v}=\lambda \underline{v}
$$

The number $\lambda$ is called the eigenvalue of $A$ corresponding to the eigenvector $\underline{v}$. Let $\operatorname{CSET}(A)$ denote a complete set of eigenvectors of matrix $A$ which contains $n$ independent eigenvectors of $A$. If $Q$ is the matrix, whose columns are the orthonormal eigenvectors of $A$, then $Q^{-1} A Q=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the (not necessarily distinct) eigenvalues of $A$.

The eigenvalues are therefore the solution to the characteristic polynomial $P_{A(G)}(\lambda)=\operatorname{det}(\lambda I-A)=0$. The Cayley Hamilton theorem states that the matrix $A$ is also a solution of this characteristic equation - See Brouwer and Haemers [12].

If $G$ is $k$-regular then the largest eigenvalue of the adjacency matrix is $k$, and if $d$ is the diameter of any graph $G$, then the number of distinct eigenvalues is at least $(d+1)$, with equality for a certain class of graphs - see Cohen, Brouwer and Neumaier [15]. The chromatic number, $\chi(G) \leq \lambda+1$, where $\lambda$ is the largest eigenvalue of the adjacency matrix of $G-$ see Brouwer and Haemers [12].

It is a well-known result that the complete graph on $n$ vertices has eigenvalues $n-1$ and -1 - see Brouwer and Haemers [12]. The spectral radius of a graph $G$ is the largest of all the absolute values of the eigenvalues of the adjacency matrix
associated with the graph, and therefore the spectral radius of the complete graph on $n$ vertices is $(n-1)$. Since the complete graph is $(n-1)$-regular, its largest eigenvalue is $(n-1)$, and hence this value is the largest of all spectral radii associated with regular graphs. In general, the spectral radius is at most $n-1$, where $n-1$ is the maximum degree of a vertex of a graph on $n$ vertices.

There is also interest in the second largest eigenvalue of a $k$-regular graph - see Lubotzky, Phillips and Sarnak [39].

There is a relationship between the largest eigenvalue and the clique number $q$ of a graph as in Nikiforov [40]:
$\lambda^{2} \leq \frac{2 m(q-1)}{q}$.
A conjugate eigenpair is a pair of eigenvalues which are of the form $\lambda=a \pm \sqrt{b}$ where $a, b \in \mathfrak{R}, b>0$. The $\lambda$ stands for the pair of eigenvalues $\lambda_{1}$ and $\lambda_{2}$.

Regarding the conjugate pairs as roots of a quadratic equation, it is a well-known result, that if the roots of the quadratic equation $x^{2}+c x+d=0$ are $e$ and $f$, then the sum $(e+f)=-c$ and product $(e f)=d$.

### 1.5.5 Spectrum of A

We list the eigenvalues of a matrix (the spectrum) in descending order, and their multiplicity as follows: $\left(\lambda_{1}\right)^{m_{1}},\left(\lambda_{2}\right)^{m_{2}}, \ldots$

The spectrum of a graph $G$, written $\operatorname{Spec}(G)$, is the spectrum of the associated adjacency matrix. If all graphs which have the same spectrum as a graph $G$ are isomorphic, then the graph $G$ is said to be determined by its spectrum ( $D S$ for short) - see Dam and Haemers [20].

For example paths, cycles, complete graphs and complete bipartite graphs on $2 n$ vertices and their complements are all $D S$.

### 1.5.6 Tightness of the first and second type of $G$

If $G$ has diameter $d$ and maximum vertex degree $\Delta$, largest eigenvalue $\lambda_{1}$ and $f$ distinct eigenvalues, then:

- The tightness of $G$ of the first type is $f \Delta$; and
- The tightness of $G$ of the second type is $(d+1) \lambda_{1}$.

In the recent literature it was suggested that graphs with a small tightness of the first type are good models for certain networks - see Cvetkovi and Davidsovi [18].
"Tightness" in the general sense shall refer to the strength of "connectivity" of graphs such as its robustness (see definition below).

### 1.5.7 Eigen-co-cliqued ratio

The diameter of a graph is used as a bound on the number of distinct eigenvalues of matrices associated with graphs (see Brouwer and Haemers [12]) while the number of end-points of a tree are used as a bound for the multiplicity of eigenvalues of a tree (see Brouwer [11]). In Dam [21], the Delsarte (Hoffman) ratio (bound) is considered involving a $k$-regular graph's co-clique number, the order of the graph, an eigenvalue and $k$. We consider the multiplicities of eigenvalues and introduce our own ratio definition involving the co-clique of a graph and obtain equality for some graphs.

The eigen-co-cliqued ratio of the multiplicity of an eigenvalue $\lambda$ of classes of the matrices associated with the graphs (designs) with co-clique number $c$ is $\frac{n+\lambda}{c}$. This ratio is strict if we have equality with the multiplicity of the eigenvalue, otherwise non-strict.

For example, the complete bipartite graph on $2 n$ vertices has co-clique number $n$ and eigenvalue $-n$ (of multiplicity 1 ). Therefore the eigen-co-clique ratio is $\frac{2 n-n}{n}=1$, which is the same as its multiplicity, so that its ratio is strict.

The 5 -cycle (which has an associated design) has eigenvalue 2 of multiplicity 1 and co-clique number 2. The eigen-co-clique ratio is $\frac{5-2}{2}=1.5$ which does not equal the multiplicity of the eigenvalue 2 . Therefore the eigen-co-clique ratio for the eigenvalue 2 is non-strict, but is greater than its multiplicity.

### 1.5.8 Circulant matrices

For any given $a_{0}, a_{1}, \ldots, a_{n-1} \in C$, the circulant matrix $C=\left(a_{i, j}\right)_{n x n}$ is defined by $a_{i, j}=a_{j-i(\bmod n)}$ for $1 \leq i \leq n$ and $1 \leq j \leq n$.
$C=\left[\begin{array}{ccccc}a_{0} & a_{1} & a_{2} & \cdots & a_{n-1} \\ a_{n-1} & a_{0} & a_{1} & \cdots & a_{n-2} \\ a_{n-2} & a_{n-1} & a_{0} & \cdots & a_{n-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{1} & a_{2} & a_{3} & \cdots & a_{0}\end{array}\right]$

If $C$ is the adjacency matrix of an associated graph, then $C$ is symmetric, so that

$$
a_{n-1}=a_{1} ; a_{n-2}=a_{2} ; \ldots ; a_{1}=a_{n-1} .
$$

Other linear algebra definitions can be found in Brouwer and Haemers [12].

### 1.5.9 Robustness or tightness of networks and the reciprocal of eigenvalues

Denoting the eigenvalues of the Laplace matrix associated with a graph $G$ by $\theta_{1} \leq \theta_{2} \leq \ldots \leq \theta_{n}$, we note that $G$ is connected if and only if $\theta_{1}=0 \neq \theta_{2}$. Thus a connected graph $G$ always has a Laplace eigenvalue equal to 0 , and $\theta_{2}>0$.

There are many complex networks in large-scale engineering, biological, and social systems. The second smallest eigenvalue of the Laplace matrix $\theta_{2}>0$ is called the algebraic connectivity of a graph, and is a measure of speed of solving consensus problems in networks - see Olfati-Saber [41].

We have the inequality $\theta_{2} \leq v(G) \leq \eta(G)$, where $v(G)$ denotes the vertex connectivity (the minimum number of vertices required to be removed to disconnect graph $G$ ) and $\eta(G)$ denotes the edge connectivity (the minimum number of edges required to be removed to disconnect $G$ ). According to this inequality, a network with a relatively high algebraic connectivity is necessarily robust to both vertex (node) failures and edge failures and $\theta_{2}$ is a lower bound on this degree of robustness.

Assuming that the time delay in all links in a network (represented by a graph $G$ ) is equal to $\tau$, it can be shown that $\tau \leq \frac{\pi}{2 \theta_{n}}$, so that the higher $\theta_{n}$ is, the smaller the time delay. The the reciprocal of the eigenvalue $\theta_{n}$ is a measure of robustness to delay for reaching a consensus in a network.

If $G$ is $k$-regular then $\theta_{n}=(k-\lambda)$, where $\lambda$ is an eigenvalue of the adjacency matrix of $G$. Thus measure of robustness to delay is associated with the reciprocal of the difference $(k-\lambda)$. For example, the eigenvalues of the adjacency matrix of the complete graph $G$, are -1 and $n-1$. Thus the time delay $\tau$ satisfies

$$
\tau \leq \frac{\pi}{2[(n-1)-(-1)]}=\frac{\pi}{2 n}
$$

where -1 is an eigenvalue of the adjacency matrix of $G$, and $k=n-1$.

For large $n$ we have $n \approx n-1$ so that the reciprocal of the largest eigenvalue $n-1$ of $G$ affects the time delay, and hence robustness, of the large associated network - see Olfati-Saber [41].

The above ideas and results provide the motivation for the idea of area of a graph as defined in Chapter 3.

### 1.6 Conclusion

This concludes the general definitions required for this thesis. Specific definitions are included in the chapters that follow.

## CHAPTER 2

## TECHNIQUES FOR FINDING EIGENVALUES

The history of the linear algebra of matrices associated with graphs/designs is a colourful one, and many techniques, both elegant and novel, have evolved for finding the eigenvalues of different types of graphs. In this chapter, we illustrate a few techniques of finding eigenvalues for graphs by applying them to determine the eigenvalues of the following classes of graphs:

- Graphs where their adjacency matrix is a circulant matrix;
- Complete graphs;
- Cycle graphs;
- Path graphs;
- Complete bipartite graphs;
- Eigenvalues of the adjacency matrix associated with a graph which is the join of two graphs whose adjacency matrices are both circulant matrices;
- Wheel graphs;
- $\quad$ Star graphs;
- Graphs with a pendant vertex; and
- Hypercube graphs.

This section is a combination of original work and work referenced from other sources. Where there is no specific reference given, the associated theorems and proofs are original. In many cases, the external source has stated a specific result, and the proof has been developed during this research thesis.

The software packages Bluebit Matrix calculator and Mathematica were used extensively in the research and verification of the characteristic polynomial and the eigenvalues of numerous graphs. These packages were used to verify certain conjectures for specific examples of graphs.

The application of eigenvalues to the real world is vast. One of the examples, is the Hückel method or Hückel molecular orbital method (HMO), proposed by Erich Hückel as far back as 1930. Within HMO theory, the total energy of $\pi$-electrons is equal to the sum of the energies of all $\pi$-electrons in the considered molecule, and can be calculated from the eigenvalues of the underlying molecular graph. See Adiga, Bayad, Gutman and Srinivas [1].

A benzene molecular ring can be "mapped" onto a graph consisting of a cycle with 6 vertices - the vertices represent the atoms, and the edges the bonds between the atoms. Hückel molecular theory then allows the energy of the ring to be associated with the sum of the absolute value of each the eigenvalues which arise from the adjacency matrix associated with the graph.

We will use various methods of finding the eigenvalues of the graphs, and in some cases, more than one method, to determine the eigenvalues for classes of graphs. However, we first need Lemmas 2.1, 2.2 and 2.3. These lemmas give us insight into the characteristic polynomial of the union of two disjoint graphs, the characteristic polynomial of a graph in terms of removing a vertex, and finally a specific case of the characteristic polynomial of a graph in terms of removing a vertex of degree one.

## Lemma 2.1

Let $G \amalg H$ denote the disjoint union of graphs $G$ and $H$.
Then

$$
P_{A\left(G \coprod^{H}\right)}(\lambda)=P_{A(G)}(\lambda) \cdot P_{A(H)}(\lambda)
$$

i.e., the characteristic polynomial of the union of disjoint graphs is the product of the characteristic polynomial of each of the disjoint graphs.

See Averbouch [5].

## Proof

Note that $\operatorname{det}\left(\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right)=\operatorname{det}(A) \cdot \operatorname{det}(B)$ for any square matrices $A$ and $B$, not necessarily of the same order. Now the characteristic polynomial of $\mathrm{G} \amalg \mathrm{H}$ is obtained as follows:

$$
\begin{aligned}
P_{A(G \bigcup H)}(\lambda) & =\operatorname{det}(\lambda I-(G \amalg H)) \\
& =\left|\begin{array}{cc}
\lambda I-G & 0 \\
0 & \lambda I-H
\end{array}\right| \\
& =\operatorname{det}(\lambda I-G) \cdot \operatorname{det}(\lambda I-H) \\
& =P_{A(G)}(\lambda) \cdot P_{A(H)}(\lambda)
\end{aligned}
$$

## Lemma 2.2

Let $G$ be a tree, and let $x$ be a vertex of $G$. Then the characteristic polynomial of $G$ is obtained by,

$$
P_{A(G)}(\lambda)=\lambda P_{A(G \backslash x)}(\lambda)-\sum_{\text {all } x \text { adj } y} P_{A(G \backslash x)}(\lambda)
$$

for all vertices $y$ of $G$, where $x$ is adjacent to $y$ in $G$.

See Brouwer and Haemers [12].

## Lemma 2.3

Let $x_{i}$ be a vertex of degree one in the graph $G$ on $n$ vertices, and let $x_{j}$ be the vertex adjacent to $x_{i}$. Let $G_{1}$ be the sub-graph obtained from $G$ by deleting the vertex $x_{i}$, and let $G_{2}$ be the sub-graph obtained from $G$ by deleting both vertices $x_{i}$ and $x_{j}$. Then
$P_{A(G)}(\lambda)=\lambda P_{A\left(G_{1}\right)}(\lambda)-P_{A\left(G_{2}\right)}(\lambda)$

See Bian [8].

## Proof

Without loss of generality, let $i<j$, so row $i$ comes before row $j$ in $P_{A(G)}(\lambda)=\operatorname{det}(\lambda I-A(G))$. Then we have,

$$
\begin{aligned}
& (\lambda I-A(G))_{i, i}=\lambda \\
& (\lambda I-A(G))_{i, j}=-1 \\
& (\lambda I-A(G))_{i, k}=0 \text { for } 1 \leq k \leq n \text { and } k \neq i \text { and } k \neq j
\end{aligned}
$$

Expand the determinant of $(\lambda I-A(G))$ along the $i$ th row, where there are only two non-zero entries as defined above. Then

$$
P_{A(G)}(\lambda)=(-1)^{i+i}(\lambda) M_{i, i} \operatorname{det}\left(\lambda I-A\left(G_{1}\right)\right)+(-1)^{i+j}(-1) M_{i, j}
$$

Now $M_{i, i}=\operatorname{det}\left(\lambda I-A\left(G_{1}\right)\right.$, so

$$
P_{A(G)}(\lambda)=\lambda P_{A\left(G_{1}\right)}(\lambda)+(-1)^{i+j+1} M_{i, j}
$$

Now expand $M_{i, j}$ along the $i$ th column, which only has one non-zero entry of -1 in the $(j-1)$ th row as $x_{i}$ has degree one and is only adjacent to $x_{j}$. So,

$$
\begin{aligned}
P_{A(G)}(\lambda) & =\lambda P_{A\left(G_{1}\right)}(\lambda)+(-1)^{i+j+1}(-1)^{i+j-1}(-1) \operatorname{det}\left(\lambda I-A\left(G_{2}\right)\right) \\
& =\lambda P_{A\left(G_{1}\right)}(\lambda)-P_{A\left(G_{2}\right)}(\lambda)
\end{aligned}
$$

### 2.1 Eigenvalues of graphs having circulant adjacency matrices

The following Lemmas 2.1.1-2.1.5 are required for the proof of the main theorem on eigenvalues of adjacency matrices of graphs, where the adjacency matrices are of the form of a circulant matrix, as defined in section 1.5.8. Lemma 2.1.1 is a well known result and is merely stated, whereas Lemma 2.1.2 - Lemma 2.1.5 comprise original work.

## Lemma 2.1.1

Let $n \in Z$ be an integer such that $n>0$.

Let $z \in C$ be a complex number such that $z^{n}=1$.

Then
$U_{n}=\left\{e^{\frac{2 \pi i j}{n}}, 0 \leq j \leq n-1\right\}$ where $U_{n}$ is the $n$th roots of unity and $i=\sqrt{-1}$.
That is $z \in\left\{1, e^{\frac{2 \pi i}{n}}, e^{\frac{4 \pi i}{n}}, \ldots, e^{\frac{2(n-1) \pi i}{n}}\right\}$.
Thus for every positive integer $n$, the number of $n$th roots of unity is $n$.
The root $e^{\frac{2 \pi i}{n}}$ is known as the first $n$th root of unity.

## Lemma 2.1.2

Let $W$ be the $(n x n)$ circulant matrix with the first row $(0100 \ldots 0)$,

$$
W=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n}
$$

Then $W^{m}$ is obtained from $W$ by shifting each ' 1 ' entry in each row by ( $m-1$ ) steps to the right, for $m \geq 2$.

## Proof

$W^{2}=W \times W$

$$
\begin{aligned}
& =\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n}\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n} \\
& =\left[\begin{array}{ccccc}
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0
\end{array}\right]_{n x n}
\end{aligned}
$$

For this step, $W^{2}$ is found from $W$ by shifting each ' 1 ' entry in each row to the right by one step.

Assume the hypothesis it true for $k \leq m$, i.e., that $W^{k}$ is obtained from $W$ by shifting each ' 1 ' entry in each row to the right by $(k-1)$ steps for $k \leq m$.

Then

$$
W^{k}=\left[\begin{array}{ccccccccc}
0 & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n}
$$

Where $a_{1, k+1}=1, a_{2, k+2}=1$, etc.

Then $\quad W^{k+1}=W^{k} W$

$$
\begin{aligned}
& =\left[\begin{array}{ccccccccc}
0 & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n}\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n} \\
& =\left[\begin{array}{ccccccccc}
0 & 0 & 0 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0
\end{array}\right]_{n x n}
\end{aligned}
$$

where $a_{1, k+2}=1, a_{2, k+3}=1$, etc. This is equivalent to taking $W$ and shifting each ' 1 ', entry in each row to the right by $k$ steps.

Therefore, Lemma 2.1.2 is proved by induction.

## Lemma 2.1.3

Let $F_{n}$ be a ( $n x n$ ) matrix, for $n \geq 2$, where

$$
F_{n}=\left[\begin{array}{ccccc}
\lambda & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
0 & 0 & 0 & \cdots & \lambda
\end{array}\right]
$$

Then $\operatorname{det}\left(F_{n}\right)=\lambda^{n}$.

## Proof

For $n=2$, we have $F_{2}=\left[\begin{array}{cc}\lambda & -1 \\ 0 & \lambda\end{array}\right]$
Then $\operatorname{det}\left(F_{2}\right)=(\lambda)^{2}-0=\lambda^{2}$
For $n=k, F_{k}=\left[\begin{array}{ccccc}\lambda & -1 & 0 & \cdots & 0 \\ 0 & \lambda & -1 & \cdots & 0 \\ 0 & 0 & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -1 \\ 0 & 0 & 0 & \cdots & \lambda\end{array}\right]_{k k k}$

Assume the hypothesis it true for $k \leq n$, i.e., $\operatorname{det}\left(F_{k}\right)=\lambda^{k}$ for $k \leq n$.

Now $F_{k+1}$ is the matrix as follows:

$$
F_{k+1}=\left[\begin{array}{ccccc}
\lambda & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
0 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{(k+1) x(k+1)}
$$

$\begin{aligned} \operatorname{Then} \operatorname{det}\left(F_{k+1}\right) & =\operatorname{det}\left[\begin{array}{ccccc}\lambda & -1 & 0 & \cdots & 0 \\ 0 & \lambda & -1 & \cdots & 0 \\ 0 & 0 & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -1 \\ 0 & 0 & 0 & \cdots & \lambda\end{array}\right]_{(k+1) x(k+1)} \\ & =\lambda \operatorname{det}\left(F_{k}\right)-(-1) \operatorname{det}\left[\begin{array}{ccccc}0 & -1 & 0 & \cdots & 0 \\ 0 & \lambda & -1 & \cdots & 0 \\ 0 & 0 & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -1 \\ 0 & 0 & 0 & \cdots & \lambda\end{array}\right]_{k k} \\ & =\lambda \lambda^{k}+1.0 \\ & =\lambda^{k+1}\end{aligned}$

We have therefore proved by induction that $\operatorname{det}\left(F_{n}\right)=\lambda^{n}$ for all $n \geq 2$.

## Lemma 2.1.4

Let $R_{n}$ be a ( $n x n$ ) matrix, for $n \geq 2$, where

$$
R_{n}=\left[\begin{array}{ccccc}
0 & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
-1 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{n \times n}
$$

Then $\operatorname{det}\left(R_{n}\right)=-1$.

## Proof

For $n=2, R_{n}=\left[\begin{array}{cc}0 & -1 \\ -1 & \lambda\end{array}\right]$
Then $\operatorname{det}\left(R_{n}\right)=0-(-1)^{2}$

$$
=-1
$$

For $n=k, R_{k}=\left[\begin{array}{ccccc}0 & -1 & 0 & \cdots & 0 \\ 0 & \lambda & -1 & \cdots & 0 \\ 0 & 0 & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -1 \\ -1 & 0 & 0 & \cdots & \lambda\end{array}\right]_{k k k}$
Assume the hypothesis it true for $k \leq n$, i.e., $\operatorname{det}\left(R_{k}\right)=-1$ for $k \leq n$.

Now $R_{k+1}$ is the matrix as follows:

$$
R_{k+1}=\left[\begin{array}{ccccc}
0 & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
-1 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{(k+1) x(k+1)}
$$

Then $\operatorname{det}\left(R_{k+1}\right)=\operatorname{det}\left[\begin{array}{ccccc}0 & -1 & 0 & \cdots & 0 \\ 0 & \lambda & -1 & \cdots & 0 \\ 0 & 0 & \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -1 \\ -1 & 0 & 0 & \cdots & \lambda\end{array}\right]_{(k+1)_{x(k+1)}}$
Then expanding along the first row, with all zeroes other than the second column, we get

$$
\begin{aligned}
\operatorname{det}\left(R_{k+1}\right) & =(-1)(-1) \operatorname{det}\left[\begin{array}{ccccc}
0 & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
-1 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{k<k} \\
& =\operatorname{det}\left(R_{k}\right) \\
& =-1
\end{aligned}
$$

We have therefore proved by induction that $\operatorname{det}\left(R_{n}\right)=-1$ where $n \geq 2$.

## Lemma 2.1.5

Let W be the $(n x n)$ circulant matrix, for $n \geq 2$, with the first row ( $0100 \ldots 0$ ),

$$
W=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]_{n x n}
$$

Then the eigenvalues of $W$ are the $n$ roots of $\lambda^{n}=1$.

## Proof

For $n=2, \operatorname{det}(\lambda I-W)=\operatorname{det}\left[\begin{array}{cc}\lambda & -1 \\ -1 & \lambda\end{array}\right]$

$$
=\lambda^{2}-1
$$

To find the eigenvalues, we set

$$
\begin{aligned}
& \lambda^{2}-1=0 \\
& \Rightarrow \lambda^{2}=1 \\
& \Rightarrow \lambda= \pm \sqrt{1}
\end{aligned}
$$

To find the eigenvalues of $W_{k}$ we calculate

$$
\begin{aligned}
\operatorname{det}\left(\lambda I-W_{k}\right) & =\left[\begin{array}{ccccc}
\lambda & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
-1 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{k k k} \\
& =\lambda \operatorname{det}\left[\begin{array}{ccccc}
\lambda & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
0 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{k k k}-(-1) \operatorname{det}\left[\begin{array}{ccccc}
0 & -1 & 0 & \cdots & 0 \\
0 & \lambda & -1 & \cdots & 0 \\
0 & 0 & \lambda & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
-1 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{k k k}
\end{aligned}
$$

Then from Lemma 2.1.4 and Lemma 2.1.5

$$
\begin{aligned}
\operatorname{det}\left(\lambda I-W_{k}\right) & =\lambda \operatorname{det}\left(F_{k-1}\right)+\operatorname{det}\left(R_{k-1}\right) \\
& =\lambda \lambda^{k-1}-1 \\
& =\lambda^{k}-1
\end{aligned}
$$

To find the eigenvalues of $W_{k}$, we set $\operatorname{det}\left(\lambda I-W_{k}\right)=0$

So $\lambda^{k}-1=0$
$\Rightarrow \lambda^{k}=1$
$\Rightarrow \lambda=\sqrt[k]{1}$

We have therefore proved that, in the general case, the eigenvalues of $W_{n}$ are the $n$th roots of $\lambda^{n}=1$, for $n \geq 2$.

The following theorem is a key result to be used in the determination of the eigenvalues of the adjaceny matrix associated with a number of types of graphs, for example, complete graphs and cycle graphs.

## Theorem 2.1.1

Let $A=\left[\begin{array}{ccccc}a_{0} & a_{1} & a_{2} & \cdots & a_{n-1} \\ a_{n-1} & a_{0} & a_{1} & \cdots & a_{n-2} \\ a_{n-2} & a_{n-1} & a_{0} & \cdots & a_{n-3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{1} & a_{2} & a_{3} & \cdots & a_{0}\end{array}\right]_{n x n}$
be a ( $n x n$ ) circulant matrix, for $n \geq 2$.

Then the eigenvectors of the circulant matrix $A$ are given by:

$$
\underline{v_{j}}=\left(1, \rho_{j}, \rho_{j}{ }^{2}, \ldots, \rho_{j}{ }^{n-1}\right)^{T}, \quad j=0,1, \ldots, n-1
$$

where $\rho_{j}=\exp \left(\frac{2 \pi i j}{n}\right)$ are the $n$th roots of unity and $i=\sqrt{-1}$ is the imaginary unit.
The corresponding eigenvalues are then given by
$\lambda_{j}=a_{0}+a_{1} \rho_{j}+a_{2} \rho_{j}^{2}+\ldots+a_{n-1} \rho_{j}{ }^{n-1}, j=0, \ldots, n-1$
See Gray [27].

## Proof

1. Let W be the ( $n x n$ ) circulant matrix with the first row ( $010 \ldots 0$ ) and let $q(W)=a_{0} I_{n, n}+a_{1} W+a_{2} W^{2}+\ldots+a_{n-1} W^{n-1}$ where $a_{0}, a_{1}, \ldots, a_{n-1}$ are the entries in the first row of circulant matrix $A$ above.

Then, using Lemma 2.1.2 above,

$$
\begin{aligned}
& A=\left[\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \cdots & a_{n-1} \\
a_{n-1} & a_{0} & a_{1} & \cdots & a_{n-2} \\
a_{n-2} & a_{n-1} & a_{0} & \cdots & a_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1} & a_{2} & a_{3} & \cdots & a_{0}
\end{array}\right] \\
& =a_{0} I_{n, n}+a_{1}\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]+a_{2}\left[\begin{array}{ccccc}
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0
\end{array}\right]+\ldots+ \\
& a_{n-1}\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{array}\right] \\
& =a_{0} I_{n, n}+a_{1} W+a_{2} W^{2}+\ldots+a_{n-1} W^{n-1} \\
& =q(W) \text {. }
\end{aligned}
$$

2. If $\lambda$ is an eigenvalue of $W$, then $\lambda^{n}$ is an eigenvalue of $W^{n}$

If $\quad W \underline{x}=\lambda \underline{x}_{-}$then

$$
W^{2} \underline{x}=W(W \underline{x})=W \lambda \underline{x}=\lambda W \underline{x}=\lambda(\lambda \underline{x})=\lambda^{2} \underline{x}
$$

and

$$
W^{k} \underline{x}=W^{k-1}(W \underline{x})=W^{k-1} \lambda x=\lambda\left(W^{k-1} \underline{x}\right)=\ldots=\lambda^{k-1}(\lambda \underline{x})=\lambda^{k} \underline{x}
$$

3. If $\lambda$ is an eigenvalue of $W$ with corresponding eigenvector $\underline{x}$, then

Then

$$
\begin{aligned}
A \underline{x} & =q(W) \underline{x} \\
& =\left(a_{0} I_{n, n}+a_{1} W+a_{2} W^{2}+\ldots+a_{n-1} W^{n-1}\right) \underline{x} \\
& =a_{0} \underline{x}+a_{1} W \underline{x}+a_{2} W^{2} \underline{x}+\ldots+a_{n-1} W^{n-1} \underline{x} \\
& =a_{0} \underline{x}+a_{1} \lambda \underline{x}+a_{2} \lambda^{2} \underline{x}+\ldots+a_{n-1} \lambda^{n-1} \underline{x} \\
& =\left(a_{0}+a_{1} \lambda+a_{2} \lambda^{2}+\ldots+a_{n-1} \lambda^{n-1}\right) \underline{x} \\
& =q(\lambda) \underline{x}
\end{aligned}
$$

So, $q(\lambda)$ is an eigenvalue of $q(W)=A$.
4. Now $A=q(W)=a_{0} I_{n, n}+a_{1} W+a_{2} W^{2}+\ldots+a_{n-1} W^{n-1}$ and $\rho_{j}=\exp \left(\frac{2 \pi i j}{n}\right), j=0, \ldots, n-1$ is an eigenvalue of $W$, by Lemma 2.1.5.

Then from 1, 2 and 3 above,

$$
\begin{aligned}
\lambda_{j} & =q\left(\rho_{j}\right) \\
& =a_{0}+a_{1} \rho_{j}+a_{2} \rho_{j}^{2}+\ldots+a_{n-1} \rho_{j}^{n-1}, j=0,1, \ldots, n-1
\end{aligned}
$$

is an eigenvalue of $A=q(W)$.
5. Let $\underline{v_{j}}=\left(1, \rho_{j}, \rho_{j}{ }^{2}, \ldots, \rho_{j}{ }^{n-1}\right)^{T}, j=0,1, \ldots, n-1$. Then for $0 \leq j \leq n-1$, we have

$$
\underline{A v_{j}}=\left[\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \cdots & a_{n-1} \\
a_{n-1} & a_{0} & a_{1} & \cdots & a_{n-2} \\
a_{n-2} & a_{n-1} & a_{0} & \cdots & a_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1} & a_{2} & a_{3} & \cdots & a_{0}
\end{array}\right]_{n x n}\left[\begin{array}{c}
1 \\
\rho_{j}^{1} \\
\rho_{j}^{2} \\
\vdots \\
\rho_{j}^{n-1}
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
a_{0}+a_{1} \rho_{j}^{1}+a_{2} \rho_{j}^{2}+\ldots+a_{n-1} \rho_{j}^{n-1} \\
a_{n-1}+a_{0} \rho_{j}^{1}+a_{1} \rho_{j}^{2}+\ldots+a_{n-2} \rho_{j}^{n-1} \\
\vdots \\
a_{n-t}+\ldots+a_{0} \rho_{j}^{t}+a_{1} \rho_{j}^{t+1}+\ldots+a_{n-(t+1)} \rho_{j}^{n-t} \\
\vdots \\
\vdots \\
a_{1}+a_{2} \rho_{j}^{1}+a_{3} \rho_{j}^{2}+\ldots+a_{0} \rho_{j}^{n-1}
\end{array}\right]
$$

From $2^{\text {nd }}$ row of $A v_{j}$, factorise out $\rho_{1}^{1}$ to get
$\rho_{1}^{1}\left(\rho_{1}^{-1} a_{n-1}+a_{0}+a_{1} \rho_{1}^{1}+a_{2} \rho_{1}^{2} \ldots+a_{n-2} \rho_{1}^{n-2}\right)$.

Now $\rho_{j}^{-1}=e^{\frac{2 \pi j(-1)}{n}}=e^{\frac{-2 j \pi i}{n}}=e^{\frac{(n-1) 2 j \pi i}{n}}=\rho_{j}^{n-1}$
since $\frac{-1}{n} 2 j \pi=\left(\frac{(n-1)-n}{n}\right) 2 j \pi=\frac{n-1}{n} 2 j \pi-2 j \pi=\frac{n-1}{n} 2 \pi$ because of
$2 \pi$ periodicity.

Thus, the second row of $A v_{j}$ has been reduced to
$=\rho_{j}^{1}\left(\rho_{j}^{-1} a_{n-1}+a_{0}+a_{1} \rho_{j}^{1}+a_{2} \rho_{j}^{2} \ldots+a_{n-2} \rho_{j}^{n-2}\right)$
$=\rho_{j}^{1}\left(\rho_{j}^{n-1} a_{n-1}+a_{0}+a_{1} \rho_{j}^{1}+a_{2} \rho_{j}^{2} \ldots+a_{n-2} \rho_{j}^{n-2}\right)$
$=\rho_{j}^{1}\left(1\right.$ st row of $\left.A v_{j}\right)$
$=\rho_{j}^{1}\left(1^{\text {st }}\right.$ row of $\left.A v_{j}\right)$.

Generally, from the $(t+1)$ th row of $A v_{j}$
$\left(a_{n-t}+a_{n-(t-1)} \rho_{j}^{1} \ldots+a_{0} \rho_{j}^{t}+a_{1} \rho_{j}^{t+1}+a_{2} \rho_{j}^{t+2} \ldots+a_{n-(t+1)} \rho_{j}^{n-1}\right)$
$=\rho_{j}^{t}\left(a_{n-t} \rho_{j}^{-t}+a_{n-(t-1)} \rho_{j}^{1-t}+\ldots+a_{0}+a_{1} \rho_{j}^{1}+\ldots+a_{n-(t+1)} \rho_{j}^{n-(t+1)}\right)$

Since $\rho_{j}^{-t}=e^{\frac{2 \pi j}{n}(-t)}=e^{\left(\frac{2 \pi j}{n}(n-t)+\frac{2 \pi i j n}{n}\right)}=\rho_{j}^{n-t}$ so that
$\rho_{j}^{-t}=\rho_{j}^{n-t} \Rightarrow \rho_{j}^{1-t}=\rho_{j}^{-(t-1)}=\rho_{j}^{n-(t-1)}$ etc.

Hence the $(t+1)$ th row
$=\rho_{j}^{t}\left(1^{\text {st }}\right.$ row of $\left.A \underline{v_{j}}\right)$.
$=\rho_{j}^{t} \lambda_{j}$
Therefore we have

$$
\underset{-}{A v_{j}}=\left[\begin{array}{c}
\lambda_{j} \\
\rho_{j}^{1} \lambda_{j} \\
\rho_{j}^{2} \lambda_{j} \\
\vdots \\
\rho_{j}^{n-1} \lambda_{j}
\end{array}\right]=\left[\begin{array}{c}
\lambda_{j} \\
\rho_{j}^{1} \lambda_{j} \\
\rho_{j}^{2} \lambda_{j} \\
\vdots \\
\rho_{j}^{n-1} \lambda_{j}
\end{array}\right]=\lambda_{j}\left[\begin{array}{c}
1 \\
\rho_{j}^{1} \\
\rho_{j}^{2} \\
\vdots \\
\rho_{j}^{n-1}
\end{array}\right]=\lambda_{j} v_{j}
$$

Therefore, we have shown that $v_{j}$ is an eigenvector of $A$ with eigenvalue $\lambda_{j}$ for $1 \leq j \leq n$.

The result of this key theorem allows us to easily calculate the eigenvalues of many circulant matrices which are adjacency matrices of corresponding graphs.

## Corollary 2.1.1

Let $\underline{v_{j}}=\left[1, \rho_{j}, \rho_{j}^{2}, \ldots, \rho_{j}^{n-1}\right]^{T}, j=0,1, \ldots, n-1$ be the eigenvector as defined in
Theorem 2.1.1. Then $\sum_{k=0}^{n-1} \rho_{j}^{k}=0 ; j \neq 0$.

## Proof

It is a well-known result, and proved in 4 different ways in Section 2.2, that an eigenvalue of the complete graph is -1 for $j \neq 0$, with eigenvector
${\underline{v_{j}}}^{T}=\left[1, \rho_{j}, \rho_{j}{ }^{2}, \ldots, \rho_{j}^{n-1}\right] j \neq 0$.
Therefore $A\left(K_{n}\right)\left[1, \rho_{j}, \rho_{j}{ }^{2}, \ldots, \rho_{j}{ }^{n-1}\right]^{T}=(-1)\left[1, \rho_{j}, \rho_{j}{ }^{2}, \ldots, \rho_{j}{ }^{n-1}\right]^{T}$

Expanding the first row of LHS we get: $\sum_{k=1}^{n-1} \rho_{j}^{k} ; j \neq 0$ since the first row of $A\left(K_{n}\right)$ is $(0111 \ldots .111)$. The first row of RHS is -1 , so $\sum_{k=1}^{n-1} \rho_{j}^{k}=-1 ; j \neq 0$. Adding 1 to both sides, we get $\sum_{k=0}^{n-1} \rho_{j}^{k}=0 ; j \neq 0$.

### 2.2 Eigenvalues of complete graphs

In this section, we use four different techniques to find the eigenvalues of the complete graph $K_{n}$, on $n$ vertices, namely:

- Induction;
- Proof using $J_{n, n}$ matrix;
- Proof using diagonalisation method; and
- Inverse method.

The following example is a complete graph $K_{6}$ on 6 vertices. Note that each vertex is joined to every other vertex in the complete graph.


Figure 2.2.1: Complete graph $K_{6}$

The following lemma is an important result, as it is used in the proof of Theorem 2.2.1 using the induction method. In this lemma, we calculate the determinant of the matrix which is used in the expansion of the determinant of the adjacency matrix of the complete graph. It enables us to use the inductive method for the proof of the eigenvalues of the adjacency matrix of the complete graph. (This proof is entirely original work).

## Lemma 2.1.1

If $H_{n}=\left[\begin{array}{ccccc}-1 & -1 & -1 & \cdots & -1 \\ -1 & \lambda & -1 & \cdots & -1 \\ -1 & -1 & \lambda & \cdots & -1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & -1 & \cdots & \lambda\end{array}\right]_{n x n}$, where $H_{n}$ is a nxn matrix, with $n \geq 2$,

$$
\begin{aligned}
\text { then } \operatorname{det} H_{n} & =\operatorname{det}\left[\begin{array}{ccccc}
-1 & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{n \times n} \\
& =(-1)(\lambda+1)^{n-1}
\end{aligned}
$$

## Proof (by induction)

$$
\begin{aligned}
& \text { For } n=2, H_{2}=\left[\begin{array}{cc}
-1 & -1 \\
-1 & \lambda
\end{array}\right] \\
& \begin{aligned}
\operatorname{det}\left(H_{2}\right) & =-\lambda-1 \\
= & -(\lambda+1) \\
& =-(\lambda+1)^{1}
\end{aligned}
\end{aligned}
$$

$$
\operatorname{det}\left(H_{3}\right)=\left[\begin{array}{ccc}
-1 & -1 & -1 \\
-1 & \lambda & -1 \\
-1 & -1 & \lambda
\end{array}\right]
$$

$$
=-\operatorname{det}\left|\begin{array}{cc}
\lambda & -1 \\
-1 & \lambda
\end{array}\right|+\operatorname{det}\left|\begin{array}{cc}
-1 & -1 \\
-1 & \lambda
\end{array}\right|-\operatorname{det}\left|\begin{array}{cc}
-1 & \lambda \\
-1 & -1
\end{array}\right|
$$

$$
\begin{aligned}
& =-1 \operatorname{det}\left|\begin{array}{cc}
\lambda & -1 \\
-1 & \lambda
\end{array}\right|+\operatorname{det}\left|\begin{array}{cc}
-1 & -1 \\
-1 & \lambda
\end{array}\right|-\operatorname{det}\left|\begin{array}{cc}
-1 & \lambda \\
-1 & -1
\end{array}\right| \\
& =-1\left(\lambda^{2}-1\right)+2(-\lambda-1) \\
& =-(\lambda+1)(\lambda-1)-2(\lambda+1) \\
& =-(\lambda+1)(\lambda-1+2) \\
& =-(\lambda+1)^{2} \\
& \operatorname{det}\left(H_{4}\right)=\left[\begin{array}{cccc}
-1 & -1 & -1 & -1 \\
-1 & \lambda & -1 & -1 \\
-1 & -1 & \lambda & -1 \\
-1 & -1 & -1 & \lambda
\end{array}\right] \\
& =-\operatorname{det}\left|\begin{array}{ccc}
\lambda & -1 & -1 \\
-1 & \lambda & -1 \\
-1 & -1 & \lambda
\end{array}\right|+3 \operatorname{det}\left|\begin{array}{ccc}
-1 & -1 & -1 \\
-1 & \lambda & -1 \\
-1 & -1 & \lambda
\end{array}\right| \\
& =-\operatorname{det}\left(A\left(K_{3}\right)+3 \operatorname{det}\left(H_{3}\right)\right. \\
& =-\left(\lambda \operatorname{det}\left(A\left(K_{2}\right)\right)+2 \operatorname{det}\left(H_{2}\right)\right)+3 \operatorname{det}\left(H_{3}\right) \\
& =-\left(\lambda\left(\lambda^{2}-1\right)-2(\lambda+1)\right)+3(\lambda+1)^{2} \\
& =-(\lambda(\lambda+1)(\lambda-1)-2(\lambda+1))+3(\lambda+1)^{2} \\
& =-(\lambda+1)\left(\lambda^{2}-\lambda-2\right)+3(\lambda+1)^{2} \\
& =-(\lambda+1)(\lambda+1)(\lambda-2)+3(\lambda+1)^{2} \\
& =-(\lambda+1)^{2}((\lambda-2)+3) \\
& =-(\lambda+1)^{3} \\
& \operatorname{det}\left(H_{5}\right)=-\operatorname{det}\left(A\left(K_{4}\right)+4 \operatorname{det}\left(H_{4}\right)\right. \\
& \left.=-\left(\lambda \operatorname{det} A\left(K_{3}\right)+3 \operatorname{det}\left(H_{3}\right)\right)+4 \operatorname{det}\left(H_{4}\right)\right) \\
& =-\left(\lambda\left(\lambda \operatorname{det} A\left(K_{2}\right)+2 \operatorname{det}\left(H_{2}\right)\right)+3 \operatorname{det}\left(H_{3}\right)\right)+4 \operatorname{det}\left(H_{4}\right) \\
& =-\left(\lambda^{2}\left(\lambda^{2}-1\right)-\lambda 2(\lambda+1)-3 \operatorname{det}(\lambda+1)^{2}\right)-4(\lambda+1)^{3} \\
& =-\left((\lambda+1) \lambda\left(\lambda^{2}-\lambda-2\right)-3 \operatorname{det}(\lambda+1)^{2}\right)-4(\lambda+1)^{3} \\
& =-(\lambda+1)[\lambda(\lambda+1)(\lambda-2)-3 \operatorname{det}(\lambda+1)]-4(\lambda+1)^{3}
\end{aligned}
$$

$$
\begin{aligned}
& =-(\lambda+1)^{2}\left[\lambda^{2}-2 \lambda-3\right]-4(\lambda+1)^{3} \\
& =-(\lambda+1)^{2}[(\lambda+1)(\lambda-3)]-4(\lambda+1)^{3} \\
& =-(\lambda+1)^{3}(\lambda-3)-4(\lambda+1)^{3} \\
& =-(\lambda+1)^{3}(\lambda-3+4) \\
& =-(\lambda+1)^{3}(\lambda+1) \\
& =-(\lambda+1)^{4}
\end{aligned}
$$

Assume the hypothesis it true for all $k \leq n$, i.e., $\operatorname{det}\left(H_{k}\right)=-(\lambda+1)^{k-1}$ for all $k \leq n$.

Then, for $n=k+1$,

$$
\operatorname{det} H_{k+1}=\operatorname{det}\left[\begin{array}{ccccc}
-1 & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{(k+1)_{x(k+1)}}
$$

Then, expanding along the first row,
$\operatorname{det} H_{k+1}$

$$
=(-1) \operatorname{det}\left[\begin{array}{ccccc}
\lambda & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{k k k}+(-1)(-1)[(k+1)-1] \operatorname{det}\left[\begin{array}{ccccc}
-1 & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{k k k}
$$

The first term is obtained from the expansion of the first column (in the first row) and the second terms is from the $((k+1)-1)$ identical terms obtained from the expansion of the $2^{\text {nd }}$ to $((k+1)-1)$ th columns.

$$
\begin{aligned}
& \text { Let } \operatorname{det}\left(A_{k}\right)=\lambda I-A\left(K_{k}\right)=\left[\begin{array}{ccccc}
\lambda & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{k x k} \text { and } \\
& H_{k}=\left[\begin{array}{ccccc}
-1 & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{k x k}
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1) \operatorname{det}\left(A\left(K_{k}\right)\right)+k \operatorname{det}\left(H_{k}\right) \\
& =(-1)\left\{\lambda \operatorname{det}\left(A\left(K_{k-1}\right)\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right\}+k \operatorname{det}\left(H_{k}\right) \\
& =(-1)\left\{\lambda\left(\lambda \operatorname{det}\left(A_{k-2}\right)+(k-2) \operatorname{det}\left(H_{k-2}\right)\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right\}+k \operatorname{det}\left(H_{k}\right) \\
& =(-1)\left\{\lambda^{2} \operatorname{det}\left(A_{k-2}\right)+\lambda(k-2) \operatorname{det}\left(H_{k-2}\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right\}+k \operatorname{det}\left(H_{k}\right) \\
& =(-1)\left\{\lambda^{2}\left(\lambda \operatorname{det}\left(A_{k-3}\right)+(k-3) \operatorname{det}\left(H_{k-3}\right)\right)+\lambda(k-2) \operatorname{det}\left(H_{k-2}\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right\} \\
& \quad \quad+k \operatorname{det}\left(H_{k}\right)
\end{aligned} \begin{aligned}
& =(-1)\left\{\lambda^{3} \operatorname{det}\left(A_{k-3}\right)+\lambda^{2}(k-3) \operatorname{det}\left(H_{k-3}\right)+\lambda(k-2) \operatorname{det}\left(H_{k-2}\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right\} \\
& \quad+k \operatorname{det}\left(H_{k}\right)
\end{aligned}
$$

Now, the leading $\lambda$ must have power $(k-2)$ so that we get $\operatorname{det}\left(A_{k-(k-2)}\right)$ and $\operatorname{det}\left(H_{k-(k-2)}\right)$ which are both known. So, continuing,

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)\left[\lambda^{k-2} \operatorname{det}\left(A_{k-(k-2)}\right)+\lambda^{k-3} 2 \operatorname{det}\left(H_{2}\right)+\lambda^{k-4} 3 \operatorname{det}\left(H_{3}\right)+\lambda^{k-5} 4 \operatorname{det}\left(H_{4}\right)+\ldots\right. \\
& \left.\quad+\lambda^{2}(k-3) \operatorname{det}\left(H_{k-3}\right)+\lambda(k-2) \operatorname{det}\left(H_{k-2}\right)+(k-1) \operatorname{det}\left(H_{k-1}\right)\right]+k \operatorname{det}\left(H_{k}\right)
\end{aligned}
$$

Substituting $\operatorname{det}\left(A\left(K_{2}\right)\right)=\left(\lambda^{2}-1\right)=(\lambda+1)(\lambda-1)$ and $\operatorname{det}\left(H_{k}\right)=-(\lambda+1)^{k-1}$ for all $k \leq n$, we get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& \begin{aligned}
=(-1)[ & \lambda^{k-2}(\lambda+1)(\lambda-1)-\lambda^{k-3} 2(\lambda+1)-\lambda^{k-4} 3(\lambda+1)^{2}-\lambda^{k-5} 4(\lambda+1)^{3}+\ldots \\
& \left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-4}-\lambda(k-2)(\lambda+1)^{k-3}-(k-1)(\lambda+1)^{k-2}\right]-k(\lambda+1)^{k-1}
\end{aligned}
\end{aligned}
$$

Factorising $(\lambda+1)$ out of the $k$ terms in the square brackets, we get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)\left[\left(\lambda^{k-2}(\lambda-1)-\lambda^{k-3} 2-\lambda^{k-4} 3(\lambda+1)^{1}-\lambda^{k-5} 4(\lambda+1)^{2}+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-5}-\lambda(k-2)(\lambda+1)^{k-4}-(k-1)(\lambda+1)^{k-3}\right)\right]-k(\lambda+1)^{k-1}
\end{aligned}
$$

Working with the first two terms in square brackets, we get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)\left[\left(\lambda^{k-3}\left(\lambda^{2}-\lambda\right)-\lambda^{k-3} 2-\lambda^{k-4} 3(\lambda+1)^{1}-\lambda^{k-5} 4(\lambda+1)^{2}+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-5}-\lambda(k-2)(\lambda+1)^{k-4}-(k-1)(\lambda+1)^{k-3}\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)\left[\left(\lambda^{k-3}\left(\lambda^{2}-\lambda-2\right)-\lambda^{k-4} 3(\lambda+1)^{1}-\lambda^{k-5} 4(\lambda+1)^{2}+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-5}-\lambda(k-2)(\lambda+1)^{k-4}-(k-1)(\lambda+1)^{k-3}\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)\left[\left(\lambda^{k-3}(\lambda+1)(\lambda-2)-\lambda^{k-4} 3(\lambda+1)^{1}-\lambda^{k-5} 4(\lambda+1)^{2}+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-5}-\lambda(k-2)(\lambda+1)^{k-4}-(k-1)(\lambda+1)^{k-3}\right)\right]-k(\lambda+1)^{k-1}
\end{aligned}
$$

Taking out the next factor of $(\lambda+1)$ from inside the square brackets, we get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)^{2}\left[\left(\lambda^{k-3}(\lambda-2)-\lambda^{k-4} 3-\lambda^{k-5} 4(\lambda+1)+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-6}-\lambda(k-2)(\lambda+1)^{k-5}-(k-1)(\lambda+1)^{k-4}\right)\right]-k(\lambda+1)^{k-1}
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)^{2}\left[\left(\lambda^{k-4}\left(\lambda^{2}-2 \lambda\right)-\lambda^{k-4} 3-\lambda^{k-5} 4(\lambda+1)+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-6}-\lambda(k-2)(\lambda+1)^{k-5}-(k-1)(\lambda+1)^{k-4}\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{2}\left[\left(\lambda^{k-4}\left(\lambda^{2}-2 \lambda-3\right)-\lambda^{k-5} 4(\lambda+1)+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-6}-\lambda(k-2)(\lambda+1)^{k-5}-(k-1)(\lambda+1)^{k-4}\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{2}\left[\left(\lambda^{k-4}(\lambda+1)(\lambda-3)-\lambda^{k-5} 4(\lambda+1)+\ldots\right.\right. \\
& \left.\left.\quad-\lambda^{2}(k-3)(\lambda+1)^{k-6}-\lambda(k-2)(\lambda+1)^{k-5}-(k-1)(\lambda+1)^{k-4}\right)\right]-k(\lambda+1)^{k-1}
\end{aligned}
$$

Note that the first term in the square brackets comprises of $(\lambda+1) \lambda^{k-t}(\lambda-(t-1))$.

We do the step (1) above a total of $(k-3)$ times, taking out the factor $(\lambda+1)^{k-3}$ to get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)^{k-3}[\lambda(\lambda+1)(\lambda-(k-2))-(k-1)(\lambda+1)]-k(\lambda+1)^{k-1}
\end{aligned}
$$

Note that the power of lambda in the first term in the square brackets is $(k-2)-(k-3)=1$ and the power of $(\lambda+1)$ in the second term in the square brackets is also $(k-2)-(k-3)=1$. Simplifying, we get

$$
\begin{aligned}
& \operatorname{det}\left(H_{k+1}\right) \\
& =(-1)(\lambda+1)^{k-3}\left[(\lambda+1)\left(\lambda^{2}-\lambda(k-2)-(k-1)\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{k-2}\left[\left(\lambda^{2}-\lambda(k-2)-(k-1)\right)\right]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{k-2}[(\lambda+1)(\lambda-(k-1))]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{k-1}[(\lambda-(k-1))]-k(\lambda+1)^{k-1} \\
& =(-1)(\lambda+1)^{k-1}[(\lambda-(k-1)+k)] \\
& =(-1)(\lambda+1)^{k-1}[(\lambda+1)] \\
& =(-1)(\lambda+1)^{k}
\end{aligned}
$$

This concludes the proof, by induction, that $\operatorname{det} H_{n}=(-1)(\lambda+1)^{n-1}$, for all $n \geq 2$.

This is a key result to be used in the inductive proof of Theorem 2.2.1 below.

## Theorem 2.2.1

Let $A\left(K_{n}\right)$ be the adjacency matrix of the complete graph $K_{n}$ on $n$ vertices.
Then $A\left(K_{n}\right)=\left[\begin{array}{ccccc}0 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{n x n}$
has eigenvalue $(n-1)$ with multiplicity 1 , and eigenvalue -1 with multiplicity $(n-1)$.
Hence $\operatorname{det}\left(\lambda I-A\left(K_{n}\right)\right)=(\lambda+1)^{n-1}\{\lambda-(n-1)\}$

## Proof of Theorem 2.2.1 (by induction)

For $n=2, A\left(K_{2}\right)=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.

$$
\begin{aligned}
\operatorname{det}\left(\lambda I-A\left(K_{2}\right)\right) & =\operatorname{det}\left[\begin{array}{cc}
\lambda & -1 \\
-1 & \lambda
\end{array}\right] \\
& =\lambda^{2}-1 \\
& =(\lambda+1)(\lambda-1) \\
& =(\lambda+1)(\lambda-1)
\end{aligned}
$$

Note that the eigenvalues of $\mathrm{A}\left(K_{2}\right)$ are $\lambda=-1$ (1 time) and $\lambda=1$ (once).

Assume the hypothesis it true for $k \leq n$, i.e.,

$$
\begin{aligned}
\operatorname{det}\left(\lambda I-A\left(K_{k}\right)\right) & =\operatorname{det}\left[\begin{array}{ccccc}
\lambda & -1 & -1 & \cdots & -1 \\
-1 & \lambda & -1 & \cdots & -1 \\
-1 & -1 & \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & \lambda
\end{array}\right]_{k k k} \\
& =(\lambda+1)^{k-1}\{\lambda-(k-1)\} \text { for } k \leq n
\end{aligned}
$$

i.e., $\lambda=-1(k-1)$ times, and $\lambda=(k-1)$ once.

Then, for $n=k+1$,
$\operatorname{det}\left[\lambda I-A\left(K_{k+1}\right)\right]$
$=\lambda \operatorname{det}\left[\begin{array}{ccccc}\lambda & -1 & -1 & \cdots & -1 \\ -1 & \lambda & -1 & \cdots & -1 \\ -1 & -1 & \lambda & \cdots & -1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & -1 & \cdots & \lambda\end{array}\right]_{k k}+k \operatorname{det}\left[\begin{array}{ccccc}-1 & -1 & -1 & \cdots & -1 \\ -1 & \lambda & -1 & \cdots & -1 \\ -1 & -1 & \lambda & \cdots & -1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & -1 & \cdots & \lambda\end{array}\right]_{k k}$
$=\lambda \operatorname{det}\left(A\left(K_{k}\right)\right)+k \operatorname{det}\left(H_{k}\right)$

Now applying the inductive hypothesis for $\operatorname{det}\left(A\left(K_{k}\right)\right)$, and Lemma 2.1.1 for $\operatorname{det}\left(H_{k}\right)$, we get

$$
\begin{aligned}
\operatorname{det}\left[\lambda I-A\left(K_{k+1}\right)\right] & =\lambda(\lambda+1)^{k-1}\{\lambda-(k-1)\}+k(-1)(\lambda+1)^{k-1} \\
& =(\lambda+1)^{k-1}\left\{\lambda^{2}-\lambda(k-1)-k\right\} \\
& =(\lambda+1)^{k-1}(\lambda+1)(\lambda-k) \\
& =(\lambda+1)^{k}(\lambda-k) \\
& \text { i.e., } \lambda=-1 k \text { times and } \lambda=k \text { once. }
\end{aligned}
$$

So we have proved that the eigenvalues of the adjacency matrix of the complete graph $A\left(K_{n}\right)$ are $\lambda=-1$ and $\lambda=n-1$, and that the characteristic polynomial is $P_{A\left(K_{n}\right)}(\lambda)=(\lambda+1)^{n-1}(\lambda-(n-1))$. The two factors $(\lambda+1)$ and $(\lambda-(n-1))$ give rise to the quadratic $\lambda^{2}-(n-2) \lambda-(n-1)$ which has the associated conjugate pairs $\lambda=\frac{(n-2)}{2} \pm \sqrt{\frac{(2-n)^{2}+4(n-1)}{4}}$.

## Proof of Theorem 2.2.1 (using $J_{n, n}$ matrix)

The complete graph $K_{n}$ has adjacency matrix $A\left(K_{n}\right)=J_{n, n}-I_{n, n}$. The rank of $J_{n, n}$ is 1 i.e., there is one nonzero eigenvalue for $J_{n, n}$ equal to $n$ (with an eigenvector $\underline{1_{n}^{T}}=(1,1, \ldots, 1)^{T}$. As $\sum_{i=1}^{n} \lambda_{i}=\operatorname{tr}(J)=\sum_{i=1}^{n} J_{i, i}=n$, all the remaining eigenvalues are 0. Hence, the eigenvalues of $J_{n, n}$ are $n$ (once) and $0(n-1)$ times.

With eigenvalue $n$, and eigenvector $\underline{x}=\underline{1_{n}^{T}}$,

$$
\begin{aligned}
A\left(K_{n}\right) \underline{x} & =\left(J_{n, n}-I_{n, n}\right) \underline{x} \\
& =J_{n, n} \underline{x}-I_{n, n} \underline{x} \\
& =n \underline{x}-\underline{x} \\
& =(n-1) \underline{x}
\end{aligned}
$$

With eigenvalue 0 , and eigenvector $\underline{x}$

$$
\begin{aligned}
A\left(K_{n}\right) \underline{x} & =\left(J_{n, n}-I_{n, n}\right) \underline{x} \\
& =J_{n, n} \underline{x}-I_{n, n} \underline{x} \\
& =-\underline{x}
\end{aligned}
$$

Therefore, the eigenvalues of $A\left(K_{n}\right)$ are $(n-1)$ (with multiplicity 1 ) and -1 (with multiplicity $(n-1)$.

## Proof of Theorem 2.2.1 (using diagonalisation method)

Let $Q$ be the orthogonal matrix, which diagonalises $J_{n, n}$,
then $Q^{-1} J_{n, n} Q=\operatorname{diag}(n, 0,0, \ldots, 0)$.

Then, since $A\left(K_{n}\right)=J_{n, n}-I_{n, n}$

$$
\begin{aligned}
Q^{-1} A\left(K_{n}\right) Q & =Q^{-1}\left(J_{n, n}-I_{n, n}\right) Q \\
& =Q^{-1} J_{n, n} Q-Q^{-1} I_{n, n} Q \\
& =\operatorname{diag}(n, 0,0, \ldots, 0)-\operatorname{diag}(1,1,1, \ldots, 1) \\
& =\operatorname{diag}(n-1,-1,-1, \ldots,-1)
\end{aligned}
$$

which implies that $Q$ diagonalises $A\left(K_{n}\right)$ with eigenvalues $(n-1)$ once, and -1 repeated $(n-1)$ times.

## Proof of Theorem 2.2.1 (inverse method)

Since $A\left(K_{n}\right)$ is the same as the full matrix $N^{\Omega}$ of a strongly symmetric design of $v$ treatments, with $v=n$, we get from section 1.5.1
$\left(N^{\Omega}\right)^{-1}=\frac{1}{r} N^{\Omega}-\frac{r-1}{r} I_{v, v} ; r=v-1$
and hence we obtain the quadratic
$\left(N^{\Omega}\right)^{2}-(r-1) N^{\Omega}-r I_{v, v}=0$
Hence, in terms of graphs we have
$\left(A\left(K_{n}\right)\right)^{2}-(r-1) A\left(K_{n}\right)-r I_{v, v}=0$

Letting $r=n-1$, the roots of the above quadratic are
$\frac{(n-2) \pm \sqrt{(n-2)^{2}+4(n-1)}}{2}=\frac{(n-2) \pm \sqrt{n^{2}}}{2}$
Thus the two roots are $(n-1)$ and -1 .
From the Cayley-Hamilton theorem, these roots are the eigenvalues of $A\left(K_{n}\right)$. The rank of the adjacency matrix of the complete graph is $n$, and since the rank is equivalent to the number of non-zero eigenvalues, the matrix must therefore have $n$ non zero eigenvalues. Since the complete graph is $n-1$ regular, there can only be one eigenvalue of value $(n-1)$. Therefore, the multiplicity of the remaining eigenvalue of value -1 is $(n-1)$.

### 2.3 Eigenvalues of cycles

Let $C_{n}$ be a cycle graph on $n$ vertices. Then, $C_{8}$ is an example of a cycle graph.


Figure 2.3.1: Cycle graph $C_{8}$

We first need Definition 2.3.1 and Lemma 2.3.1 as follows:

## Definition 2.3.1: Order $\boldsymbol{d}$ linear homogeneous recurrence relation

An order d linear homogeneous recurrence relation with constant coefficients is an equation of the form
$x_{n}=c_{1} x_{1}+c_{2} x_{2}+\ldots+c_{d} x_{d}$
where the $d$ coefficients $c_{i}$ (for all $i$ ) are constants.

## Lemma 2.3.1

The linear homogeneous recurrence relation with constant coefficients
$x_{i-1}+x_{i+1}=\lambda x_{i}$ for $2 \leq i \leq n-1$,
and initial conditions $x_{0}=x_{n}$ and $x_{n+1}=x_{1}$
has solutions
$\lambda_{j}=2 \cos \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq=n-1$.

## Proof

$x_{i-1}+x_{i+1}=\lambda x_{i}$

Replacing $i+1$ with $n$, we get:
$x_{n-2}+x_{n}=\lambda x_{n-1}$
$\Rightarrow x_{n}=\lambda x_{n-1}-x_{n-2}$
so that $c_{n-1}=\lambda$ and $c_{n-2}=-1$ as in Definition 2.3.1.

More precisely, this is an infinite list of simultaneous linear equations, one for each $n>(d-1)$. A sequence which satisfies a relation of this form is called a linear recurrence sequence or LRS. There are $d$ degrees of freedom for LRS, i.e., the initial values $c_{1}, \ldots, c_{d}$ can be taken to be any values but then the linear recurrence determines the sequence uniquely.

The same coefficients yield the characteristic polynomial (also "auxiliary polynomial") $p(t)=t^{d}-c_{1} t^{d-1}-c_{2} t^{d-2}-\ldots-c_{d}$
whose $d$ roots play a crucial role in finding and understanding the sequences satisfying the recurrence. If the roots $r_{1}, r_{2}, \ldots$ are all distinct, then the solution to the recurrence takes the form
$x_{n}=k_{1} r_{1}^{n}+k_{2} r_{2}^{n}+\ldots+k_{d} r_{d}^{n}$.

Thus for $x_{n}=\lambda x_{n-1}-x_{n-2}$, we have $d=2, c_{1}=\lambda$ and $c_{2}=-1$.

Then $p(t)=t^{2}-\lambda t+1$
with roots $r_{1}, r_{2}=\frac{\lambda \pm \sqrt{\lambda^{2}-4}}{2}$.

Thus we have
$x_{n}=k_{1} r_{1}^{n}+k_{2} r_{2}^{n}$ with $r_{1}, r_{2}=\frac{\lambda \pm \sqrt{\lambda^{2}-4}}{2}$.

By calculation, the sum of the roots of the quadratic $p(t)=t^{2}-\lambda t+1$ is $\lambda$ and the product of the roots of this quadratic is 1 . Therefore,
$r_{1}+r_{2}=\lambda$ and $r_{1} r_{2}=1$.

Then from (1) we have
$r_{1}+r_{2}=\lambda$
Substituting $r_{2}=\frac{1}{r_{1}}$ we get
$r_{1}+\frac{1}{r_{1}}=\lambda$
The initial conditions give:

1. $x_{n+1}=x_{1}$

$$
\begin{aligned}
& \Rightarrow k_{1} r_{1}^{n+1}+k_{2} r_{2}{ }^{n+1}=k_{1} r_{1} r_{1}^{n}+k_{2} r_{2} r_{2}{ }^{n}=k_{1} r_{1}+k_{2} r_{2} \\
& \Rightarrow r_{1}^{n}=1 \text { and } r_{2}^{n}=1
\end{aligned}
$$

2. $x_{n}=x_{0}$

$$
\begin{aligned}
& \Rightarrow k_{1} r_{1}^{n}+k_{2} r_{2}^{n}=k_{1}+k_{2} \\
& \Rightarrow r_{1}^{n}=1 \text { and } r_{2}^{n}=1
\end{aligned}
$$

Recalling from Lemma 2.1.1, that if $r^{n}=1$ then the solutions are
$U_{n}=\left\{e^{\frac{2 \pi i k}{n}}=\cos (2 \pi k)+i \sin (2 \pi k) ; 0 \leq k \leq n-1\right\}$ where $U_{n}$ is the $n$th root of unity and $i=\sqrt{-1}$.

Therefore, $r_{1}^{n}=1$ has solution set
$U_{n}=\left\{e^{\frac{2 \pi i j}{n}}=\cos \left(\frac{2 \pi j}{n}\right)+i \sin \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1\right\}$ where $U_{n}$ is the $n$th root of 1.

Then from (1) we have
$\lambda_{k}=r_{1}+\frac{1}{r_{1}}$

$$
\begin{aligned}
& =e^{\frac{2 \pi i j}{n}}+e^{-\frac{2 \pi i j}{n}} ; 0 \leq j \leq n-1 \\
& =\cos \left(\frac{2 \pi j}{n}\right)+i \sin \left(\frac{2 \pi j}{n}\right)+\cos \left(\frac{-2 \pi j}{n}\right)+i \sin \left(\frac{-2 \pi j}{n}\right) ; 0 \leq j \leq n-1 \\
& =\cos \left(\frac{2 \pi j}{n}\right)+i \sin \left(\frac{2 \pi j}{n}\right)+\cos \left(\frac{2 \pi j}{n}\right)-i \sin \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1 \\
& =2 \cos \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1 .
\end{aligned}
$$

## Theorem 2.3.1

Let $C_{n}$ be a cycle graph on $n$ vertices. Then the adjacency matrix $A\left(C_{n}\right)$ is

$$
A\left(C_{n}\right)=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

and has eigenvalues
$\lambda_{j}=2 \cos \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1$ and for $n \geq 3$.

## Proof of Theorem 2.3.1 (using circulant matrices)

$A\left(C_{n}\right)$ is a circulant matrix, so as per Theorem 2.1.1, the eigenvalues of $A\left(C_{n}\right)$ are
$\lambda_{j}=q\left(\rho_{j}\right)$
$=0+1 \rho_{j}+0 \rho_{j}^{2}+\ldots+1 \rho_{j}^{n-1}$, where $\rho_{j}=e^{\frac{2 \pi j}{n}}, 0 \leq j \leq n-1$
$=\rho_{j}+\rho_{j}^{n-1}$, where $\rho_{j}=e^{\frac{2 \pi i j}{n}}$ and $n \geq 3$.

Therefore,
$\lambda_{j}=e^{\frac{2 \pi j}{n}}+e^{\frac{2(n-1) \pi j}{n}}$

$$
\begin{aligned}
& =\cos \left(\frac{2 \pi j}{n}\right)+i \sin \left(\frac{2 \pi j}{n}\right)+\cos \left(\frac{2(n-1) \pi j}{n}\right)+i \sin \left(\frac{2(n-1) \pi j}{n}\right) \\
& =\cos \left(\frac{2 \pi j}{n}\right)+\cos \left(\frac{2 n \pi j}{n}-\frac{2 \pi j}{n}\right)+i\left(\sin \left(\frac{2 \pi j}{n}\right)+\sin \left(\frac{2 n \pi j}{n}-\frac{2 \pi j}{n}\right)\right) \\
& =\cos \left(\frac{2 \pi j}{n}\right)+\left\{\cos \left(\frac{2 n \pi j}{n}\right) \cos \left(\frac{2 \pi j}{n}\right)+\sin \left(\frac{2 n \pi j}{n}\right) \sin \left(\frac{2 \pi j}{n}\right)\right\}+ \\
& \quad i\left(\sin \left(\frac{2 \pi j}{n}\right)+\left\{\sin \left(\frac{2 n \pi j}{n}\right) \cos \left(\frac{2 \pi j}{n}\right)-\cos \left(\frac{2 n \pi j}{n}\right) \sin \left(\frac{2 \pi j}{n}\right)\right\}\right) \\
& =\cos \left(\frac{2 \pi j}{n}\right)+\left\{(1) \cos \left(\frac{2 \pi j}{n}\right)+0\right\}+i\left(\sin \left(\frac{2 \pi j}{n}\right)+\left\{0+(-1) \sin \left(\frac{2 \pi j}{n}\right)\right\}\right) \\
& =\cos \left(\frac{2 \pi j}{n}\right)+\cos \left(\frac{2 \pi j}{n}\right)+i\left(\sin \left(\frac{2 \pi j}{n}\right)-\sin \left(-\frac{2 \pi j}{n}\right)\right) \\
& =2 \cos \left(\frac{2 \pi j}{n}\right)
\end{aligned}
$$

So, we have shown that, the eigenvalues of the adjacency matrix of the cycle graph $A\left(C_{n}\right)$, are

$$
\lambda_{j}=2 \cos \left(\frac{2 \pi j}{n}\right) ; 1 \leq j \leq n-1 .
$$

To illustrate specific examples, we have for $j=0$ and all $n \geq 3$ :

$$
\begin{aligned}
\lambda_{0}= & e^{\frac{2 \pi i \cdot 0}{n}}+e^{\frac{2(n-1) \pi i \cdot 0}{n}} \\
& =1+1 \\
& =2 \text { for all } n \geq 3 .
\end{aligned}
$$

Also, for $n=3$, we have

$$
\begin{aligned}
\lambda_{0} & =2 \\
\lambda_{1} & =\cos \left(\frac{2 \pi}{3}\right)+i \sin \left(\frac{2 \pi}{3}\right)+\cos \left(\frac{4 \pi}{3}\right)+i \sin \left(\frac{4 \pi}{3}\right) \\
& =-0.5+\frac{\sqrt{3}}{2} i-0.5-\frac{\sqrt{3}}{2} i
\end{aligned}
$$

$$
\begin{aligned}
& =-1 \\
\lambda_{2} & =2 \cos \left(\frac{4 \pi}{3}\right)+i \sin \left(\frac{4 \pi}{3}\right)+\cos \left(\frac{8 \pi}{3}\right)+i \sin \left(\frac{8 \pi}{3}\right) \\
& =-0.5-\frac{\sqrt{3}}{2} i-0.5+\frac{\sqrt{3}}{2} i \\
& =-1
\end{aligned}
$$

Thus the eigenvalues of the adjacency matrix associated with the cycle graph on 3 vertices are $\lambda=(-1)$ twice, and $\lambda=2$ once.

## Proof of Theorem 2.3.1 (eigenvector method)

For $n=3, C_{3}$ is the cycle graph on 3 vertices. The adjacency matrix $A\left(C_{3}\right)$ of cycle $C_{3}$ is:
$A\left(C_{3}\right)=\left[\begin{array}{lll}0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0\end{array}\right]$

The eigenvalues of $A\left(C_{3}\right)$ are 2 and -1 (by calculation using Bluebit Online Matrix Calculator).

Now for $j=0,1,2$
$2 \cos \left(\frac{2 \pi j}{3}\right)$ is:
$2 \cos (0)=2$
$2 \cos \left(\frac{2 \pi}{3}\right)=-1$
$2 \cos \left(\frac{4 \pi}{3}\right)=-1$

For $n=4$, then $C_{4}$ is the cycle graph on 4 vertices. The adjacency matrix, $A\left(C_{4}\right)$, of $C_{4}$ is:
$A\left(C_{3}\right)=\left[\begin{array}{llll}0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0\end{array}\right]$

The eigenvalues of $A\left(C_{4}\right)$ are 2, 0 (twice) and -2 (by calculation using Bluebit Online Matrix Calculator).

Now for $j=0,1,2,3$
$2 \cos \left(\frac{2 \pi j}{4}\right)$ is:
$2 \cos (0)=2$
$2 \cos \left(\frac{2 \pi}{4}\right)=0$
$2 \cos \left(\frac{4 \pi}{4}\right)=-2$
$2 \cos \left(\frac{6 \pi}{4}\right)=0$

For the general case, $C_{n}$ is the cycle graph on $n$ vertices. The adjacency matrix of $C_{n}$ is:

$$
A\left(C_{n}\right)=\left[\begin{array}{ccccccccc}
0 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{array}\right]
$$

Let $\underline{x_{n}}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be the eigenvector.

Then, $A\left(C_{n}\right) \underline{x_{n}}=\lambda_{n} \underline{x_{n}}$

$$
\Rightarrow\left[\begin{array}{ccccccccc}
0 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
\vdots \\
x_{n-2} \\
x_{n-1} \\
x_{n}
\end{array}\right]=\lambda_{n}\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
\vdots \\
x_{n-2} \\
x_{n-1} \\
x_{n}
\end{array}\right]
$$

$\Rightarrow\left[\begin{array}{c}x_{2}+x_{n} \\ x_{1}+x_{3} \\ x_{2}+x_{4} \\ x_{3}+x_{5} \\ \vdots \\ x_{n-3}+x_{n-1} \\ x_{n-2}+x_{n} \\ x_{1}+x_{n-1}\end{array}\right]=\lambda_{n}\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ \vdots \\ x_{n-2} \\ x_{n-1} \\ x_{n}\end{array}\right]$
i.e., $x_{i-1}+x_{i+1}=\lambda_{n} x_{i}$, for $1 \leq i \leq n$ and $x_{0}=x_{n}$ and $x_{n+1}=x_{1}$

From Lemma 2.3.1, this linear homogeneous recurrence relation with constant coefficients has solution

$$
\lambda_{j}=2 \cos \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1
$$

Therefore, the eigenvalues of the adjacency matrix of the cycle graph $C_{n}$ on $n$ vertices are
$\lambda_{j}=2 \cos \left(\frac{2 \pi j}{n}\right) ; 0 \leq j \leq n-1$ for $n \geq 3$.

### 2.4 Eigenvalues of paths

Let $P_{n}$ be a cycle graph on $n$ vertices. Then, $P_{6}$ is an example of a path graph.

Figure 2.4.1: Path graph $P_{6}$

We first need Lemma 2.4.1. The proof of this lemma is similar to that of Lemma 2.3.1, but the solutions are different as there are different initial conditions.

## Lemma 2.4.1

The linear homogeneous recurrence relation with constant coefficients
$x_{i-1}+x_{i+1}=\lambda x_{i}$
for $2 \leq i \leq n-1$, and $x_{0}=0$ and $x_{n+1}=0$
has solutions

$$
\lambda_{j}=2 \cos \left(\frac{\pi j}{n+1}\right), j=1, \ldots, n
$$

## Proof

The initial conditions have $x_{0}=0$ and $x_{n+1}=0$ to indicate that the path starts and ends with $x_{1}$ and $x_{n}$ respectively.

Refer to Lemma 2.3.1 to obtain the following:
$x_{n}=k_{1} r_{1}^{n}+k_{2} r_{2}^{n}$ with $r_{1}^{n}, r_{2}^{n}=\frac{\lambda \pm \sqrt{\lambda^{2}-4}}{2}$

By calculation, the sum of the roots of the quadratic $p(t)=t^{2}-\lambda t+1$ is $\lambda$ and the product of the roots of this quadratic is 1 . Therefore,
$r_{1}+r_{2}=\lambda$ and $r_{1} r_{2}=1$.

Then from (1) we have
$r_{1}+r_{2}=\lambda$
Substituting $r_{2}=\frac{1}{r_{1}}$ we get
$r_{1}+\frac{1}{r_{1}}=\lambda$

The initial conditions give:

1. $x_{0}=0$

$$
\begin{aligned}
& \Rightarrow k_{1} r_{1}^{0}+k_{2} r_{2}^{0}=k_{1}+k_{2}=0 \\
& \Rightarrow k_{1}=-k_{2} \\
& \Rightarrow x_{n}=k_{1}\left(r_{1}^{n}-r_{2}^{n}\right) ; k_{1} \neq 0
\end{aligned}
$$

2. $x_{n+1}=0$

$$
\begin{aligned}
& \Rightarrow k_{1} r_{1}^{n+1}+k_{2} r_{2}^{n+1}=0 \\
& \Rightarrow r_{1}^{n+1}-r_{2}^{n+1}=0 \\
& \Rightarrow r_{1}^{n+1}=r_{2}^{n+1}
\end{aligned}
$$

From $r_{1} r_{2}=1$
$\Rightarrow\left(r_{1} r_{2}\right)^{n+1}=1^{n+1}=1$
$\Rightarrow r_{1}{ }^{n+1} r_{2}{ }^{n+1}=1^{n+1}=1$
$\Rightarrow r_{1}{ }^{n+1} r_{1}{ }^{n+1}=1$
$\Rightarrow r_{1}^{2 n+2}=1$
i.e., $r_{1}$ is the $(2 n+2)$ th root of unity.

Recalling from Lemma 2.1.1, that if $r^{n}=1$ then the solutions are
$U_{n}=\left\{e^{\frac{2 \pi i k}{n}}=\cos (2 \pi k)+i \sin (2 \pi k) ; 0 \leq k \leq n-1\right\}$ where $U_{n}$ is the $n$th root of unity and $i=\sqrt{-1}$.

Therefore, $r_{1}^{2 n+2}=1$ has solution set
$U_{2 n+2}=\left\{e^{\frac{2 \pi i k}{2 n+2}}=\cos \left(\frac{2 \pi k}{2 n+2}\right)+i \sin \left(\frac{2 \pi k}{2 n+2}\right) ; 0 \leq k \leq n-1\right\}$ where $U_{2 n+2}$ is the $(2 n+2)$ th root of 1 .

Then from (1) we have

$$
\begin{aligned}
& \lambda_{k}=r_{1}+\frac{1}{r_{1}} \\
&=e^{\frac{2 \pi i k}{2 n+2}}+e^{-\frac{2 \pi i k}{2 n+2}} ; 0 \leq k \leq n-1 \\
&=\cos \left(\frac{2 \pi k}{2 n+2}\right)+i \sin \left(\frac{2 \pi k}{2 n+2}\right)+\cos \left(\frac{-2 \pi k}{2 n+2}\right)+i \sin \left(\frac{-2 \pi k}{2 n+2}\right) \\
& ; 0 \leq k \leq n-1 \\
&=\cos \left(\frac{2 \pi k}{2 n+2}\right)+i \sin \left(\frac{2 \pi k}{2 n+2}\right)+\cos \left(\frac{2 \pi k}{2 n+2}\right)-i \sin \left(\frac{2 \pi k}{2 n+2}\right) \\
& ; 0 \leq k \leq n-1 \\
&=2 \cos \left(\frac{2 \pi k}{2 n+2}\right) ; 0 \leq k \leq n-1 \\
&=2 \cos \left(\frac{\pi k}{n+1}\right) ; 0 \leq k \leq n-1 .
\end{aligned}
$$

Setting $j=k+1$, we get

$$
\lambda_{j}=2 \cos \left(\frac{n j}{n+1}\right) ; 1 \leq j \leq n .
$$

## Theorem 2.4.1

Let $P_{n}$ be a path graph on $n$ vertices. Then the adjacency matrix $A\left(P_{n}\right)$ is

$$
A\left(P_{n}\right)=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 1 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

and has eigenvalues

$$
\lambda_{j}=2 \cos \left(\frac{\pi j}{n+1}\right) ; 1 \leq j \leq n \text { and } n \geq 2 .
$$

## Proof (eigenvector method)

For $n=2$, let $P_{2}$ be the path graph on 2 vertices. The adjacency matrix $A\left(P_{2}\right)$ of path $P_{2}$ is
$A\left(P_{2}\right)=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$.

The eigenvalues of $A\left(P_{2}\right)$ are 1 and -1 (by calculation using Bluebit Online Matrix Calculator).
Now $2 \cos \left(\frac{\pi j}{3}\right)$, where $j=1,2$ is:

$$
\begin{aligned}
& 2 \cos \left(\frac{\pi}{3}\right)=1 \\
& 2 \cos \left(\frac{2 \pi}{3}\right)=-1
\end{aligned}
$$

For $n=3, P_{3}$ is the path graph on 3 vertices. The adjacency matrix $A\left(P_{3}\right)$ of $P_{3}$ is
$A\left(P_{3}\right)=\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0\end{array}\right]$.

The eigenvalues of $A\left(P_{3}\right)$ are $+\sqrt{2},-\sqrt{2}$ and 0 (by calculation using Bluebit Online Matrix Calculator ).

Now $2 \cos \left(\frac{\pi j}{4}\right)$, where $j=1,2,3$ is:
$2 \cos \left(\frac{\pi}{4}\right)=\sqrt{2}$
$2 \cos \left(\frac{2 \pi}{4}\right)=0$
$2 \cos \left(\frac{3 \pi}{4}\right)=-\sqrt{2}$

For $n=4, P_{4}$ is the path graph on 4 vertices. The adjacency matrix $A\left(P_{4}\right)$ of $P_{4}$ is

$$
A\left(P_{4}\right)=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

The eigenvalues of $A\left(P_{4}\right)$ are $1.618034,0.618034,-0.618034$, and -1.618034 (by calculation using Bluebit Online Matrix Calculator).
Now $2 \cos \left(\frac{\pi j}{5}\right)$, where $j=1,2,3,4$ is:
$2 \cos \left(\frac{\pi}{5}\right)=1.618034$
$2 \cos \left(\frac{2 \pi}{5}\right)=0.618034$
$2 \cos \left(\frac{3 \pi}{5}\right)=-0.618034$
$2 \cos \left(\frac{4 \pi}{5}\right)=-1.618034$

For the general case, $P_{n}$, is the path on $n$ vertices. The adjacency matrix of $P_{n}$ is:

$$
A\left(P_{n}\right)=\left[\begin{array}{ccccccccc}
0 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0
\end{array}\right]
$$

Let $\underline{x_{n}}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be the eigenvector.

Then, $A\left(P_{n}\right) \underline{x_{n}}=\lambda_{n} \underline{x_{n}}$
$\Rightarrow\left[\begin{array}{ccccccccc}0 & 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & \cdots & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0\end{array}\right]\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ \vdots \\ x_{n-2} \\ x_{n-1} \\ x_{n}\end{array}\right]=\lambda_{n}\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ \vdots \\ x_{n-2} \\ x_{n-1} \\ x_{n}\end{array}\right]$
$\Rightarrow\left[\begin{array}{c}x_{2} \\ x_{1}+x_{3} \\ x_{2}+x_{4} \\ x_{3}+x_{5} \\ \vdots \\ x_{n-3}+x_{n-1} \\ x_{n-2}+x_{n} \\ x_{n-1}\end{array}\right]=\lambda_{n}\left[\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ \vdots \\ x_{n-2} \\ x_{n-1} \\ x_{n}\end{array}\right]$
$\Rightarrow x_{i-1}+x_{i+1}=\lambda_{n} x_{i}$, for $1 \leq i \leq n$ and $x_{0}=0$ and $x_{n+1}=0$.

From Lemma 2.4.1, this linear homogeneous recurrence relation with constant coefficients has solution
$\lambda_{j}=2 \cos \left(\frac{\pi j}{n+1}\right) ; j=1, \ldots, n$

Therefore, the eigenvalues of the adjacency matrix of the cycle graph $P_{n}$ on $n$ vertices are
$\lambda_{j}=2 \cos \left(\frac{\pi j}{n+1}\right) ; j=1, \ldots, n \quad n \geq 2$

From Lemma 2.2, where $x_{i}$ is an end vertex of $P_{n}$, we also get

$$
P_{A\left(P_{n}\right)}(\lambda)=\lambda P_{A\left(P_{n-1}\right)}(\lambda)-P_{A\left(P_{n-2}\right)}(\lambda)
$$

$$
\begin{aligned}
P_{A\left(P_{2}\right)}(\lambda) & =\lambda^{2}-1 \quad \text { by calculation of } \operatorname{det}\left(\lambda I-A\left(P_{2}\right)\right) \\
P_{A\left(P_{3}\right)}(\lambda) & =\lambda^{3}-2 \lambda \quad \text { by calculation of } \operatorname{det}\left(\lambda I-A\left(P_{3}\right)\right) \\
P_{A\left(P_{4}\right)}(\lambda) & =\lambda P_{A\left(P_{3}\right)}(\lambda)-P_{A\left(P_{2}\right)}(\lambda) \\
& =\lambda\left(\lambda^{3}-2 \lambda\right)-\left(\lambda^{2}-1\right) \\
& =\lambda^{4}-3 \lambda^{2}+1 \\
& =\lambda\left(\lambda^{4}-3 \lambda^{2}+1\right)-\left(\lambda^{3}-2 \lambda\right) \\
& =\lambda^{5}-3 \lambda^{3}+\lambda-\lambda^{3}+2 \lambda \\
& =\lambda^{5}-4 \lambda^{3}+3 \lambda \\
P_{A\left(P_{5}\right)}(\lambda) & =\lambda P_{A\left(P_{4}\right)}(\lambda)-P_{A\left(P_{3}\right)}(\lambda) \\
& =\lambda P_{A\left(P_{5}\right)}(\lambda)-P_{A\left(P_{4}\right)}(\lambda) \\
& =\lambda\left(\lambda^{5}-4 \lambda^{3}+3 \lambda\right)-\left(\lambda^{4}-3 \lambda^{2}+1\right) \\
& =\lambda^{6}-4 \lambda^{4}+3 \lambda^{2}-\lambda^{4}+3 \lambda^{2}-1 \\
& =\lambda^{6}-5 \lambda^{4}+6 \lambda^{2}-1
\end{aligned}
$$

Also, from Theorem 2.4.1,

$$
\begin{aligned}
P_{A\left(P_{n}\right)}(\lambda) & =\prod_{j=1}^{n}\left(\lambda-2 \cos \left(\frac{\pi j}{n+1}\right)\right) \\
& =\lambda \prod_{j=1}^{n-1}\left(\lambda-2 \cos \left(\frac{\pi j}{n}\right)\right)-\prod_{j=1}^{n-2}\left(\lambda-2 \cos \left(\frac{\pi j}{n-1}\right)\right)
\end{aligned}
$$

So for $n=4$,

$$
\begin{aligned}
& P_{A\left(P_{4}\right)}(\lambda) \\
& =\lambda \prod_{j=1}^{3}\left(\lambda-2 \cos \left(\frac{\pi j}{4}\right)\right)-\prod_{j=1}^{2}\left(\lambda-2 \cos \left(\frac{\pi j}{3}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left[\lambda\left(\lambda-2 \cos \left(\frac{\pi}{4}\right)\right)\left(\lambda-2 \cos \left(\frac{2 \pi}{4}\right)\right)\left(\lambda-2 \cos \left(\frac{3 \pi}{4}\right)\right)\right] \\
& \quad-\left[\left(\lambda-2 \cos \left(\frac{\pi}{3}\right)\right)\left(\lambda-2 \cos \left(\frac{2 \pi}{3}\right)\right)\right] \\
& =(\lambda(\lambda-\sqrt{2})(\lambda-0)(\lambda+\sqrt{2}))-((\lambda-1)(\lambda+1)) \\
& =(\lambda(\lambda-\sqrt{2})(\lambda-0)(\lambda+\sqrt{2}))-((\lambda-1)(\lambda+1)) \\
& =\lambda^{2}\left(\lambda^{2}-2\right)-\left(\lambda^{2}-1\right) \\
& =\lambda^{4}-3 \lambda^{2}+1
\end{aligned}
$$

### 2.5 Eigenvalues of bipartite graphs

Let $K_{s, t}$ be the complete bipartite graph on $(s+t)$ vertices, with partition $(A, B)$, where $|A|=s$ and $|B|=t$. Then, $K_{3,4}$ is an example of a bipartite graph.


Figure 2.5.1: Bipartite graph $K_{3,4}$

## Theorem 2.5.1

The eigenvalues of $K_{s, t}$ are 0 , with multiplicity $s+t-2$, and $+\sqrt{s t}$ and $-\sqrt{s t}$.

See Fox [24].

## Proof

We can write the adjacency matrix of $K_{s, t}$ as the block matrix

$$
A\left(K_{s, t}\right)=\left[\begin{array}{ll}
0_{s, s} & J_{s, t} \\
J_{t, s} & 0_{t, t}
\end{array}\right]
$$

This matrix has rank 2 , since the first $s$ rows are the same, the last $t$ rows are the same, and the first and last rows are linearly independent. Thus $K_{s, t}$ has nullity $(s+t-2)$, and hence has eigenvalue 0 with multiplicity $s+t-2$. See Anton [3].

Now let $\underline{v} \in R^{s+t}$ be the vector whose first $s$ entries are $x$ and last $t$ entries are $y$, i.e., $\underline{v}=(x, x, \ldots, x, y, y, \ldots y)$ with $x$ occurring $s$ times, and $y$ occurring $t$ times. The edges joining the two partitions of the bipartite graph are significant in determining the eigenvalues, and suggest the splitting of the eigenvector into two parts relating to the bipartition. This definition of $\underline{v}$ facilitates finding the eigenvalues as follows
$A\left(K_{s, t}\right) \underline{\nu}=\left[\begin{array}{ll}0_{s, s} & J_{s, t} \\ J_{t, s} & 0_{t, t}\end{array}\right] \underline{v}=(t y, \ldots, t y, s x, \ldots, s x)$ with $t y$ occurring $x$ times, and $s x$ occurring $t$ times. To get eigenvlaues, we solve $A \underline{v}=\lambda \underline{v}$. So,
$(t y, \ldots, t y, s x, \ldots, s x)=\lambda(x, \ldots, x, y, \ldots, y)=(\lambda x, \ldots, \lambda x, \lambda y, \ldots \lambda y)$
with $\lambda x$ occurring $s$ times, and $\lambda y$ occurring $t$ times.

Therefore $t y=\lambda x$ and $s x=\lambda y$
So $t\left(\frac{s x}{\lambda}\right)=\lambda x$
$\Rightarrow \lambda^{2}=s t$
$\Rightarrow \lambda= \pm \sqrt{s t}$

Hence the eigenvalues of $K_{s, t}$ are 0 with multiplicity $s+t-2$, and $+\sqrt{s t}$ and $-\sqrt{s t}$, each with multiplicity 1.

### 2.6 Eigenvalues of the adjacency matrix associated with a graph which is the join of two graphs whose adjacency matrices are both circulant matrices

The following theorem gives the eigenvectors and eigenvalues of a matrix which is the adjacency matrix of the join of two graphs, whose adjacency matrices are both circulant matrices. This proof is key, as it can be applied to easily obtain the eigenvalues of a number of different graphs, which are made up of the join of two graphs whose adjacency matrices are circulant matrices, for example, the join of the complement of the complete graph on one vertex and a cycle (the wheel graph), the join of the complement of the complete graph on more than one vertex and a cycle (the generalised wheel graph) and the join of the complement of the complete graph on more than one vertex and a complete graph (the generalised complete wheel graph).

## Theorem 2.6.1

Let $U_{k}^{T}=\left[\begin{array}{llll}1 \rho_{m, k}^{1} & \rho_{m, k}^{2} & \cdots & \rho_{m, k}^{(m-1)}\end{array}\right]$ and $V_{j}^{T}=\left[\begin{array}{llll}1 \rho_{n, j}^{1} & \rho_{n, j}^{2} & \cdots & \rho_{n, j}^{(n-1)}\end{array}\right]$
where $\rho_{m, k}=e^{\frac{2 \pi k}{m}}$ for $1 \leq k \leq m-1$ and $\rho_{n, j}=e^{\frac{2 \pi j}{n}}$ for $1 \leq j \leq n-1$.

Let square matrices $A=\left[a_{1}, a_{2}, \ldots, a_{m}\right]$ and $B=\left[b_{1}, b_{2}, \ldots, b_{n}\right]$ be two circulant matrices.

Then

1. $A \oplus B=\left[\begin{array}{cc}A & J_{m n} \\ J_{n m} & B\end{array}\right]$
2. $\operatorname{CSET}(A \oplus B)=\left\{W_{1}, W_{2}, \ldots, W_{m+n}\right\}$
where
$W_{k}^{T}=\left[0_{1, m}, V_{k}^{T}\right]$ if $1 \leq k \leq n-1 ;$
$W_{n+k}^{T}=\left[U_{k}^{T}, 0_{1, n}\right]$ if $1 \leq k \leq m-1$;
$\left\{W_{n}^{T}, W_{n+m}^{T}\right\}=\left\{\left[J_{1, m}, \alpha J_{1, n}\right] \mid n \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-m=0\right\}$,
where $d_{A}=a_{1}+a_{2}+\ldots+a_{m}$ and $d_{B}=b_{1}+b_{2}+\ldots+b_{n}$
3. The eigenvalues $\lambda_{k}$ of $A \oplus B$ are given by:

$$
\begin{aligned}
& \lambda_{k} \quad=b_{1}+b_{2} \rho_{n}^{k}+b_{3} \rho_{n}^{2 k}+\ldots+b_{n} \rho_{n}^{(n-1) k} \text { for } 1 \leq k \leq n-1 ; \\
& \lambda_{n+k} \quad=a_{1}+a_{2} \rho_{m}^{k}+a_{3} \rho_{m}^{2 k}+\ldots+a_{m} \rho_{m}^{(m-1) k} \text { for } 1 \leq k \leq m-1 ; \\
& \left\{\lambda_{n}, \lambda_{n+m}\right\}=\left\{n \alpha+d_{A} \mid n \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-m=0\right\}
\end{aligned}
$$

See Lee and Yeh [37].

## Proof

To show that $W_{k}^{T}=\left\lfloor 0_{1, m}, V_{k}^{T}\right\rfloor$ is not an eigenvector for $k=0$, we let

$$
C=A \oplus B=\left[\begin{array}{cc}
A & J_{m n} \\
J_{n m} & B
\end{array}\right] \text { so that }
$$

$$
C W_{0}^{T}=\left[\begin{array}{cc}
A & J_{m n} \\
J_{n m} & B
\end{array}\right]\left[0_{1, m}, V_{0}^{T}\right]=\left[\begin{array}{cc}
A & J_{m n} \\
J_{n m} & B
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
\vdots \\
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
m \\
m \\
\cdot \\
d_{b} \\
d_{b} \\
\cdot \\
d_{b}
\end{array}\right]=\lambda\left[0_{1, m}, V_{0}^{T}\right]=\lambda\left[\begin{array}{l}
0 \\
0 \\
\vdots \\
1 \\
1
\end{array}\right]
$$

which means $m=0$, which is impossible. Therefore $W_{k}^{T}=\left\lfloor 0_{1, m}, V_{k}^{T}\right\rfloor$ is not an eigenvector for $k=0$.

To show that $W_{j}^{T}=\left[0_{1, m}, V_{j}^{T}\right]=\left[\begin{array}{llll}000 \ldots 001 & \rho_{n, j}^{1} & \rho_{n, j}^{2} & \ldots \\ \rho_{n, j}^{(n-1)}\end{array}\right]^{T} ; 1 \leq j \leq n-1$ is an eigenvector of $C$ consider:
$C W_{j}^{T}=\left[\begin{array}{cc}A & J_{m n} \\ J_{n m} & B\end{array}\right]\left[\begin{array}{llll}000 \ldots 01 \rho_{n, j}^{1} & \rho_{n, j}^{2} & \ldots & \rho_{n, j}^{(n-1)}\end{array}\right]^{T}$

The first $m$ rows look like: $\sum_{k=0}^{n-1} \rho_{n, j}^{k} \sum_{k=0}^{n-1} \rho_{n, j}^{k} \ldots \sum_{k=0}^{n-1} \rho_{n, j}^{k}$. Then, from Corollary 2.1.1, $\sum_{k=0}^{n-1} \rho_{n, j}^{k}=0$, so the first $m$ rows of $C W_{j}^{T}$ are 0 .

The next $n$ rows look like: $b_{1}+b_{2} \rho_{n, j}^{1}+b_{3} \rho_{n, j}^{2}+\ldots \quad+b_{n} \rho_{n, j}^{(n-1)} ; 1 \leq j \leq n-1$ which, from Theorem 2.1.1, is the eigenvalue corresponding to eigenvector $\left[1, \rho_{n, j}^{1}, \quad \rho_{n, j}^{2}, \quad \ldots \quad, \quad \rho_{n, j}^{(n-1)}\right]$ for $1 \leq j \leq n-1$.

Thus we have proved that

$$
W_{j}^{T}=\left[0_{1, m}, V_{j}^{T}\right]=\left[\begin{array}{llll}
000 \ldots 001 \rho_{n, j}^{1} & \rho_{n, j}^{2} & \ldots & \rho_{n, j}^{(n-1)}
\end{array}\right]^{T} 1 \leq j \leq n-1 .
$$

is an eigenvector of $C=A \oplus B$.
Applying the same method, we can show that $W_{n+j}^{T}=\left[U_{j}^{T}, 0_{1, n}\right]$ for $1 \leq j \leq m-1$ are eigenvectors of $C=A \oplus B$.

To determine the first set of eigenvalues of $A \oplus B$, we set $\underline{v}=\left(0_{1, m}, \underline{x}^{T} \text {, }\right)^{T}$ where $\underline{x}^{T}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and solve for $(A \oplus B) \underline{v}=\lambda \underline{v}$. We specifically select $\underline{v}$ to be of this form as we understand the join of sub-graphs $A$ and $B$ and this vector isolates the edges in $B$.

Solving $(A \oplus B) \underline{v}=\lambda \underline{v}$, we get

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A_{m, m} & J_{m, n} \\
J_{n, m} & B_{n, n}
\end{array}\right]\left[\begin{array}{l}
0_{m, 1} \\
\underline{x}_{n, 1}
\end{array}\right]=\lambda\left[\begin{array}{l}
0_{m, 1} \\
\underline{x}_{n, 1}
\end{array}\right]} \\
& \Leftrightarrow\left[\begin{array}{c}
J_{m, n} \underline{x}_{n, 1} \\
B_{m n, n} \underline{x}_{n, 1}
\end{array}\right]=\lambda\left[\begin{array}{l}
0_{n x 1} \\
\underline{x}_{n x 1}
\end{array}\right]
\end{aligned}
$$

Solving $B \underline{x}=\lambda \underline{x}$ we get the eigenvalues of $B$, which are, as per Theorem 2.1.1,

$$
\lambda_{k}=b_{1}+b_{2} \rho_{j}+b_{3} \rho_{j}^{2}+\ldots+b_{m} \rho_{j}^{n-1}, 1 \leq k \leq n-1 .
$$

To determine the next set of eigenvalues of $A \oplus B$, we set $\underline{v}=\left(\underline{x}^{T}, 0_{1, n}\right)^{T}$ where $\underline{x}^{T}=\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and solve for $(A \oplus B) \underline{\underline{v}}=\lambda \underline{v}$. We specifically select $\underline{v}$ to be of this form as we understand the join of sub-graphs $A$ and $B$, and this vector isolates the edges in $A$.

Solving $(A \oplus B) \underline{\underline{\nu}}=\lambda \underline{v}$, we get

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A_{m, m} & J_{m, n} \\
J_{n, m} & B_{n, n}
\end{array}\right]\left[\begin{array}{c}
\underline{x}_{m, 1} \\
0_{n, 1}
\end{array}\right]=\lambda\left[\begin{array}{c}
\underline{x}_{m, 1} \\
0_{n, 1}
\end{array}\right]} \\
& \Rightarrow\left[\begin{array}{c}
A_{m, m} \underline{x}_{m, 1} \\
J_{n, m} \underline{x}_{m, 1}
\end{array}\right]=\lambda\left[\begin{array}{c}
\underline{x}_{m, 1} \\
0_{n, 1}
\end{array}\right]
\end{aligned}
$$

Solving $A \underline{x}=\lambda \underline{x}$ we get the eigenvalues of $A$, which are, as per Theorem 2.1.1,

$$
\lambda_{n+k}=a_{1}+a_{2} \rho_{j}+a_{3} \rho_{j}^{2}+\ldots+a_{m} \rho_{j}^{m-1}, 1 \leq k \leq m-1 .
$$

To find the eigenvalues $\lambda_{n}$ and $\lambda_{n+m}$ of $A \oplus B$, we solve: $(A \oplus B) \underline{v}=\lambda \underline{v}$, where $\underline{v}=\left(J_{1, m}, \alpha J_{1, n}\right)^{T}$. The edges between the two graphs $A$ and $B$, which form the join between the sub-graphs, are significant in the determination of the conjugate eigen-pair of the adjacency matrix of the resultant graph. We use the factor of $\alpha$ in the vector $\underline{v}$ to assist in obtaining the conjugate eigenvalues as follows:

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A_{m, m} & J_{m, n} \\
J_{n, m} & B_{n, n}
\end{array}\right]\left[\begin{array}{l}
J_{m \times 1} \\
\alpha_{n x 1}
\end{array}\right]=\lambda\left[\begin{array}{l}
J_{m, 1} \\
\alpha_{n, 1}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\left(d_{A}+n \alpha\right)_{m, 1} \\
\left(m+\alpha d_{B}\right)_{n, 1}
\end{array}\right]=\lambda\left[\begin{array}{c}
J_{m, 1} \\
\alpha J_{n, 1}
\end{array}\right]} \\
& d_{A}+n \alpha=\lambda \\
& m+\alpha d_{B}=\lambda \alpha
\end{aligned}
$$

Therefore,
$m+\alpha d_{B}=\left(d_{A}+n \alpha\right) \alpha$
$n \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-m=0$
$\alpha=\frac{-\left(d_{A}-d_{B}\right) \pm \sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}$

So, the conjugate pair of eigenvalues are
$\lambda=n\left[\frac{-\left(d_{A}-d_{B}\right) \pm \sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A}$

### 2.7 Eigenvalues of wheel graphs

### 2.7.1 Wheel graph

Let $W_{n}$ be a wheel graph on $n$ vertices, with $(n-1)$ spokes, and with the central vertex labelled $v_{1}$ and the outer vertices $v_{2}, v_{3}, \ldots, v_{n}$.


Figure 2.7.1.1: Wheel graph $C_{9}$
Then the adjacency matrix of $W_{n}$ is
$A\left(W_{n}\right)=\overline{K_{1}} \oplus C_{n-1}=\left[\begin{array}{cc}A & J_{1, n-1} \\ J_{1, n-1}{ }^{T} & B\end{array}\right]$
where

- $A$ is a $1 x 1$ matrix of a single vertex (the number zero), so $m=1$ in this example
- $B$ is an $(n-1) x(n-1)$ adjacency matrix of a cycle on $(n-1)$ vertices.

So, from Theorem 2.6.1, $W_{n}$ has eigenvalues:

$$
\begin{aligned}
& \lambda_{k}= b_{1}+b_{2} \rho_{n}^{k}+b_{3} \rho_{n}^{2 k}+\ldots+b_{n} \rho_{n}^{(n-1) k} \text { for } 1 \leq k \leq n-2 ; \\
&= \rho_{n}^{k}+\rho_{n}^{(n-1) k} \text { where } \rho_{n}=\exp \left(\frac{2 \pi i}{n}\right) ; \\
& \lambda_{n+k}= a_{1}+a_{2} \rho_{n}^{k}+a_{3} \rho_{n}^{2 k}+\ldots+a_{m} \rho_{n}^{(m-1) k} \text { for } 1 \leq k \leq m-1 ; \\
& \quad \text { which gives no eigenvalues as } m-1=0 \\
&\left\{\begin{aligned}
\lambda_{n-1}, & \left.\lambda_{n}\right\} \\
= & \left\{(n-1) \alpha+d_{A}\right\} \\
& \quad \text { where }(n-1) \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-1=0 \text { and } d_{A}=0, d_{B}=2
\end{aligned}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \text { i.e., }(n-1) \alpha^{2}-2 \alpha-1=0 \\
& \Rightarrow \alpha=\frac{2 \pm \sqrt{4+4(n-1)}}{2(n-1)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left\{\lambda_{n-1}, \lambda_{n}\right\} & =\left\{(n-1) \alpha+d_{A}\right\} \\
& =\left\{(n-1)\left(\frac{2 \pm \sqrt{4+4(n-1)}}{2(n-1)}\right)+0\right\} \\
& =\left\{\frac{2 \pm \sqrt{4+4(n-1)}}{2}\right\} \\
& =\{1 \pm \sqrt{n}\}
\end{aligned}
$$

## Example 2.7.1.1

For the case $n=4$, we have the adjacency matrix of $W_{4}$ as $A\left(W_{4}\right)$

$$
=\overline{K_{1}} \oplus C_{3}=\left[\begin{array}{llll}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right] .
$$

The eigenvalues of $W_{4}$ are

$$
\begin{aligned}
& \lambda_{k}=\rho_{3}^{k}+\rho_{3}^{2 k} \text { where } \rho_{3}=\exp \left(\frac{2 \pi i}{3}\right) \text {; for } 1 \leq k \leq 2 \\
& \lambda_{1}=\rho_{3}^{1}+\rho_{3}^{2} \\
& =\left[\exp \left(\frac{2 \pi i}{3}\right)\right]^{1}+\left[\exp \left(\frac{2 \pi i}{3}\right)\right]^{2} \\
& =\cos \left(\frac{2 \pi}{3}\right)+i \sin \left(\frac{2 \pi}{3}\right)+\cos \left(\frac{4 \pi}{3}\right)+i \sin \left(\frac{4 \pi}{3}\right) \\
& =-0.5+0.5 i-0.5-0.5 i \\
& =-1 \\
& \lambda_{2}=\rho_{3}^{2}+\rho_{3}^{4} \\
& =\left[\exp \left(\frac{2 \pi i}{3}\right)\right]^{2}+\left[\exp \left(\frac{2 \pi i}{3}\right)\right]^{4} \\
& =\cos \left(\frac{4 \pi}{3}\right)+i \sin \left(\frac{4 \pi}{3}\right)+\cos \left(\frac{8 \pi}{3}\right)+i \sin \left(\frac{8 \pi}{3}\right) \\
& =-0.5-\frac{\sqrt{3}}{2} i-0.5+\frac{\sqrt{3}}{2} i \\
& =-1 \\
& \left\{\lambda_{3}, \lambda_{4}\right\}=\{1 \pm \sqrt{4}\} \\
& =\{3,-1\} \text {. }
\end{aligned}
$$

So $W_{4}$ has eigenvalues 3 (of multiplicity 1 ) and ( -1 ) of multiplicity 3 .

### 2.7.2 Generalised wheel graph

Let $X_{m+n}$ be a generalised wheel graph on $(m+n)$ vertices, with ( $m n$ ) spokes. Then $X_{m+n}=\overline{K_{m}} \oplus C_{n}$, and $X_{4+5}$ is an example of a generalised wheel graph.


Figure 2.7.2.1: Generalised wheel graph $X_{4+5}$
Let the central vertices be labelled $v_{1}, v_{2}, \ldots, v_{m}$ and the outer vertices form a cycle on $n$ vertices labelled $v_{m+1}, v_{m+2}, \ldots, v_{m+n}$.

Then the adjacency matrix of $X_{m+n}$ is

$$
A\left(X_{m+n}\right)=A\left(\overline{K_{m}} \oplus C_{n}\right)=\left[\begin{array}{cc}
A & J_{m, n} \\
J_{m, n}{ }^{T} & B
\end{array}\right]
$$

where

- A is an mxm matrix of 0 's; and
- B is an $n x n$ matrix of a cycle on $n$ vertices.

So, from Theorem 2.6.1, $A\left(X_{m+n}\right)$ has eigenvalues

$$
\begin{aligned}
\lambda_{k} & =b_{1}+b_{2} \rho_{n}^{k}+b_{3} \rho_{n}^{2 k}+\ldots+b_{n} \rho_{n}^{(n-1) k} \text { for } 1 \leq k \leq n-1 \\
& =\rho_{n}^{k}+\rho_{n}^{(n-1) k} \text { where } \rho_{n}=\exp \left(\frac{2 \pi i}{n}\right) \\
\lambda_{n+k} & =a_{1}+a_{2} \rho_{n}^{k}+a_{3} \rho_{n}^{2 k}+\ldots+a_{m} \rho_{n}^{(m-1) k} \text { for } 1 \leq k \leq m-1 \\
& =0 \text { for } 1 \leq k \leq m-1
\end{aligned}
$$

$$
\left\{\lambda_{n}, \lambda_{n+m}\right\}=\left\{n \alpha+d_{A}\right\} \text { where } n \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-m=n \alpha^{2}-2 \alpha-m=0 .
$$

So, $n \alpha^{2}-2 \alpha-m=0$

$$
\begin{aligned}
\Rightarrow \alpha & =\frac{2 \pm \sqrt{4+4 m n}}{2 n} \\
& =\frac{1 \pm \sqrt{1+m n}}{n}
\end{aligned}
$$

Therefore,
$\left\{\lambda_{n}, \lambda_{n+m}\right\}=\{1 \pm \sqrt{(1+m n)}\}$

## Example 2.7.2.1

For the case $m=2$ and $n=4$, we have the adjacency matrix of $X_{2+4}$ as $A\left(X_{2+4}\right)$

$$
A\left(X_{2+4}\right)=\overline{K_{2}} \oplus C_{4}=\left[\begin{array}{llllll}
0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 1 & 0
\end{array}\right]
$$

The eigenvalues of $A\left(X_{2+4}\right)$ are

$$
\left.\left.\begin{array}{rl}
\lambda_{k} & =\rho_{4}^{k}+\rho_{4}^{3 k} \text { where } \rho_{4}=\exp \left(\frac{2 \pi i}{4}\right), k=1,2,3 \\
\lambda_{1} & =\rho_{4}^{1}+\rho_{4}^{3} \\
& =0 \\
\lambda_{2} & =\rho_{4}^{2}+\rho_{4}^{6} \\
& =-2
\end{array}\right\} \begin{array}{rl}
\lambda_{3} & =\rho_{4}^{3}+\rho_{4}^{9} \\
& =0
\end{array}\right\} \begin{aligned}
\lambda_{5} & =0 \\
\left\{\lambda_{4}, \lambda_{6}\right\} & =\{1 \pm \sqrt{1+(4)(2)}\} \\
& =\{4,-2\}
\end{aligned}
$$

So $A\left(X_{2+4}\right)$ has eigenvalues 4 (of multiplicity 1 ), 0 (of multiplicity 3 ), and -2 (of multiplicity 2 ).

### 2.7.3 Generalised complete wheel graph

Let $Y_{m+n}$ be a generalised complete wheel graph on $(m+n)$ vertices, consisting of $m n$ spokes. Then $Y_{m+n}=\overline{K_{m}} \oplus K_{n}$, and $Y_{3+5}$ is an example of a generalised complete wheel graph.


Figure 2.7.3.1: Generalised complete wheel graph $Y_{3+5}$

Label the centre $m$ vertices $v_{1} v_{2}, \ldots, v_{m}$, and let the outer vertices form a complete graph on $n$ vertices, labelled $v_{m+1}, v_{m+2}, \ldots, v_{m+n}$. Then the adjacency matrix $Y_{m+n}$ is

$$
A\left(Y_{m+n}\right)=A\left(\overline{K_{m}} \oplus K_{n}\right)=\left[\begin{array}{cc}
A & J_{m, n} \\
J_{m, n}^{T} & B
\end{array}\right]
$$

Where

- $A$ is an $m x m$ matrix of 0 's
- $B$ is an $n x n$ matrix of a complete graph on $n$ vertices.

So, from Theorem 2.6.1 $A\left(Y_{m+n}\right)$ has eigenvalues

$$
\begin{aligned}
\lambda_{k} \quad & =b_{1}+b_{2} \rho_{n}^{k}+b_{3} \rho_{n}^{2 k}+\ldots+b_{n} \rho_{n}^{(n-1) k} \text { for } 1 \leq k \leq n-1 ; \\
& =\rho_{n}^{k}+\rho_{n}^{2 k}+\ldots+\rho_{n}^{(n-1) k} \text { where } \rho_{n}=\exp \left(\frac{2 \pi i}{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \lambda_{n+k}=a_{1}+a_{2} \rho_{n}^{k}+a_{3} \rho_{n}^{2 k}+\ldots+a_{m} \rho_{n}^{(m-1) k} \text { for } 1 \leq k \leq m-1 ; \\
& =0 \text { for } 1 \leq k \leq m-1 \\
& \left\{\begin{array}{l}
\left\{\lambda_{n},\right. \\
\left.\lambda_{m}\right\}=
\end{array}\right. \\
& \quad\left\{n \alpha+d_{A}\right\} \\
& \quad \text { where } n \alpha^{2}+\alpha\left(d_{A}-d_{B}\right)-m=0 \text { and } m \neq 0, n \neq 0, d_{A}=0 \text { and } \\
& \quad d_{B}=(n-1) .
\end{aligned}
$$

So $n \alpha^{2}+\alpha[0-(n-1)]-m=0$
$\Rightarrow n \alpha^{2}-(n-1) \alpha-m=0$
$\Rightarrow \alpha=\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 n m}}{2 n}$.

Therefore,

$$
\begin{aligned}
\left\{\lambda_{n}, \lambda_{m}\right\} & =\left\{n \alpha+d_{A}=n * \frac{(n-1) \pm \sqrt{(n-1)^{2}+4 m n}}{2 n}+0\right\} \\
& =\left\{n\left[\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 m n}}{2 n}\right]\right\} \\
& =\left\{\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 m n}}{2}\right\} .
\end{aligned}
$$

## Example 2.7.3.1

For the case $m=2$ and $n=4$, we have the adjacency matrix of $Y_{2+4}$ as

$$
A\left(Y_{2+4}\right)=\overline{K_{2}} \oplus K_{4}=\left[\begin{array}{llllll}
0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0
\end{array}\right] .
$$

The eigenvalues of $A\left(Y_{2+4}\right)$ are:

$$
\begin{aligned}
& \lambda_{k}=\rho_{4}^{k}+\rho_{4}^{2 k}+\rho_{4}^{3 k} \text { where } \rho_{4}=\exp \left(\frac{2 \pi i}{4}\right) ; \text { for } 1 \leq k \leq 3 \\
& \lambda_{1}=\rho_{4}^{1}+\rho_{4}^{2}+\rho_{4}^{3} \\
&=\exp \left(\frac{2 \pi i}{4}\right)+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{2}+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{3} \\
&=(0+i)+(-1+0)+(0-i) \\
&=-1 \\
& \lambda_{2}=\rho_{4}^{2}+\rho_{4}^{4}+\rho_{4}^{6} \\
&=\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{2}+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{4}+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{6} \\
&=(-1+0)+(1+0)+(-1+0) \\
&=-1 \\
& \lambda_{3}=\rho_{4}^{3}+\rho_{4}^{6}+\rho_{4}^{9} \\
&=\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{3}+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{6}+\left[\exp \left(\frac{2 \pi i}{4}\right)\right]^{9} \\
&=(0-i)+(-1+0)+(0+i) \\
&=-1 \\
& \lambda_{5}=0 \\
&\left\{\lambda_{4}, \lambda_{6}\right\}=\left\{\frac{3 \pm \sqrt{9+4.2 .4}}{2}\right\} \\
&=\left\{\frac{3 \pm \sqrt{41}}{2}\right\}
\end{aligned}
$$

So $A\left(Y_{2+4}\right)$ has eigenvalues -1 (of multiplicity 3 ), 0 (of multiplicity 1 ) and $\frac{3 \pm \sqrt{41}}{2}$ (each of multiplicity 1 ).

### 2.8 Eigenvalues of star graphs

In this section, we determine the eigenvalues of the adjacency matrices of various examples of star graphs. In section 2.8.1, we use the fact that the star graph with $m$ rays of length 1 , is also a bipartite graph, to determine the eigenvalues of the adjacency matrix of this graph. In section 2.8.2, we use the determinant method, and expand the determinant to determine the eigenvalues of the adjacency matrix of a star graph with $m$ rays of length 2 . Finally, in section 2.8 .3 , we remove a vertex, and apply Lemma 2.2 to determine the eigenvalues of the adjacency matrix of the star graph with $m$ rays of length 2 . We obtain the same results as in section 2.8.2 and show that there is often more than one method to obtain the eigenvalues of the adjacency matrix of a graph.

### 2.8.1 Star graph with $m$ rays of length 1

Take $m$ copies of the path $P_{k+1}$, join the paths at their end vertices, in the central vertex $u$ : denote the graph on $k m+1$ vertices by $S_{1, m P_{k+1}} ; m \geq 2, k \geq 2$


Figure 2.8.1.1: Star graph $S_{1,8 P_{2}}$

If $k=1$ and $m \geq 3$, then we get the star graph $\quad K_{1, m}$ with $m$ rays of length 1 which has eigenvalues of 0 (multiplicity $m-1$ ) and $\pm \sqrt{m}$ (from section 2.5 above).

### 2.8.2 Star graph with $\boldsymbol{m}$ rays of length 2

If $k=2$ and $m \geq 2$, we have the star graph $S_{1, m P_{3}}$, where $S_{1,8 P_{3}}$ is drawn below.


Figure 2.8.2.1: Star graph $S_{1,8 P_{3}}$

We label the vertices of the star graph $S_{1, m P_{3}}$ with $m$ rays of length 2 on $2 m+1$ vertices as follows:

The central vertex is called $u$, the sets of $m$ vertices a distance 1 and 2 respectively from $u$ are labelled $V_{1}=\left\{v_{1}^{1}, v_{2}^{1}, \ldots, v_{m}^{1}\right\}$ and $V_{2}=\left\{v_{1}^{2}, v_{2}^{2}, \ldots, v_{m}^{2}\right\}$ respectively.

For constructing the adjacency matrix $A$ of the $S_{1, m P_{3}}$ we label the central vertex $u$ as $v_{1}$, the vertices of $V_{1}$ and $V_{2}$ as $V_{1}=\left\{v_{2}, v_{3}, \ldots, v_{m+1}\right\}$ and $V_{2}=\left\{v_{m+2}, v_{m+3}, \ldots, v_{2 m+1}\right\}$ respectively.

For $k=2, m=2$ we have the path $P_{5}$ with adjacency matrix
$A\left(S_{1,2 P_{3}}\right)=\left[\begin{array}{lllll}0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0\end{array}\right]$.

The characteristic polynomial is
$\operatorname{det}\left(\lambda I-A\left(S_{1,2 P_{3}}\right)\right)=\operatorname{det}\left[\begin{array}{ccccc}\lambda & -1 & -1 & 0 & 0 \\ -1 & \lambda & 0 & -1 & 0 \\ -1 & 0 & \lambda & 0 & -1 \\ 0 & -1 & 0 & \lambda & 0 \\ 0 & 0 & -1 & 0 & \lambda\end{array}\right]_{5 x 5}$
and expanding using the first row,
$\operatorname{det}\left(\lambda I-A\left(S_{1,2 P_{3}}\right)\right) \quad=\lambda\left|\begin{array}{cccc}\lambda & 0 & -1 & 0 \\ 0 & \lambda & 0 & -1 \\ -1 & 0 & \lambda & 0 \\ 0 & -1 & 0 & \lambda\end{array}\right|+\left|\begin{array}{cccc}-1 & 0 & -1 & 0 \\ -1 & \lambda & 0 & -1 \\ 0 & 0 & \lambda & 0 \\ 0 & -1 & 0 & \lambda\end{array}\right|$

$$
-\left|\begin{array}{cccc}
-1 & \lambda & -1 & 0 \\
-1 & 0 & 0 & -1 \\
0 & -1 & \lambda & 0 \\
0 & 0 & 0 & \lambda
\end{array}\right|
$$

Now expanding the last 2 determinants about the 3 rd and 4 th rows respectively, we get
$\operatorname{det}\left(\lambda I-A\left(S_{1,2 P_{3}}\right)\right)=\lambda\left|\begin{array}{cccc}\lambda & 0 & -1 & 0 \\ 0 & \lambda & 0 & -1 \\ -1 & 0 & \lambda & 0 \\ 0 & -1 & 0 & \lambda\end{array}\right|+\lambda\left|\begin{array}{ccc}-1 & 0 & 0 \\ -1 & \lambda & -1 \\ 0 & -1 & \lambda\end{array}\right|-\lambda\left|\begin{array}{ccc}-1 & \lambda & -1 \\ -1 & 0 & 0 \\ 0 & -1 & \lambda\end{array}\right|$.

Finally, expanding the last two determinants about the $1^{\text {st }}$ and $2^{\text {nd }}$ rows respectively, we get
$\operatorname{det}\left(\lambda I-A\left(S_{1,2 P_{3}}\right)\right)=\lambda\left|\begin{array}{cccc}\lambda & 0 & -1 & 0 \\ 0 & \lambda & 0 & -1 \\ -1 & 0 & \lambda & 0 \\ 0 & -1 & 0 & \lambda\end{array}\right|-\lambda\left|\begin{array}{cc}\lambda & -1 \\ -1 & \lambda\end{array}\right|-\lambda\left|\begin{array}{cc}\lambda & -1 \\ -1 & \lambda\end{array}\right|$.

The first determinant involves the circulant matrix with solutions:
$\left[\exp \left(\frac{2 \pi i j}{4}\right)\right]^{2}=\exp (\pi i j) ; j=0,1,2,3$.
The second determinant involves the circulant matrix with solutions:
$\exp \left(\frac{2 \pi i j}{2}\right)=\exp (\pi i j) ; j=0,1$.

Thus the characteristic polynomial is:
$\lambda(\lambda-1)^{2}(\lambda+1)^{2}-2 \lambda(\lambda-1)(\lambda+1)$
$=\lambda(\lambda-1)(\lambda+1)[(\lambda-1)(\lambda+1)-2]$
$=\lambda(\lambda-1)(\lambda+1)\left(\lambda^{2}-3\right)$

So, the eigenvalues of the adjacency matrix of a star graph, with 2 rays of length 2 , are $0,1,-1, \pm \sqrt{3}$, each of multiplicity 1 .

We generalize this finding to the adjacency matrix of the star graph on $2 m+1$ vertices with $m$ rays of length 2 . For $m \geq 2$ and $k=2$ we have $2 m+1$ vertices:
$u, v_{1}^{1}, v_{2}^{1}, \ldots, v_{m}^{1}, v_{1}^{2}, v_{2}^{2}, \ldots, v_{m}^{2}$, and the star graph $S_{1, m P_{3}}$

The adjacency matrix is
$A\left(S_{1, m P_{3}}\right)=\left[\begin{array}{lll}0_{1,1} & J_{1, m} & 0_{1, m} \\ J_{m, 1} & 0_{m, m} & I_{m, m} \\ 0_{m, 1} & I_{m, m} & 0_{m, m}\end{array}\right]_{(2 m+1) x(2 m+1)}$.

The characteristic polynomial is
$\operatorname{det}\left(\lambda I-A\left(S_{1, m P_{3}}\right)\right)$
$=\operatorname{det}\left[\begin{array}{ccc}\lambda & -J_{1, m} & 0_{1, m} \\ -J_{m, 1} & \lambda I_{m, m} & -I_{m, m} \\ 0_{m, 1} & -I_{m, m} & \lambda I_{m, m}\end{array}\right]_{(2 m+1) x(2 m+1)}$
$==\operatorname{det}\left[\begin{array}{ccccc}\lambda & -1 & -J_{1, m-1} & 0 & 0_{1, m-1} \\ -1 & \lambda & 0_{1, m-1} & -1 & 0_{1, m-1} \\ -J_{m-1,1} & 0_{m-1,1} & \lambda I_{m-1, m-1} & 0_{m-1,1} & -I_{m-1, m-1} \\ 0 & -1 & 0_{1, m-1} & \lambda & 0_{m-1,1} \\ 0_{m-1,1} & 0_{m-1,1} & -I_{m-1, m-1} & 0_{m-1,1} & \lambda I_{m-1, m-1}\end{array}\right]$

Expanding the determinant using the first row, we get:
$\operatorname{det}\left(\lambda I-A\left(S_{1, m P_{3}}\right)\right)$
$=\lambda \operatorname{det}\left[\begin{array}{cc}\lambda I_{m, m} & -I_{m, m} \\ -I_{m, m} & \lambda I_{m, m}\end{array}\right]_{2 m \times 2 m}+m \operatorname{det}\left[\begin{array}{cccc}-1 & 0_{1, m-1} & -1 & 0_{1, m-1} \\ -J_{m-1,1} & \lambda I_{m-1, m-1} & 0_{m-1,1} & -I_{m-1, m-1} \\ 0 & 0_{1, m-1} & \lambda & 0_{m-1,1} \\ 0_{m-1,1} & -I_{m-1, m-1} & 0_{m-1,1} & \lambda I_{m-1, m-1}\end{array}\right]$

There are $m$ occurrences of the second term in the expression above, as the expansion of all the $m$ non-zero entries in the first row yield the same minor as above, with alternating signs.

Now expanding the determinant of the second term using the $(m+1)$ th row, we get:
$\operatorname{det}\left(\lambda I-A\left(S_{1, m P_{3}}\right)\right)$
$=\lambda \operatorname{det}\left[\begin{array}{cc}\lambda I_{m, m} & -I_{m, m} \\ -I_{m, m} & \lambda I_{m, m}\end{array}\right]_{2 m x 2 m}+m(-1)^{m+1+m+1} \lambda \operatorname{det}\left[\begin{array}{ccc}-1 & 0_{1, m-1} & 0_{1, m-1} \\ -J_{m-1,1} & \lambda I_{m-1, m-1} & -I_{m-1, m-1} \\ 0_{m-1,1} & -I_{m-1, m-1} & \lambda I_{m-1, m-1}\end{array}\right]_{2 m-1,2 m-1}$

Now expanding the determinant in the second term using the first row, we get:
$\operatorname{det}\left(\lambda I-A\left(S_{1, m P_{3}}\right)\right)$
$=\lambda \operatorname{det}\left[\begin{array}{cc}\lambda I_{m, m} & -I_{m, m} \\ -I_{m, m} & \lambda I_{m, m}\end{array}\right]_{2 m x 2 m}+m(-1)^{m+1+m+1} \lambda(-1) \operatorname{det}\left[\begin{array}{cc}\lambda I_{m-1, m-1} & -I_{m-1, m-1} \\ -I_{m-1, m-1} & \lambda I_{m-1, m-1}\end{array}\right]_{2 m-2,2 m-2}$
$=\lambda \operatorname{det}\left[\begin{array}{cc}\lambda I_{m, m} & -I_{m, m} \\ -I_{m, m} & \lambda I_{m, m}\end{array}\right]_{2 m \times 2 m}-m \lambda \operatorname{det}\left[\begin{array}{cc}\lambda I_{m-1, m-1} & -I_{m-1, m-1} \\ -I_{m-1, m-1} & \lambda I_{m-1, m-1}\end{array}\right]_{2 m-2,2 m-2}$

The determinant in the first term comes from the circulant matrix with eigenvalues
$\exp \left(\frac{2 \pi i j}{2 m}\right)^{m} ; 0 \leq j \leq 2 m-1$,
which yields eigenvalues $\lambda=1$ repeated $m$ times and eigenvalue $\lambda=-1$
repeated $m$ times.

The determinant in the second term comes from the circulant matrix with eigenvalues
$\left[\exp \left(\frac{2 \pi i j}{2 m-2}\right)\right]^{m-1} ; 0 \leq j \leq 2 m-1$,
which yields eigenvalues $\lambda=1$ repeated $(m-1)$ times and eigenvalue $\lambda=-1$ repeated $(m-1)$ times.

This yields the characteristic polynomial:
$\operatorname{det}\left(\lambda I-A\left(S_{1, m P_{3}}\right)\right)$
$=\lambda(\lambda-1)^{m}(\lambda+1)^{m}-m \lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}$
$=\lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}[(\lambda-1)(\lambda+1)-m]$
$=\lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}\left[\left(\lambda^{2}-(m+1)\right]\right.$

Thus the eigenvalues of the adjacency matrix $A\left(S_{1, m P_{3}}\right)$ of a star graph with $m$ rays of length 2 , are:

- $\quad \lambda=1$ with multiplicity $m-1$;
- $\quad \lambda=-1$ with multiplicity $m-1$;
- $\lambda=0$ with multiplicity 1 ; and
- $\lambda= \pm \sqrt{m+1}$, each with multiplicity 1 .


### 2.8.3 Star graph with $m$ rays of length 2 (removing a vertex)

Let $G$ be a star graph with central vertex $x$ and $m$ rays of length 2 . Let $x$ be adjacent to $y$.
From Lemma 2.2, we get
$P_{A(G)}(\lambda)=\lambda P_{A(G \backslash x)}(\lambda)-\sum_{\text {all } x \text { adj } y} P_{A(G \backslash x y)}(\lambda)$
If we remove $x$ from $G$, we get $m$ copies of $K_{2}$, each having eigenvalues 1 and -

1. So
$\lambda P_{A(G \backslash x)}(\lambda)=\lambda(\lambda-1)^{m}(\lambda+1)^{m}$

If we remove $x$ and its adjacent vertex $y$ from $G$, we get $m-1$ copies of $K_{2}$ and a single vertex. Thus, since there are $m$ vertices adjacent to $x$, we get

$$
\sum P_{A(G \backslash x y)}(\lambda)=m \lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}
$$

Therefore,

$$
\begin{aligned}
P_{A(G)} & (\lambda) \\
& =\lambda(\lambda-1)^{m}(\lambda+1)^{m}-m \lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1} \\
& =\lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}[(\lambda-1)(\lambda+1)-m] \\
& =\lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}\left[\lambda^{2}-1-m\right] \\
& =\lambda(\lambda-1)^{m-1}(\lambda+1)^{m-1}\left[\lambda^{2}-(m+1)\right]
\end{aligned}
$$

Thus the eigenvalues of a star graph on $(2 m+1)$ vertices of length 2 are:

- $\quad \lambda=1$ with multiplicity $m-1$;
- $\lambda=-1$ with multiplicity $m-1$;
- $\lambda=0$ with multiplicity 1 ; and
- $\lambda= \pm \sqrt{m+1}$, each with multiplicity 1 .

The star graph on $(m+1)$ vertices with $m$ rays of length 2 , can be extended to the star graph with $m$ rays of length $k$. This is not included in this thesis.

### 2.9 Eigenvalues of graphs with a pendant vertex

Using Lemma 2.3, we can easily obtain the characteristic polynomial of a cycle graph which is connected to a pendant vertex via a single edge. Let $G_{n}$ be a graph on $n$ vertices, such that $G_{n}$ is obtained from a cycle $C_{n-1}$ on $(n-1)$ vertices, connected to a pendant vertex $x$, via a single edge. Then, from Lemma 2.3,

$$
P_{A\left(G_{n}\right)}(\lambda)=\lambda P_{A\left(C_{n-1}\right)}(\lambda)-P_{A\left(P_{n-2}\right)}(\lambda) .
$$

Applying Theorem 2.3.1 and Theorem 2.4.1, we get

$$
P_{A\left(G_{n}\right)}(\lambda)=\lambda \prod_{j=0}^{n-2}\left[\lambda-2 \cos \left(\frac{2 \pi j}{n-1}\right)\right]-\prod_{k=1}^{n-2}\left[\lambda-2 \cos \left(\frac{\pi k}{n-1}\right)\right] .
$$

### 2.10 Eigenvalues of hypercubes

The class of $p$-regular hypercubes $H_{p}$, on $2^{p}$ vertices and $p 2^{p-1}$ edges, can be obtained as the one-dimensional skeleton of the geometric hypercube; for instance, $Q_{3}$ is the graph formed by the 8 vertices and 12 edges of a three-dimensional cube. The hypercube has eigenvalues:
$(p-2 k)^{\binom{p}{k}} ; k=0,1,2, \ldots, p$.

See Brouwer and Haemers [12].

### 2.11 Eigenvalues of the complement of $\boldsymbol{G}$

It is interesting to determine the eigenvalues of the complement of a graph. In particular, we look at the the eigenvalues of the complement of the $k$-regular graph, but first we need Lemma 2.11.1 and Lemma 2.11.2.

## Lemma 2.11.1

If $A$ is symmetric, and $Q$ is orthogonal, then $Q^{-1} A Q$ is symmetric.

## Proof

If $A$ is symmetric, then $A^{T}=A$ and if $Q$ is othogonal, then $Q^{T}=Q^{-1}$. Also if $Q$ is orthonormal, then so is $Q^{-1}$, and then $\left(Q^{-1}\right)^{T}=\left(Q^{-1}\right)^{-1}=Q$.

So,
$\left(Q^{-1} A Q\right)^{T}=Q^{T} A^{T}\left(Q^{-1}\right)^{T}=Q^{-1} A Q$

Therefore, we have proved that $Q^{-1} A Q$ is symmetric.

## Lemma 2.11.2

Let $G$ a graph of order $n$ which is regular of degree $k$, and let the eigenvalues of $G$ be $\lambda_{n}, \ldots, \lambda_{2}, \lambda_{1}=k$. Let $A(G)$ be the adjacency matrix of $G$. Then there is an orthogonal matrix $Q$ of eigenvectors of $A(G)$, where the first column is
$\frac{1}{\sqrt{n}}(1,1, \ldots, 1)=p J_{n, 1}{ }^{T}$, where $p=\frac{1}{\sqrt{n}}$, such that $Q^{-1} A(G) Q=\operatorname{diag}\left(k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.
Then $Q$ also diagonalises $J_{n, n}$ and $Q^{-1} J_{n, n} Q=\operatorname{diag}(n, 0, \ldots, 0)$.

## Proof

Let $\bar{G}$ be the compliment of $G$, and let $A^{\prime}(\bar{G})$ be the adjacency matrix of $\bar{G}$. Then $A^{\prime}(\bar{G})=J_{n, n}-I_{n, n}-A(G)$
and
$Q^{-1} A^{\prime}(\bar{G}) Q=Q^{-1} J_{n, n} Q-I_{n, n}-Q^{-1} A(G) Q$

As $\bar{G}$ is $n-1-k$ regular, the sum of the entries in each row of $A^{\prime}(\bar{G})$ is $(n-1-k)$, and the sum of the entries in each column of $A^{\prime}(\bar{G})$ is $(n-1-k)$. Therefore, the first entry of LHS is
$\frac{1}{\sqrt{n}}(1,1, \ldots, 1) A^{\prime}(\bar{G}) \frac{1}{\sqrt{n}}(1,1, \ldots, 1)=\frac{1}{n} n(n-1-k)=(n-1-k)$.

The first entry of $I_{n, n}$ is 1 , and the first entry of $Q^{-1} A(G) Q$ is $k$, so then the first entry of $Q^{-1} J_{n, n} Q$ is $n$.

For $n=3$,
let $Q=\left[\begin{array}{lll}p & a & d \\ p & b & e \\ p & c & f\end{array}\right]$.
Since $Q$ is orthogonal, $Q^{-1}=Q^{T}=\left[\begin{array}{lll}p & p & p \\ a & b & c \\ d & e & f\end{array}\right]$ where $p=\frac{1}{\sqrt{3}}$.

Then

$$
Q^{-1} J_{n, n} Q=\left[\begin{array}{lll}
p & p & p \\
a & b & c \\
d & e & f
\end{array}\right]\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]\left[\begin{array}{lll}
p & a & d \\
p & b & e \\
p & c & f
\end{array}\right]=\left[\begin{array}{lll}
p & p & p \\
a & b & c \\
d & e & f
\end{array}\right]\left[\begin{array}{lll}
3 p & a+b+c & d+e+f \\
3 p & a+b+c & d+e+f \\
3 p & a+b+c & d+e+f
\end{array}\right]
$$

Since $(a, b, c)$ and $(d, e, f)$ are perpendicular to $(p, p, p)$ we have $p(a+b+c)=0$ and $p(d+e+f)=0$, therefore

$$
\begin{aligned}
Q^{-1} J_{n, n} Q & =\left[\begin{array}{lll}
p & p & p \\
a & b & c \\
d & e & f
\end{array}\right]\left[\begin{array}{lll}
3 p & 0 & 0 \\
3 p & 0 & 0 \\
3 p & 0 & 0
\end{array}\right] \\
& =\left[\begin{array}{ccc}
3 p(3 p) & 0 & 0 \\
3 p(a+b+c) & 0 & 0 \\
3 p(d+e+f) & 0 & 0
\end{array}\right] \\
& =\left[\begin{array}{ccc}
9 p^{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \\
& =\left[\begin{array}{lll}
3 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

Since the first entry in the matrix is 3 , (as shown above), we have proved the result for $n=3$.

This approach can be generalised for all $n$.
Let $Q$ be an orthogonal matrix of eigenvectors of $A$, with the first columns p. $J_{n, 1}{ }^{T}$ such that $Q^{-1} A Q=\operatorname{diag}\left(k, \lambda_{2}, \ldots, \lambda_{\mathrm{n}}\right)$.

Let $Q=\left[\begin{array}{ccccc}p & q_{1,2} & q_{1,3} & \cdots & q_{1, n} \\ p & q_{2,2} & q_{2,3} & \cdots & q_{2, n} \\ p & q_{3,2} & q_{3,3} & \cdots & q n \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ p & q_{n, 2} & q_{n, 3} & \cdots & q_{n, n}\end{array}\right]$
and then, since Q is orthogonal, $Q^{-1}=Q^{T}=\left[\begin{array}{ccccc}p & p & p & \cdots & p \\ q_{1,2} & q_{2,2} & q_{3,2} & \cdots & q_{n, 2} \\ q_{1,3} & q_{2,3} & q_{3,3} & \cdots & q_{n, 3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ q_{1, n} & q_{2, n} & q_{3, n} & \cdots & q_{n, n}\end{array}\right]$.
Then

$$
\left.\begin{array}{l}
Q^{-1} J_{n, n} Q \\
=\left[\begin{array}{ccccc}
p & p & p & \cdots & p \\
q_{1,2} & q_{2,2} & q_{3,2} & \cdots & q_{n, 2} \\
q_{1,3} & q_{2,3} & q_{3,3} & \cdots & q_{n, 3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
q_{1, n} & q_{2, n} & q_{3, n} & \cdots & q_{n, n}
\end{array}\right]\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{cccc}
p & q_{1,2} & q_{1,3} & \cdots \\
p & q_{2,2} & q_{2,3} & \cdots \\
q_{2, n} \\
p & q_{3,2} & q_{3,3} & \cdots \\
\vdots & \vdots & \vdots & q_{3, n} \\
p & q_{n, 2} & q_{n, 3} & \cdots
\end{array} q_{n, n}\right.
\end{array}\right] .
$$

Since the vectors in $Q$ are perpendicular to $J_{n, 1}{ }^{T}$ we have
$\sum q_{i, 2}=0, \sum q_{i, 3}=0, \ldots, \sum q_{i, n}=0$, and therefore
$Q^{-1} J_{n, n} Q=\left[\begin{array}{ccccc}p & p & p & \cdots & p \\ q_{1,2} & q_{2,2} & q_{3,2} & \cdots & q_{n, 2} \\ q_{1,3} & q_{2,3} & q_{3,3} & \cdots & q_{n, 3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ q_{1, n} & q_{2, n} & q_{3, n} & \cdots & q_{n, n}\end{array}\right]\left[\begin{array}{ccccc}n p & 0 & 0 & \cdots & 0 \\ n p & 0 & 0 & \cdots & 0 \\ n p & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ n p & 0 & 0 & \cdots & 0\end{array}\right]$
$Q^{-1} J_{n, n} Q=\left[\begin{array}{ccccc}n^{2} p^{2} & 0 & 0 & \cdots & 0 \\ n p \sum q_{i, 2} & 0 & 0 & \cdots & 0 \\ n p \sum q_{1,3} & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ n p \sum q_{i, n} & 0 & 0 & \cdots & 0\end{array}\right]$

$$
=\left[\begin{array}{ccccc}
n^{2} p^{2} & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

Substituting $p=\frac{1}{\sqrt{n}}$, we have proved the result for the general case, i.e.,
$Q^{-1} J_{n, n} Q=\left[\begin{array}{ccccc}n & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0\end{array}\right]$
i.e., $Q$ diagonalises $J_{n, n}$ such that $Q^{-1} J_{n, n} Q=\operatorname{diag}(n, 0,0, \ldots, 0)$.

## Theorem 2.11.1

If $G$ is of order $n$, and is $k$-regular, and has eigenvalues $k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}$ then the eigenvalues of its complement graph, $\bar{G}$ are: $n-1-k$ and $-1-\lambda_{i} ; i=1,2, \ldots, n-1$. See Fox [24].

## Proof

Since $G$ has $n$ vertices, and is $k$-regular, then $\bar{G}$ is $n-1-k$ regular, and has eigenvalue $n-1-k$ as any $k$-regular graph has $k$ as an eigenvalue.

Let $A(G)$ be the adjacency matrix of $G$, then $\left(J_{n, n}-I_{n, n}-A(G)\right.$ ) is the adjacency matrix of $\bar{G}$.

There is an orthogonal matrix $Q$ of eigenvectors of $A(G)$, with first column $p J_{n, 1} ;$ where $p=\frac{1}{\sqrt{n}}$, such that $Q^{-1} A(G) Q=\operatorname{diag}\left(k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}\right)$.

Then, from Lemma 2.11.2,

$$
\begin{aligned}
& Q^{-1}\left(J_{n, n}-I_{n, n}-A(G)\right) Q \\
& =Q^{-1} J_{n, n} Q-Q^{-1} I_{n, n} Q-Q^{-1} A(G) Q \\
& =\operatorname{diag}(n, 0,0, \ldots, 0)-I_{n, n}-\operatorname{diag}\left(k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}\right) \\
& =\operatorname{diag}\left(n-1-k,-1-\lambda_{1},-1-\lambda_{2}, \ldots,-1-\lambda_{n-1}\right)
\end{aligned}
$$

### 2.12 Eigenvalues of the $\boldsymbol{C}$-matrix

As per Section 1.3.4, the $C$-matrix is defined as $C=K-N K^{-1} N$.

For design graphs, the eigenvalues of $N$ are the same as the eignevalues of the adjacency matrix $A(G)$ of the associated graph $G$.
$K=k I_{n, n} ; \quad K^{-1}=\frac{1}{k} I_{n, n}$

Now let $Q$ diagonalise $N$, i.e., $Q^{-1} N Q=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$.

Therefore,
$Q^{-1} C Q$
$=Q^{-1}\left(K-N K^{-1} N\right) Q$
$=Q^{-1} k I_{n, n} Q-Q^{-1} N k^{-1} I_{n, n} N Q$
$=k I_{n, n}-k^{-1} I_{n, n} Q^{-1} N Q Q^{-1} N Q$
$=k I_{n, n}-k^{-1} I_{n, n} \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \cdot \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$
$=k I_{n, n}-k^{-1} I_{n, n}\left[\operatorname{diag}\left(\lambda_{1}^{2}, \lambda_{2}^{2}, \ldots, \lambda_{n}^{2}\right)\right]$
$=\operatorname{diag}\left(k-\frac{\lambda_{1}^{2}}{k}, k-\frac{\lambda_{2}{ }^{2}}{k}, \ldots, k-\frac{\lambda_{n}{ }^{2}}{k}\right)$
So, the eigenvalues of the $C$-matrix are $\left(k-\frac{\lambda_{1}{ }^{2}}{k}, k-\frac{\lambda_{2}{ }^{2}}{k}, \ldots, k-\frac{\lambda_{n}{ }^{2}}{k}\right)$.

### 2.13 Conclusion

In this chapter, we presented different techniques for finding eigenvalues for certain classes of graphs. Some methods use known results, whilst others hinge on the definition of the eigenvalue of the adjacency matrix of a graph. One obviously prefers the shorter, more elegant proofs; however some of the longer proofs illustrate the combinatorial aspects associated with determining eigenvalues of adjacency matrices associated with graphs.

The most significant technique is that of the eigenvector method. In this method, the choice of the form of the eigenvector is often determined by the edge connectivity of the graph involved, and results in determining a pair of conjugate eigenvalues. For the complete graph, each vertex is connected to every other vertex and the $K_{n}$ graph is $(n-1)$ regular. It is noted that $(n-1)$ is also one of the conjugate eigenvalues of the adjacency matrix associated with the graph $K_{n}$. When considering the complete bipartite graph, the strong connectivity between the two partite sets suggested dividing the eigenvector into two separate parts to mimic this characteristic. We noted the following interesting observations:

- For the complete graph $K_{n}$, all vertices are of maximum degree of $(n-1)$. We can therefore regard each vertex as a central vertex, and it appears that this gives rise to the conjugate pair of eigenvalues;
- For the bipartite graph, the two disjoint sets of vertices are 'strongly' connected to each other, so that each set can be regarded as a central aspect of the graph contributing to its conjugate eigen-pair;
- For the wheel graph, the connectivity of the central vertex to every other vertex led to the formation of a vector that resulted in a conjugate pair of eigenvalues;
- For the join of two graphs, these graphs, by definition of the join of two graphs, involve a 'strong' connection between the two graphs. This connection allowed for the generation of the conjugate eigen-pair; and
- For the star graph, the central vertex is at the end of each of the rays of the graph and there is a conjugate pair of eigenvalues of the adjacency matrix associated with the star graph.

For each of the classes of graphs above, there exists a conjugate pair of eigenvalues whose sum and product are integral. Graphs which are well connected, or edgebalanced, in terms of a centrally defined set of vertices, appear to give rise to a conjugate pair of eigenvalues. This significant characteristic is used in the definitions in the next chapter. The edges incident with the vertex/vertices having the 'central vertex' attribute appear to stabilize or 'balance' the graph; hence the idea of balance was adopted in Chapter 3.

Also note that the cycle graphs and the path graphs are not well connected, and do not have a central vertex. They also do not have a conjugate pair of eigenvalues.

## CHAPTER 3

## INTEGRAL EIGEN-PAIR BALANCED CLASSES OF GRAPHS

In this chapter, the significance of integers and eigenvalues allows us to define eigen-sum and eigen-product balanced properties of classes of graphs and designs involving a non-zero pair $(a, b)$ of eigenvalues. Using the non-zero property of the eigen-pair, and the idea of robustness, we consider the ratio of the eigen-pair sum to the eigen-pair product, and the asymptotic behaviour of this ratio (in terms of large values of the order of the graph/designs). This may have significance in networks as they involve a large number of vertices.

The product of the average degree of a graph with the Riemann integral of the eigen-bi-balanced ratio is introduced as the eigen-bi-balanced ratio area of classes of graphs/designs providing a further dimension to the robustness associated with graphs. We observe that the area of the class of complete graphs appears to be the largest. Also, the interval of asymptotic convergence of the unique eigen-bi-balanced ratio of classes of graphs appears to be $[-1,0]$.

We also define new concepts of eigen-bi-balanced density, energy and asymptotes, and finally define a matrix eigen-bi-balanced ratio.

The definitions of the above eigen-bi-balanced properties of classes of graphs are original, and therefore this section comprises original work. In most of the examples, the eigenvalues as determined in Chapter 2 have been used to determine the associated eigen-bi-balanced properties of the associated classes of graphs.

### 3.1 Integers, conjugate pairs and eigenvalues of a graph

There has been much work done in the analysis of eigenvalues of matrices which are adjacency matrices of associated graphs. The following are some examples of these findings, with the references as specified:

- There has been interest in classes of graphs whose pairs of eigenvalues satisfy certain conditions. In Sarkar and Mukherjee [43], graphs are considered with reciprocal pairs of eigenvalues ( $\lambda, \frac{1}{\lambda}$ ) whose product is the integer 1 ;
- Pairs of eigenvalues $(1,-1)$, summing to 0 , and whose product is -1 , are considered in Dias [23];
- Summing the eigenvalues of the adjacency matrix of a graph is connected to the energy of physical structures - see Aimei and Feng [2]; and
- In the paper by van Dam [19], on regular graphs with 4 eigenvalues, he considers the eigenvalue pair of real conjugates $\frac{a \pm \sqrt{b}}{2}$ and shows that if a matrix has an eigenvalue $\frac{a+\sqrt{b}}{2}$, then it has an eigenvalue $\frac{a-\sqrt{b}}{2}$ of the same multiplicity, and vice versa. Adding the pair of conjugates $\frac{a+\sqrt{b}}{2}$ and $\frac{a-\sqrt{b}}{2}$, we obtain the integer $a$. Their product is $\frac{a^{2}-b}{4}$ which is integral, provided the numerator is a multiple of 4 . The paper shows that there are graphs whose matrices have conjugate pairs of eigenvalues whose sum does not necessarily sum to the same integer $a$.

The following references show other areas of research which, together with the results on eigenvalues, provide motivation for the new definitions which are contained in this chapter.

- There has been interest in the importance of pairs of numbers, whose sum and product produce the same integral constant, and this exists outside the linear algebra of matrices - see, for example, Dettmann and Morris [22];
- In Brouwer and Haemers [12], integral trees (where the eigenvalues of trees are integral) are investigated;
- In the cryptography article, Hamada [29] considers the conjugate code pair consisting of linear codes $\left[n, k^{\prime}\right]$ and $\left[n, k^{\prime \prime}\right]$ satisfying the constant (integral) sum term $k^{\prime}+k^{\prime \prime}=n+k$ where $n$ is the dimension of the vector space involved and $k$ is the $k$ digit secret information sent;
- In the paper by Kadin [34], he investigates the Cooper pair of opposite wave vectors $k$ and $-k$ which balance by summing to 0 and whose product is $-k^{2}$;
- Hinch and Leal [31] consider the notion of an isolated particle in the absence of rotary Brownian motion, under the condition that the hydrodynamic and external field couples exactly balance one another; and
- Armstrong [4] investigates the importance of the quadratic part of a characteristic equation which has the form: $x^{2}-\tau x+\delta$. This quadratic gives rise to the two
eigenvalues $a, b=\frac{\tau \pm \sqrt{\tau^{2}-4 \delta}}{2}$. The sum and product ( $\tau$, and $\delta$ respectively), are often referred to as the eigen-pair, but we shall focus on the pair of eigenvalues $(a, b)$ as the eigen-pair.

Generally, there often exist two eigenvalues (associated with the adjacency matrix of a graph) whose sum or product is integral. In chapter 2, we found conjugate eigen-pairs associated with the adjacency matrix of certain classes of graphs, such as complete graphs, wheel graphs and complete bipartite graphs. Adding or multiplying the pair of eigenvalues results in an integer. It is therefore possible to get the same integer when adding or multiplying two distinct, non-zero eigenvalues. This integer is either a fixed constant, or a function of an inherent property of the graph, for all graphs belonging to a certain class of graphs. For example, complete graphs $K_{n}$ on $n$ vertices, have a pair of eigenvalues with sum of $f(n)=n-2$, and product of $g(n)=1-n$ for each $n \geq 2$, and the complete bipartite graphs $K_{n n}$ on $n$ vertices have eigen-pair sum (of non-zero eigenvalues) of 0 and product of $\frac{-n^{2}}{4}$.

## Definition 3.1.1: Function $f(p)$ of a member of a class of graphs

We define a function of a member belonging to a class of graphs, as a real function $f(p)$ of an inherent property $p$ of the member in the class, such as the number of vertices or the clique number of a graph, etc.

In this chapter, we combine the ideas of a pair of eigenvalues and their balanced integral sum and product with respect to a class of graphs, to introduce a definition which is a form of integral-eigenvalue balance associated with classes of graphs. We investigate classes of graphs on $n$ vertices with pairs $(a, b)$ of distinct non-zero eigenvalues such that $a+b=s$ or $a b=t$ where $s, t$ are the same integer (respectively) for each graph in the class or the same function for each graph in the class.

### 3.2 Integral sum eigen-pair balanced classes of graphs

## Definition 3.2.1: Sum*(s)*eigen-pair (integral) balanced

The class $\mathfrak{J}$ of connected graphs on $n$ elements is said to be $\operatorname{sum}^{*}(s)^{*}$ eigen-pair (integral) balanced if there exists a pair $(a, b)$ of distinct non-zero eigenvalues of the matrices associated with each class of the structures such that $a+b=s$ is the same integer as a fixed constant for each member in the class, or $s$ is the same integer as a function of each member in the class. The sum balance is exact, if $s$ is the same integer as a fixed constant for each member in the class, or otherwise it is non-exact.

The following are some examples of such classes of graphs, noting that $\operatorname{sum}(a, b)=a+b$ in the examples below.

### 3.2.1 Complete graphs

As per Theorem 2.1.1, the distinct eigenvalues of the complete graph $K_{n}$ are -1 and $(n-1)$, with the sum of the eigenvalues being $(n-2)$. Therefore the class of complete graphs $K_{n}$ is non-exact sum* $(n-2)$ *eigen-pair balanced, for $n \geq 3$.

Complete graphs are also design graphs.

### 3.2.2 Complete bipartite graphs

As per Theorem 2.5.1, the class of complete bipartite graphs $K_{p, p}$ on $n=2 p$ vertices has as its associated eigenvalues $p,-p$ and 0 , so it is exact sum*(0)*eigen-pair balanced.

The class of complete bipartite graphs $K_{p, k}$ on $p+k$ vertices, $p \neq k$, have eigenvalues $-\sqrt{p k}, \sqrt{p k}, 0$ (as per Theorem 2.5.1), so it is exact sum*(0)*eigen-pair balanced (this includes the star graphs with radius 1 ).

For the case $p=k$ the complete bipartite graph is not a design graph as it contains a $p$-lantern sub-graph. For the case $p \neq k$, the complete bipartite graph is not a design graph as it is not $p$-regular or $k$-regular.

### 3.2.3 Cycle graphs

As per Theorem 2.3.1, the cycle $C_{n}$ on $n$ vertices and $n$ edges has eigenvalues $2 \cos \left(\frac{2 \pi j}{n}\right), \quad 0 \leq j \leq n-1$.

The 3-cycle (complete graph on 3 vertices) has distinct eigenvalues -1 and 2 .
The 4 -cycle has distinct eigenvalues $2,0,-2$.
The 5-cycle has distinct eigenvalues $2, \frac{-1+\sqrt{5}}{2}, \frac{-1-\sqrt{5}}{2}$.
The 6 -cycle has distinct eigenvalues $2,1,-1,-2$.

The 7-cycle has distinct eigenvalues $2,1.247,-0.445,-1.802$.

For the 4 - and 5 -cycle, there exist two distinct non-zero eigenvalues whose sum is 0 . For the 3 - and 6 -cycle, there exist two distinct non-zero eigenvalues whose sum is 1 . For the 7 -cycle, there are no two distinct eigenvalues whose sum is 0 or 1 . Therefore, the class of cycles is neither sum*( 0 )*eigen-pair balanced nor sum*(1)*eigen-pair balanced.

However, even cycles are sum $*(0) *$ eigen-pair balanced, since if $n=2 k$,
$2 \cos \left(\frac{2 \pi j}{n}\right)=2 \cos \left(\frac{\pi j}{k}\right), \quad 0 \leq j \leq 2 k-1$.
Then $j=0$ and $j=k$ yield eigenvalues
$(a, b)=\left(2 \cos \left(\frac{\pi \cdot 0}{k}\right), 2 \cos \left(\frac{\pi \cdot k}{k}\right)\right)=(2,-2)$
And $\operatorname{sum}(a, b)=2-2=0$.

All cycle graphs, except for the one on 4 vertices, are design graphs.

### 3.2.4 Path graphs

As per Theorem 2.4.1, the path $P_{n}$ on $n \geq 2$ vertices and $(n-1)$ edges has eigenvalues
$2 \cos \left(\frac{\pi j}{n+1}\right), 1 \leq j \leq n$.
Note that:

$$
\cos \left(\frac{n \pi}{n+1}\right)=\cos \left(\pi-\frac{\pi}{n+1}\right)=\cos \pi \cos \left(\frac{\pi}{n+1}\right)+\sin \pi \sin \left(\frac{\pi}{n+1}\right)=-\cos \left(\frac{\pi}{n+1}\right)
$$

So that the non-zero pair, with $j=n$ and $j=1$,

$$
(a, b)=\left(2 \cos \left(\frac{n \pi}{n+1}\right), 2 \cos \left(\frac{\pi}{n+1}\right)\right)
$$

has the sum

$$
\operatorname{sum}(a, b)=2 \cos \left(\frac{n \pi}{n+1}\right)+2 \cos \left(\frac{\pi}{n+1}\right)=-2 \cos \left(\frac{\pi}{n+1}\right)+2 \cos \left(\frac{\pi}{n+1}\right)=0
$$

So, the class of path graphs is exact sum*(0)*eigen-pair balanced.

Path graphs are not design graphs, as they are not $k$-regular.

### 3.2.5 Graph which is the join of two graphs whose adjacency matrices are both circulant matrices

As per Theorem 2.6.1, the conjugate eigenvalues of the join of two circulant matrices of graphs are

$$
(a, b)=n\left[\frac{-\left(d_{A}-d_{B}\right) \pm \sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A}
$$

So the sum of the eigenvalues is:

$$
\begin{aligned}
& \operatorname{Sum}(a, b)=n\left[\frac{-\left(d_{A}-d_{B}\right)+\sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A} \\
&+n\left[\frac{-\left(d_{A}-d_{B}\right)-\sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A} \\
&=n\left[\frac{-2\left(d_{A}-d_{B}\right)}{2 n}\right]+2 d_{A} \\
&=-\left(d_{A}-d_{B}\right)+2 d_{A} \\
&=d_{A}+d_{B}
\end{aligned}
$$

so the class of graphs, which are the join of two graphs whose adjacency matrices are circulant, are sum* $\left(d_{A}+d_{B}\right)$ *eigen-pair balanced.

### 3.2.6 Wheel graphs

### 3.2.6.1 Cycle wheel graphs

As per section 2.7.1, the cycle wheel graph $W_{n}$ on $n$ vertices, and with $(n-1)$ spokes, has conjugate eigenvalues

$$
(a, b)=\frac{2 \pm \sqrt{4+4(n-1)}}{2}
$$

The sum of the conjugate eigenvalues is therefore

$$
\begin{aligned}
\operatorname{sum}(a, b) & =\frac{2+\sqrt{4+4(n-1)}}{2}+\frac{2-\sqrt{4+4(n-1)}}{2} \\
& =2
\end{aligned}
$$

so the class of cycle wheel graphs is exact sum*(2)*eigen-pair balanced.

### 3.2.6.2 Generalised cycle wheel graphs

As per section 2.7.2, the generalized cycle wheel graph $X_{n+m}$ on $(m+n)$ vertices and with $m n$ spokes has conjugate eigenvalues

$$
(a, b)=\frac{2 \pm \sqrt{4+4 m n}}{2}
$$

The sum of the conjugate eigenvalues is therefore

$$
\begin{aligned}
\operatorname{sum}(a, b) & =\frac{2+\sqrt{4+4 m n}}{2}+\frac{2-\sqrt{4+4 m n}}{2} \\
& =\frac{4}{2} \\
& =2
\end{aligned}
$$

so the class of generalized cycle wheel graphs is exact sum*(2)*eigen-pair balanced.

### 3.2.6.3 Generalised complete wheel graphs

As per section 2.7.3, the generalized complete wheel graph $Y_{n+m}$ on $(m+n)$ vertices and with $m n$ spokes has conjugate eigenvalues

$$
(a, b)=\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 m n}}{2}
$$

The sum of the conjugate eigenvalues is therefore

$$
\begin{aligned}
\operatorname{sum}(a, b) & =\left[\frac{(n-1)+\sqrt{(n-1)^{2}+4 m n}}{2}\right]+\left[\frac{(n-1)-\sqrt{(n-1)^{2}+4 m n}}{2}\right] \\
& =\left[\frac{2(n-1)}{2}\right] \\
& =n-1
\end{aligned}
$$

so the class of generalized complete wheel graphs is non-exact sum* $(n-1)$ *eigenpair balanced.

### 3.2.7 Strongly regular graphs

## Theorem 3.2.7.1

If a connected regular graph $G$ of degree $k$ is strongly regular (as per section 1.2.12), then $A(G)$ has at least 3 different eigenvalues. The eigenvalues are:
$k, \frac{(\lambda-\mu)+\sqrt{(\lambda-\mu)^{2}-4(k-\mu)}}{2}$ and $\frac{(\lambda-\mu)-\sqrt{(\lambda-\mu)^{2}-4(k-\mu)}}{2}$
See Spielman [44].

## Proof

We will consider the adjacency matrices of strongly regular graphs. Let $A$ be the adjacency matrix of a strongly regular graph with parameters $(k, \lambda, \mu)$. We already know that $A$ has an eigenvalue of $k$ with multiplicity 1 . We will now show that $A$ has just two other eigenvalues.

To prove this, first observe that the $(u ; v)$ entry of $A^{2}$ is the number of common neighbours of vertices $u$ and $v$. For $u=v$, this is just the degree of vertex $u$. We will use these facts to write $A^{2}$ as a linear combination of $A, I$ and $J$.

The adjacency matrix of the complement of $A$ is $\left(J_{n, n}-I_{n, n}-A\right)$.
So,

$$
\begin{aligned}
A^{2} & =\lambda A+\mu\left(J_{n, n}-I_{n, n}-A\right)+k I_{n, n} \\
& =(\lambda-\mu) A+\mu J_{n, n}+(k-\mu) I_{n, n} .
\end{aligned}
$$

For every vector $\underline{v}$ orthogonal to 1 ,

$$
\begin{aligned}
A^{2} \underline{v} & =(\lambda-\mu) A \underline{\underline{v}}+\mu J_{n, n} \underline{v}+(k-\mu) I_{n, n} \underline{v} \\
& =(\lambda-\mu) A \underline{\underline{v}}+(k-\mu) I_{n, n} \underline{v} .
\end{aligned}
$$

So, every eigenvalue $\theta$ of $A$, other than $k$, satisfies
$\theta^{2}=(\lambda-\mu) \theta+(k-\mu)$.

The eigenvalues of $A$, other than $k$, are those $\theta$ that satisfy this quadratic equation, and so are given by
$\theta=\frac{(\lambda-\mu) \pm \sqrt{(\lambda-\mu)^{2}-4(k-\mu)}}{2}$.

The complement of an $\operatorname{srg}(v, k, \lambda, \mu)$ is also strongly regular. It is an $\operatorname{srg}(v, v-k-1, v-2-2 k+\mu, v-2 k+\lambda)$.

Note that if we ignore the largest eigenvalue $k$ of strongly regular graphs, adding the remaining two eigenvalues yields the integer $(\lambda-\mu)$ so the class of strongly regular graphs with parameters $(v, k, \lambda, \mu)$ is non-exact sum $*(\lambda-\mu) *$ eigen-pair balanced - see Godsil and Royle [25] for more on strongly regular graphs.

Strongly regular graphs are not design graphs.

### 3.2.8 Divisible design graphs

## Definition 3.2.8.1: Divisible design graph

A $k$-regular graph is a divisible design graph if the vertex set can be partitioned into $m$ classes of size $n$, such that two distinct vertices from the same class have exactly $\lambda_{1}$ common neighbours, and two vertices from different classes have exactly $\lambda_{2}$ common neighbours.

The eigenvalues of divisible design graphs are provided in Haemers [28] - there are 5 distinct eignvalues. Two of the eigenvalues are

$$
(a, b)= \pm \sqrt{k-\lambda_{1}},
$$

so the sum of the eigen-pair is

$$
\operatorname{sum}(a, b)=\left(\sqrt{k-\lambda_{1}}\right)+\left(-\sqrt{k-\lambda_{1}}\right)=0 .
$$

Therefore, the class of divisible design graphs is exact sum*(0)*eigen-pair balanced.

### 3.2.9 Bipartite graphs with four distinct eigenvalues

The incidence graphs of symmetric $2-(v, k, 1)$ designs are examples of bipartite graphs with four distinct eigenvalues. It is proven by Cvetkovic, Doob and Sachs [17] that these are the only examples, i.e., a connected bipartite regular graph with four distinct eigenvalues must be the incidence graph of a symmetric $2-(v, k, 1)$ design. Moreover its spectrum is:
$(k)^{1},(\sqrt{k-\lambda})^{\nu-1},(-\sqrt{k-\lambda})^{\nu-1},(-k)^{1}$.

Note that this class of graphs are exact sum*(0)*eigen-pair balanced.

### 3.2.10 Hypercube graphs

As per section 2.10 , the $p$-regular hypercube on $2^{p}$ vertices and $p 2^{p-1}$ edges has eigenvalues
$(p-2 k)^{\binom{p}{k}} ; 0 \leq k \leq p$.

Using the eigenvalues $p$ and $p-2 k$, for $p \neq 2 k$ and $k \neq 0$, this class of graphs will be sum* $(2 p-2 k)$ *eigen-pair balanced.

### 3.2.11 Eigenvalue pair of real conjugates

By $Z[x]$ and $Q[x]$ we denote the rings of polynomials over the integer and rational numbers, respectively.

## Lemma 3.2.11.1

If a monic polynomial $p(x) \in Z[x]$ has a monic divisor $q(x) \in Q[x]$, then also $q(x) \in Z[x]$.

## Lemma 3.2.11.2

If $(a+\sqrt{b})$, with $a, b \in Q$, is an irrational root of a polynomial $p(x) \in Q[x]$, then so is $(a-\sqrt{b})$, with the same multiplicity.

The characteristic polynomial $P_{A(G)}(\lambda)$ of the adjacency matrix of a graph is monic and has integral coefficients. Using Lemmas 3.2.11.1 and 3.2.11.2 we now obtain the following results.

## Corollary 3.2.11.1

Every rational eigenvalue of a graph is integral.

## Corollary 3.2.11.2

If $\frac{a+\sqrt{b}}{2}$ is an irrational eigenvalue of a graph, for some $a, b \in Q$, then so is $\frac{a-\sqrt{b}}{2}$, with the same multiplicity, and $a, b \in Z$.

See van Dam [20 ].

Adding the pair of real conjugates $(a, b)=\left(\frac{a+\sqrt{b}}{2}, \frac{a-\sqrt{b}}{2}\right)$, we obtain the integer $a$. Therefore, if the real conjugate pairs are eigenvalues associated with the adjacency matrix of all graphs belonging to a class of graphs, then the class of graphs is sum* $(a)$ *eigen-pair balanced.

### 3.3 Integral product eigen-pair balanced classes of graphs

## Definition 3.3.1: Product*(t)*eigen-pair (integral) balanced

A class $\mathfrak{J}$ of connected graphs on $n$ elements is said to be product* $(t)$ *eigen-pair (integral) balanced if there exists a pair of $(a, b)$ of distinct non-zero eigenvalues (counting eigenvalues only once i.e., ignoring multiplicities) of the matrices associated with each class of the structures such that $(a b=t)$ is the same integer as a fixed constant for each member in the class, or $t$ is the same integer as a function of each member in the class. The product balance is exact, if $t$ is the same integer as a fixed constant for each member in the class, otherwise it is non-exact.

The following are some examples of such classes of graphs, noting that product $(a, b)=a b$ in the examples below.

### 3.3.1 Complete graphs

As per Theorem 2.2.1, the complete graph $K_{n}$ has distinct eigenvalues -1 and ( $n-1$ ) for $n \geq 3$. Therefore, the class of complete graphs $K_{n}$ is non-exact product* $(1-n)$ *eigen-pair balanced for $n \geq 3$.

### 3.3.2 Complete bipartite graphs

As per Theorem 2.5.1, the class of complete bipartite graphs $K_{p, p}$ on $n=2 p$ vertices, has as its associated eigenvalues $p,-p$ and 0 , so that they are non-exact product* $\left(-p^{2}\right) *$ eigen-pair balanced.

As per Theorem 2.5.1, the class of complete bipartite graphs $K_{p, k}$ on $(p+k)$ vertices, $p \neq k$, has distinct eigenvalues $-\sqrt{p k}, \sqrt{p k}$, and 0 , so that it is nonexact product* $(-p k) *$ eigen-pair balanced (this includes the star graphs with radius $1)$.

### 3.3.3 Cycle graphs

As per Theorem 2.3.1, cycles graphs on $n$ vertices have associated eigenvalues $2 \cos \left(\frac{2 \pi j}{n}\right), 0 \leq j=\leq n-1$.
$C_{3}$ on 3 vertices, has eigenvalues 2 and -1 so that the eigen-pair product is -2 .
$C_{4}$ on 4 vertices, has eigenvalues 2,0 and -2 so that the eigen-pair product is -4 .
$C_{5}$ on 5 vertices, has eigenvalues $2, \frac{-1+\sqrt{5}}{2}, \frac{-1-\sqrt{5}}{2}$ with conjugate eigenpair product -1 .
$C_{6}$ on 6 vertices, has eigenvalues $2,1,-1$ and -2 . Possible eigen-pair products are -$2,1,-2$, and -4 .

The 7 -cycle has eigenvalues $2,1.247,-0.445,-1.802$. No product of two eigenvalues yields an integer!

Therefore, the class of cycles is not eigen* $(k)^{*}$ product balanced for any integer $k$.

However, the class of even cycles is product*(-4)*eigen-pair balanced, since if $n=2 k$ then: $2 \cos \left(\frac{2 \pi j}{n}\right)=2 \cos \left(\frac{2 \pi j}{2 k}\right) ; 0 \leq j \leq 2 k-1$,
so that for $j=0$ we get eigenvalue 2 and $j=k$ we get eigenvalue -2 , with eigenpair product -4.

### 3.3.4 Path graphs

As per Theorem 2.4.1, paths graphs on $n$ vertices have eigenvalues

$$
2 \cos \left(\frac{\pi j}{n+1}\right), 1 \leq j \leq=n
$$

From section 3.2.4, $\cos \left(\frac{\pi n}{n+1}\right)=-\cos \left(\frac{\pi}{n}\right)$, so that with $j=1$ and $j=n$,
$(a, b)=\left(2 \cos \left(\frac{\pi}{n+1}\right), 2 \cos \left(\frac{\pi n}{n+1}\right)\right)=\left(2 \cos \left(\frac{\pi}{n+1}\right),-2 \cos \left(\frac{\pi}{n+1}\right)\right)$, and so

$$
\begin{aligned}
\operatorname{product}(a, b) & =2 \cos \left(\frac{\pi}{n+1}\right) \cdot-2 \cos \left(\frac{\pi}{n+1}\right) \\
& =-4\left(\cos \left(\frac{\pi}{n+1}\right)\right)^{2}
\end{aligned}
$$

which is a function of $n$ but is not integral in general.

### 3.3.5 Graph which is the join of two graphs whose adjacency matrices are both circulant matrices

As per Theorem 2.6.1, the conjugate eigenvalues are

$$
(a, b)=n\left[\frac{-\left(d_{A}-d_{B}\right) \pm \sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A}
$$

So the product of the eigenvalues is:

$$
\begin{aligned}
& \operatorname{product}(a, b)=\left\{n\left[\frac{-\left(d_{A}-d_{B}\right)+\sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A}\right\} \\
&\left\{n\left[\frac{-\left(d_{A}-d_{B}\right)-\sqrt{\left(d_{A}-d_{B}\right)^{2}+4 n m}}{2 n}\right]+d_{A}\right\} \\
&= \\
& \begin{aligned}
& n^{2}\left[\frac{\left(d_{A}-d_{B}\right)^{2}-\left[\left(d_{A}-d_{B}\right)^{2}+4 n m\right]}{4 n^{2}}\right]-2 d_{A}\left(d_{A}-d_{B}\right)+\left(d_{A}\right)^{2} \\
&= {\left[\frac{-(4 n m)}{4}\right]-2 d_{A}\left(d_{A}-d_{B}\right)+\left(d_{A}\right)^{2} } \\
&=-m n-2 d_{A}\left(d_{A}-d_{B}\right)+\left(d_{A}\right)^{2}
\end{aligned}
\end{aligned}
$$

so the class of graphs whose adjacency matrix is the join of two graphs whose adjacency matrices are circulant matrices is non-exact product* $\left(-m n-2 d_{A}\left(d_{A}-d_{B}\right)+\left(d_{A}\right)^{2}\right) *$ eigen-pair balanced.

### 3.3.6 Wheel graphs

### 3.3.6.1 Cycle wheel graphs

As per section 2.7.1, the cycle wheel graph $W_{n}$ on $n$ vertices, and with $(n-1)$ spokes has conjugate eigenvalues

$$
(a, b)=\frac{2 \pm \sqrt{4+4(n-1)}}{2}
$$

The product of the conjugate eigenvalues is:

$$
\begin{aligned}
\operatorname{product}(a, b) & =\left[\frac{2+\sqrt{4+4(n-1)}}{2}\right]\left[\frac{2-\sqrt{4+4(n-1)}}{2}\right] \\
& =\frac{4-[4+4(n-1)]}{4} \\
& =-(n-1)
\end{aligned}
$$

so the class of cycle wheel graphs is non-exact product* $(1-n) *$ eigen-pair balanced.

### 3.3.6.2 Generalised cycle wheel graphs

As per section 2.7.2, the generalized cycle wheel graph $X_{m+n}$ on $(m+n)$ vertices and with $m n$ spokes has conjugate eigenvalues
$(a, b)=\frac{2 \pm \sqrt{4+4 m n}}{2}$.
The product of the conjugate eigenvalues is

$$
\begin{aligned}
\operatorname{product}(a, b) & =\left[\frac{2+\sqrt{4+4 m n}}{2}\right]\left[\frac{2-\sqrt{4+4 m n}}{2}\right] \\
& =\frac{4-(4+4 m n)}{4} \\
& =-m n
\end{aligned}
$$

so the class of generalized wheel graphs is non-exact product* ( $-m n$ ) *eigen-pair balanced.

### 3.3.6.3 Generalised complete wheel graphs

As per section 2.7.3, the generalized complete wheel graph $Y_{m+n}$ on $(m+n)$ vertices and with $m n$ spokes has conjugate eigenvalues

$$
(a, b)=\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 m n}}{2}
$$

The product of the conjugate eigenvalues is

$$
\begin{aligned}
& \text { product }(a, b) \\
& =\left[\frac{(n-1)+\sqrt{(n-1)^{2}+4 m n}}{2}\right]\left[\frac{(n-1)-\sqrt{(n-1)^{2}+4 m n}}{2}\right] \\
& =\left[\frac{(n-1)^{2}-\left[(n-1)^{2}+4 m n\right]}{4}\right] \\
& =\frac{-4 m n}{4} \\
& =-m n
\end{aligned}
$$

so the class of generalized complete wheel graphs is non-exact product* $(-m n)$ *eigen-pair balanced.

### 3.3.7 Strongly regular graphs

As per Theorem 3.2.7.1, the conjugate eigen-pair of strongly regular graphs is

$$
(a, b)=\frac{(\lambda-\mu) \pm \sqrt{(\lambda-\mu)^{2}-4(k-\mu)}}{2}
$$

If we multiply the two conjugate pairs of strongly regular graphs we obtain the integer $(\mu-k)$, so that the class of strongly regular graphs is non-exact product* $(\mu-k)$ *eigen-pair balanced.

### 3.3.8 Divisible design graphs

As per Section 3.2.8, two fo the eigenvalues of a divisible design graph are

$$
(a, b)= \pm \sqrt{k-\lambda_{1}} .
$$

This class of graphs has eigen-pair product
$\operatorname{product}(a, b)=\left(\sqrt{k-\lambda_{1}}\right)\left(-\sqrt{k-\lambda_{1}}\right)=-\left(k-\lambda_{1}\right)=\lambda_{1}-k$
Therefore, the class of divisible design graphs is non-exact product* $\left(\lambda_{1}-k\right)$
*balanced.

### 3.3.9 Bipartite graphs with four distinct eigenvalues

As per Section 3.2.9, the eigenvalues of a bipartite graph with four distinct eigenvalues are

$$
(a, b)= \pm \sqrt{k-\lambda} \text { and }(c, d)= \pm k .
$$

Then product $(a, b)=-(k-\lambda)$ and product $(c, d)=-k^{2}$.

Therefore, incidence graphs of symmetric $2-(v, k, \mathrm{l})$ designs are product * $t$ *eigenpair balanced for $t=(\lambda-k)$ and $t=-k^{2}$ of the non-exact kind.

### 3.3.10 Hypercube graphs

As per Section 2.10, the class of $p$-regular hypercubes on $2^{p}$ vertices and $p 2^{p-1}$ edges has eigenvalues:
$(p-2 k)^{\binom{p}{k}}, 0 \leq k \leq p$.
Using the eigenvalues $p$ and $p-2 k$, for $p \neq 2 k, k \neq 0$, this class of graphs is product* $\left(p^{2}-2 p k\right)$ *eigen-pair balanced.

### 3.3.11 Eigenvalue pair of real conjugates

The product of the real conjugate pair of eigenvalues $\frac{a+\sqrt{b}}{2}$ and $\frac{a-\sqrt{b}}{2}$ is $\frac{a^{2}-b}{4}$. This is integral, provided the numerator is a multiple of 4 .

Therefore, if the real conjugate pairs are eigenvalues associated with the adjacency matrix of all graphs belonging to a class of graphs, then the class of graphs is product* $\left(\frac{a^{2}-b}{4}\right) *$ eigen-pair balanced, provided $a^{2}-b$ is a multiple of 4 .

### 3.4 Eigen-bi-balanced classes of graphs

## Definition 3.4.1: Eigen-bi-balanced classes of graphs

Classes of graphs, which are both sum and product eigen-pair balanced, are said to be eigen-bi-balanced with respect to the eigen-pair $(a, b)$. If this pair is unique to the class, then it is uniquely eigen-bi-balanced. For example, the class of complete graphs is uniquely eigen-bi-balanced with respect to the eigen-pair $(n-1,-1)$.

The largest eigenvalue occurs in the eigen-pair associated with some classes of graphs discussed above. We observe the following:

- The only regular eigen-pair balanced graphs on 2 and 3 vertices are $K_{2}$ and $K_{3}$;
- The 4-cycle is the same as the complete bipartite graph $K_{2,2}$, which is sum and product eigen-pair balanced;
- The only other regular graph on 4 vertices is $K_{4}$;
- The 5-cycle has eigenvalues $(2)^{1},\left(\frac{-1+\sqrt{5}}{2}\right)^{2},\left(\frac{-1-\sqrt{5}}{2}\right)^{2}$ which is not sum or product eigen-pair balanced when the largest eigenvalue is included in the eigen-pair; and
- The only other regular graph on 5 vertices is $K_{5}$.

Thus we have the following theorem:

## Theorem 3.4.1

The only regular graphs on $n$ vertices, where $2 \leq n \leq 5$, belonging to eigen-pair balanced classes of graphs, where the eigen-pair contains the largest eigenvalue, are $K_{2}, K_{3}, K_{4}, K_{5}$ and $K_{2,2}$.

### 3.5 Eigen-bi-balanced classes of graphs - criticality, ratios, asymptotes and area

If a class of graphs $\mathfrak{J}$ are both sum and product eigen-pair balanced with respect to the eigen-pair $(a, b)$, they have been defined above as eigen-bi-balanced with respect to $(a, b)$. The class of complete graphs $G$ is eigen-bi-balanced with the property that the removal of any vertex $v$ from $G$ results in a complete graph, which belongs to the same class of complete graphs, which is eigen-bi-balanced. The same holds for complete bipartite graphs except for star graphs. Such graphs are said to be stable eigen-bibalanced.

## Definition 3.5.1: Critically eigen-bi-balanced classes of graphs

If $G$ belongs to a class $\mathfrak{J}$ of eigen-bi-balanced graphs, and there exists a vertex $v$ of $G$, such that $G-v$ belongs to a class $\mathfrak{J}^{\prime}$ of graphs which is not eigen-bi-balanced, we say that $\mathfrak{J}$ is critically eigen-bi-balanced with respect to $v$.

Wheels on $p$ spokes are eigen-bi-balanced and the removal of the central vertex results in $p$-cycles, which are not eigen-bi-balanced. Therefore, the class of wheel graphs are critically eigen-bi-balanced with respect to their central vertex. This suggests that the central vertex is essential to the eigen-bi-balanced characteristic of wheels.

The reciprocals of eigenvalues are connected to the idea of robustness or tightness of graphs - see section 1.5.9 and Brouwer and Haemers [12]. Since $a$ and $b$ are non-zero, the sum of their reciprocals is defined. Therefore we have the following definition.

## Definition 3.5.2: Eigen-bi-balanced ratio of classes of graphs

The eigen-bi-balanced ratio of the class of graphs (with respect to the eigen-pairs $(a, b)$ ) is

$$
r(a \Im b)=\frac{1}{b}+\frac{1}{a}=\frac{a+b}{a b}
$$

As $a$ and $b$ are non-zero, the product $a b$ is never zero, and so this ratio will always be defined.

## Definition 3.5.3: Eigen-bi-balanced ratio asymptote of classes of graphs

If this ratio is a function $f(n)$ of the order $n$ of the graph, and has a horizontal asymptote, we call this asymptote the eigen-bi-balanced ratio asymptote with respect to the eigenpair $(a, b)$ and is denoted by:

$$
r(a \mathfrak{J} b)^{\infty} \text { or } \operatorname{asymp}(r(a \mathfrak{J} b))
$$

This asymptote can be seen as describing the behavior of the ratio as the order of the graph becomes increasingly large.

The "area" term $n^{2}$ can be found in the following relation involving spanning trees. Let $D$ be the matrix composed of the degrees of $G$ in the main diagonal - form $D^{\prime}$ by adding 1 to each entry of $D$. We then form the shadow number of a graph defined by
$\operatorname{shad}(G)=\operatorname{det}\left(D^{\prime}-A\right)$, where $A$ is the adjacency matrix of $G$. We then have the combinatorial result
$n^{2}=\frac{\operatorname{shad}(G)}{t(G)}=\frac{\operatorname{det}\left(D^{\prime}-A\right)}{t(G)}$
where $t(G)$ is the number of spanning trees of a connected graph $G$.

Also, the number of spanning trees of a connected graph $G$ is associated with the Laplacian eigenvalues, $\theta_{n} \geq \theta_{n-1} \geq \ldots>\theta_{1}=0$, of the graph by the following:
$\prod_{j=2}^{n} \theta_{j}=n t(G)$.

This excludes the first Laplacian eigenvalue. Thus, as in the case of the complete graph, the eigenvalue $n-1$ of the adjacency matrix associated with $G$ will not be taken into account when considering spanning trees.

Eigenvalues have been associated with the expansion of graphs (see Brouwer and Haemers [12]), which motivates the idea of areas associated with a class of graphs.

If the eigen-bi-balanced ratio of a class of graphs is a function of $n$, then we are able to integrate it with respect to $n$, which leads to the following definition.

## Definition 3.5.4: Eigen-bi-balanced ratio area of classes of graphs

We define the eigen-bi-balanced ratio area of the class of graphs with respect to the eigen-pair $(a, b)$ as:

$$
\operatorname{Ar}(\mathfrak{J})^{a, b}=\left\{\begin{array}{l}
\frac{2 m}{n}\left|\int \frac{a+b}{a b} d n\right| \text { if } a+b \neq 0 \\
\frac{2 m}{n}\left|\int_{a}^{b} d n\right|=\frac{2 m}{n}|2 b| \text { if } a+b=0
\end{array}\right.
$$

where $m$ is the number of edges and $n$ is the number of vertices, and $\operatorname{Ar}(\mathfrak{I})^{a, b}=0$ when $n=0,1$ or 2 .

Now we define breadth, denoted by B, as
$B=\frac{2 m}{n}$ i.e., the average degree of the vertices in $G$,
and define height, denoted by $H$, as
$H=\left\{\begin{array}{l}\left|\int \frac{a+b}{a b} d n\right| \text { if } a+b \neq 0 \\ \left|\int_{a}^{b} d n\right|=\frac{2 m}{n}|2 b| \text { if } a+b=0\end{array}\right.$
so $\operatorname{Ar}(\mathfrak{I})^{a, b}=$ B.H.

If there is more than one pair giving rise to such area, then the area of the class is $\max \operatorname{Ar}(\mathfrak{J})^{a_{i}, b_{i}}$ for all pairs $\left(a_{i}, b_{i}\right)$. If there is only one eigen-pair associated with the class of graphs that gives rise to the area, then the area is unique.

The height involves binding the sum of the reciprocals of the eigen-pair by its integration, and we multiply this height by the average degree. This involves one of the most basic, yet important combinatorial aspects of the graph, and results in the term $n^{2}$ appearing in the eigen-bi-balanced ratio area of some classes of graphs.

### 3.6 Examples of eigen-bi-balanced classes of graphs

When we refer to a graph $G$ having eigen-pair balanced properties such as sum, product, bi-balanced, ratio, asymptote, etc. we imply that $G$ belongs to a class of graphs having such eigen-pair properties. We will now look at various examples of eigen-bi-balanced classes of graphs:

### 3.6.1 Complete graphs

The complete graph on $n$ vertices has the unique eigen-bi-balanced ratio of:

$$
\begin{aligned}
r\left((n-1) K_{n}(-1)\right) & =\frac{(n-1)+(-1)}{(n-1)(-1)} \\
& =\frac{n-2}{1-n}
\end{aligned}
$$

This depends on the order of the graph and has the unique eigen-bi-balanced ratio asymptote:

$$
r\left((n-1) K_{n}(-1)\right)^{\infty}=-1
$$

and eigen-bi-balanced ratio area:

$$
\begin{aligned}
\operatorname{Ar}\left(K_{n}\right)^{-1, n-1} & =\frac{2 m}{n}\left|\int \frac{n-2}{1-n} d n\right| \\
& =\frac{2 \frac{n(n-1)}{2}}{n}\left|\int\left[\frac{2}{n-1}-\frac{n}{n-1}\right] d n\right| \\
& =(n-1)\left|\int\left[\frac{2}{n-1}-\frac{n}{n-1}\right] d n\right| \\
& =(n-1) B
\end{aligned}
$$

where $B=\left|\int \frac{2}{n-1}-\frac{n-1}{n-1}-\frac{1}{n-1}\right| d n=n-\ln |n-1|+c$.
When $n=0$ we have $A=0$ so $c=0$ so that its area is

$$
\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))=(n-1) H .
$$

Note that the length of the longest path for the complete graph is $n-1$, so that $H$ in the above expression can be regarded as the height of the graph. Also, the term $\ln (n-1)$ occurs as part of the upper bound of the diameter of a graph involving the second largest eigenvalue - see Brouwer and Haemers [12].

Is this area the maximum for all classes of eigen-bi-balanced graphs?

### 3.6.2 Complete bipartite graphs

The complete bipartite graph $K_{s, t}$ on $s+t$ vertices has the eigen-bi-balanced ratio of

$$
r\left(\sqrt{s t} K_{s, t}-\sqrt{s t}\right)=\frac{\sqrt{s t}-\sqrt{s t}}{-s t}=0
$$

which is independent of the size of the graph.

Its area is:

$$
\begin{aligned}
\operatorname{Ar}\left(K_{s, t}\right)^{-\sqrt{s t}, \sqrt{s t}} & =\frac{2 s t}{(s+t)^{\frac{3}{2}}}|2 \sqrt{s t}| \\
& =4 \frac{(s t)^{\frac{3}{2}}}{s+t} .
\end{aligned}
$$

This attains its maximum when $s=t=\frac{n}{2}$, then the graph (the complete split bipartite graph on $n$ vertices) is $s$-regular and the area is

$$
\operatorname{Ar}\left(K_{\frac{n}{2}, \frac{n}{2}}\right)^{-\frac{n}{2}, \frac{n}{2}}=\frac{n}{2}\left|\int_{-n / 2}^{n / 2} d n\right|=\frac{n^{2}}{2}
$$

### 3.6.3 Wheel graphs

Wheels on $n$ vertices, containing $(n-1)$ spokes and $2(n-1)$ edges, have eigen-bibalanced ratio

$$
r\left(\frac{2+\sqrt{4+4(n-1)}}{2} W_{n} \frac{2-\sqrt{4+4(n-1)}}{2}\right)=\frac{-2}{(n-1)} .
$$

This depends on the size of the graph, so they have an eigen-bi-balanced ratio asymptote of 0 and eigen-bi-balanced ratio area of:

$$
\begin{aligned}
\operatorname{Ar}\left(W_{n}\right)^{\frac{2+\sqrt{4+4(n-1)}}{2}, \frac{2-\sqrt{4+4(n-1)}}{2}} & =\frac{2 m}{n}\left|\int \frac{a+b}{a b} d n\right| \\
& \left.=\frac{2 m}{n} \int \frac{2}{1-n} d n \right\rvert\, \\
& =\frac{4(n-1)}{n}(\ln |n-1|+c) \\
& =\frac{4(n-1)}{n}(\ln |n-1|+c)
\end{aligned}
$$



So $\operatorname{Ar}\left(W_{n}\right)^{\frac{2+\sqrt{4+4(n-1)}}{2}, \frac{2-\sqrt{4+4(n-1)}}{2}}=\frac{4(n-1)}{n}(\ln |n-1|)$.

### 3.6.4 Star graphs

As per section 2.8.2, star graphs with $m$ rays of length 2 have eigenvalues $0,-1,1, \pm \sqrt{m+1}$.

Using the pair $(a, b)=(-1,1)$ we obtain the ratio

$$
r\left(-1 S_{1, m P_{3}} 1\right)=\frac{0}{-1}=0
$$

and using the pair $(a, b)=(\sqrt{m+1},-\sqrt{m+1})$ we get

$$
r\left(\sqrt{m+1} S_{1, m B_{3}}-\sqrt{m+1}\right)=\frac{0}{-(m+1)}=0 .
$$

Using the class of graphs where $(m+1)=t^{2}$, and eigen-pair $(a, b)=(\sqrt{m+1}, 1)$, we have the ratio

$$
r\left(\sqrt{m+1} S_{1, m P_{3}} 1\right)=\frac{\sqrt{m+1}+1}{\sqrt{m+1}}=\frac{t+1}{t} .
$$

Therefore the class of star graphs with $m$ rays of length 2 does not have a unique eigen-bi-balanced ratio.

The area with respect to the pair $(a, b)=(-1,1)$ is

$$
\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-1,1}=\frac{2 m}{n}|2 b|=\frac{2.2 m}{2 m+1}|2|=\frac{8 m}{2 m+1}
$$

and with respect to the pair $(c, d)=(\sqrt{m+1},-\sqrt{m+1})$ is

$$
\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{\sqrt{m+1},-\sqrt{m+1}}=\frac{2 m}{n}|2 b|=\frac{4 m}{2 m+1} 2 \sqrt{m+1}
$$

Since $m=\frac{(n-1)}{2}$, the areas are, respectively:

$$
\begin{aligned}
& \operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-1,1}=\frac{8 m}{2 m+1}=\frac{4(n-1)}{n-1+1}=\frac{4(n-1)}{n} \text { and } \\
& \operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-\sqrt{m+1}, \sqrt{m+1}}=\frac{4 m}{2 m+1} 2 \sqrt{m+1}=\frac{2(n-1)}{n} 2 \sqrt{\frac{n+1}{2}}=\frac{2 \sqrt{2}(n-1)}{n} \sqrt{n+1}
\end{aligned}
$$

The greater of the two gives the area of the class of graphs, i.e.,

$$
\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-\sqrt{m+1}, \sqrt{m+1}}=\frac{2 \sqrt{2}(n-1)}{n} \sqrt{n+1} .
$$

### 3.6.5 Hypercube graphs

The $p$-regular hypercube has eigenvalues $\lambda=(p-2 k)^{\binom{p}{k}} ; 0 \leq k \leq p$, and eigen-bi-balanced ratio ( $k$ fixed, $n$ varying, $p \neq 2 k$ and $k \neq 0$ ):

$$
\begin{aligned}
\frac{2 p-2 k}{p^{2}-2 p k} & =2 \frac{\frac{\ln n}{\ln 2}-k}{\frac{\ln ^{2} n}{\ln ^{2} 2}-2 k \frac{\ln n}{\ln 2}} \\
& =2 \ln 2 \frac{\ln n-k \ln 2}{\ln ^{2} n-2 k \ln 2 \ln n}
\end{aligned}
$$

where, since $n=2^{p}$, we have $p=\frac{\ln n}{\ln 2}$.

Then $\operatorname{asymp}\left(\frac{2 p-2 k}{p^{2}-2 p k}\right)=0$.

For $k=1$ and using the eigenvalue pair $p$ and $p-2$, the eigen-bi-balanced ratio area is

$$
\begin{align*}
\operatorname{Ar}(\mathfrak{J})^{p, p-2} & =\int \frac{2 p-2}{p^{2}-2 p} d\left(2^{p}\right) \\
& =2 \ln 2 \int \frac{\ln n-\ln 2}{\ln ^{2} n-2 \ln 2 \ln n} d n \tag{1}
\end{align*}
$$

Setting $u=\ln ^{2} n-2 \ln 2 \ln n$ and re-arranging, we get

$$
\ln ^{2} n-2 \ln 2 \ln n-u=0
$$

So $\ln n=\frac{2 \ln 2 \pm \sqrt{(2 \ln 2)^{2}+4 u}}{2}$

$$
=\ln 2+\sqrt{\ln ^{2} 2+u}
$$

$\Rightarrow n=e^{\ln 2+\sqrt{\ln ^{2} 2+u}}=2 e^{\sqrt{\ln ^{2} 2+u}}$
$\Rightarrow e^{\sqrt{\ln ^{2} 2+u}}=\frac{n}{2}$

Also, for $u=\ln ^{2} n-2 \ln 2 \ln n$, we have

$$
\begin{aligned}
& \frac{d u}{d n}=\left[\frac{2 \ln n}{n}-\frac{2 \ln 2}{n}\right]=\frac{2}{n}(\ln n-\ln 2) \\
& \Rightarrow d u=\frac{2}{n}(\ln n-\ln 2) d n
\end{aligned}
$$

Now substituting above results into (1), we get

$$
\begin{align*}
\operatorname{Ar}(\mathfrak{J})^{p, p-2} & =2 \ln 2 \int \frac{\ln n-\ln 2}{\ln ^{2} n-2 \ln 2 \ln n} d n \\
& =2 \ln 2 \int \frac{n}{2 u} d u \\
& =\ln 2 \int \frac{n}{u} d u \\
& =\ln 2 \int \frac{e^{\ln 2+\sqrt{\ln ^{2} 2+u}}}{u} d u \tag{3}
\end{align*}
$$

$u=\ln ^{2} n-2 \ln 2 \ln n$,
Now $u>1$ and $e^{\ln 2+\sqrt{\ln ^{2} 2+u}}<e^{u}$ so that:
$\ln 2 \int \frac{e^{\ln 2+\sqrt{\ln ^{2} 2+u}}}{u} d u<\ln 2 \int e^{u} d u=\ln 2 e^{u}=\ln 2 e^{\ln ^{2} n-2 \ln 2 \ln n}$

Although this is not a good approximation for the area of a hypercube class of graphs, it may suggest that the area of such a class of graphs is greater than that of complete graphs.

### 3.6.6 Join of two graphs

Taking the join of the complement of the complete graph on 2 vertices and the complete graph on $n$ vertices, we get from section 2.7.3, that the resulting adjacency matrix of the graph has the conjugate pair of eigenvalues
$(a, b)=\frac{(n-1) \pm \sqrt{(n-1)^{2}+8 n}}{2}$
so that their eigen-bi-balanced ratio is

$$
\begin{aligned}
r & =\frac{\left(\frac{(n-1)+\sqrt{(n-1)^{2}+8 n}}{2}\right)+\left(\frac{(n-1)-\sqrt{(n-1)^{2}+8 n}}{2}\right)}{\left(\frac{(n-1)+\sqrt{(n-1)^{2}+8 n}}{2}\right)\left(\frac{(n-1)-\sqrt{(n-1)^{2}+8 n}}{2}\right)} \\
& =\frac{\frac{2(n-1)}{2}}{\frac{(n-1)^{2}-(n-1)^{2}-8 n}{4}} \\
& =\frac{n-1}{-2 n} \quad \text { which tends to }-1 / 2 .
\end{aligned}
$$

### 3.6.7 Cycle graphs

## Conjecture 3.6.7.1

The only class of regular graphs which are neither sum nor product eigen-pair balanced are cycles.

### 3.6.8 Dumbbell graphs

Note that cycles are neither sum nor product eigen-pair balanced. Are there any other classes of graphs which are neither sum nor product eigen-pair balanced?

Let us consider the dumbbell graphs $D_{n}$ (two copies of $K_{n}$ joined by a single edge).

For $n=3$, let $D_{3}$ be the dumbbell graph with 2 copies of $K_{3}$, joined by a single edge. Then $D_{3}$ is


Figure 3.6.9.1: Diagram of dumbbell $D_{3}$

Then the adjacency matrix of $D_{3}$ is
$A\left(D_{3}\right)=\left[\begin{array}{llllll}0 & 1 & 1 & 1 & & \\ 1 & 0 & 1 & & & \\ 1 & 1 & 0 & & & \\ 1 & & & 0 & 1 & 1 \\ & & & 1 & 0 & 1 \\ & & & 1 & 1 & 0\end{array}\right]$,
with all blank entries containing zero. Then $A\left(D_{3}\right)$ has eigenvalues -0.41421 and 2.41421, whose sum is 2 , and whose product is -1 .

For $n=4$, let $D_{4}$ be the dumbbell graph with 2 copies of $K_{4}$, joined by a single edge. Then $D_{4}$ is


Figure 3.6.9.2: Diagram of dumbbell $D_{4}$
Then the adjacency matrix of $D_{4}$ is
$A\left(D_{4}\right)=\left[\begin{array}{llllllll}0 & 1 & 1 & 1 & 1 & & & \\ 1 & 0 & 1 & 1 & & & & \\ 1 & 1 & 0 & 1 & & & & \\ 1 & 1 & 1 & 0 & & & & \\ 1 & & & & 0 & 1 & 1 & 1 \\ & & & & 1 & 0 & 1 & 1 \\ & & & & 1 & 1 & 0 & 1 \\ & & & & 1 & 1 & 1 & 0\end{array}\right]$,
with all blank entries containing zero. Then $A\left(D_{4}\right)$ has eigenvalues 3 and -1 , whose sum is 2 , and whose product is -3 .

For $n=5$, let $D_{5}$ be the dumbbell graph with 2 copies of $K_{5}$, joined by a single edge.

Then, the adjacency matrix of $D_{5}$ has eigenvalues 3.82843 and -1.82843 whose sum is 2 , and whose product is -7 .

So this class of graphs may be sum eigen-pair balanced, but is not product eigenpair balanced.

### 3.7 Eigen-bi-balanced properties of the class of complements of graphs

## Theorem 3.7.1

Let $\mathfrak{I}$ be a class of eigen-bi-balanced, $k$-regular graphs with eigen-pair $a, b ; a, b \neq k$ or -1 . Let $\overline{\mathfrak{J}}$ be the class of graphs consisting of the complement, $\bar{G}$, of graphs $G \in \mathfrak{I}$, where $\bar{G}$ is connected. Then for all $\bar{G} \in \overline{\mathfrak{J}}, \bar{G}$ is $(n-1-k)$-regular, eigen-bi-balanced with eigen-pair $(c, d)=(-1-a,-1-b)$, and the eigen-bi-balanced ratio of $\overline{\mathfrak{J}}$ is $r(c \bar{\Im} d)=\frac{c+d}{c d}=\frac{-2-(a+b)}{1+(a+b)+a b}$. Therefore, the class $\overline{\mathfrak{J}}$ of graphs is eigen-bi-balanced.

## Proof

As per Theorem 2.11.1, if $a, b$ are eigenvalues of $G$, and $a, b \neq k$, or -1 , then $c=(-1-a)$, and $d=(-1-b)$ are eigenvalues of $\bar{G}$.

Therefore,
Sum of the eigen-pair $(c, d)$ of $\bar{G} \quad=c+d$

$$
\begin{aligned}
& =(-1-a)+(-1-b) \\
& =-2-(a+b)
\end{aligned}
$$

Product of the eigen-pair $(c, d)$ of $\bar{G}=c d$

$$
\begin{aligned}
& =(-1-a) \times(-1-b) \\
& =1+(a+b)+a b
\end{aligned}
$$

Since $G \in \mathfrak{I}$ is eigen-bi-balanced, then $(a+b)$ and $(a b)$ are constant integers. Therefore, $\bar{G} \in \overline{\mathfrak{J}}$ is eigen-bi-balanced.

Therefore,
$r(c \bar{\Im} d)=\frac{c+d}{c d}=\frac{-2-(a+b)}{1+(a+b)+a b}=$ ratio of integers

Therefore the class $\overline{\mathfrak{J}}$ of graphs is eigen-bi-balanced.

## Corollary 3.7.1

Let $\mathfrak{I}$ be a class of eigen-bi-balanced, $k$-regular graphs with eigen-pair $a, b ; a, b \neq k$ or -1 . Let $\overline{\mathfrak{I}}$ be the class of graphs consisting of the complement, $\bar{G}$, of graphs $G \in \mathfrak{I}$, where $\bar{G}$ is connected. If the asymptote of the ratio $\frac{a+b}{a b}=t ; a, b \neq k$ or -1 and $\lim _{n \rightarrow \infty} a b=\infty$ then

$$
r(c \overline{\mathfrak{\Im}} d)^{\infty}=\operatorname{asymp}(r(c \overline{\mathfrak{\Im}} d))=\frac{-t}{t+1} .
$$

## Proof

$$
\begin{aligned}
r(c \overline{\mathfrak{\Im}} d) & =\frac{c+d}{c d} \\
& =\frac{-2-(a+b)}{1+(a+b)+a b} \\
& =\frac{\frac{-2}{a b}-\frac{(a+b)}{a b}}{\frac{1}{a b}+\frac{(a+b)}{a b}+1}
\end{aligned}
$$

Now $\lim _{n \rightarrow \infty} a b=\infty$
$\Rightarrow r(c \bar{\Im} d)^{\infty}=\operatorname{asymp}(r(c \overline{\mathfrak{\Im}} d))=\lim _{n \rightarrow \infty}\left(\frac{\frac{-2}{a b}-t}{\frac{1}{a b}+t+1}\right)=\frac{-t}{t+1}$

## Corollary 3.7.2

Let $\mathfrak{I}$ be a class of eigen-bi-balanced $k$-regular graphs with eigen-bi-balanced ratio asymptote $f(t)=t$ with respect to pair $a, b$ where $a, b \neq k$ or -1 . Let $\overline{\mathfrak{J}}$ be the class of graphs consisting of the complement, $\bar{G}$, of graphs $G \in \mathfrak{I}$, where $\bar{G}$ is connected. Then the eigen-bi-balanced ratio asymptote of $\overline{\mathfrak{J}}$ with respect to eigen-pair $(c, d)$, is
$g(t)=\frac{-t}{t+1}$ which is an involution.

## Proof

As per Corollary 3.7.1, let $g(t)=\operatorname{asymp}(r(c \overline{\widetilde{J}} d))=\frac{-t}{t+1}$.
Then,
$g\left(\frac{-t}{t+1}\right)=\frac{-\left(\frac{-t}{t+1}\right)}{\left(\frac{-t}{t+1}\right)+1}=\frac{\frac{t}{t+1}}{\frac{1}{t+1}}=t$

So that $g[g(t)]=t$ which implies that $g(t)=g^{-1}(t)$.

Functions, which are equal to their own inverse, are called involutions, so that $g(t)$ is an involution.

## Corollary $\mathbf{3 . 7 . 3}$

The involution $g(t)=\frac{-t}{(t+1)}$ is a solution of the differential equation $\frac{d g(t)}{d t}=\frac{1}{t(t+1)} ; \quad g\left(\frac{-1}{2}\right)=1$.

## Proof

Since

$$
g^{\prime}(t)=\frac{-1(t+1)+t}{(t+1)^{2}}=\frac{-1}{(t+1)^{2}}
$$

then

$$
\begin{equation*}
g^{\prime}(g(t))=\frac{-1}{\left(\frac{-t}{(t+1)}+1\right)^{2}}=-(t+1)^{2} \tag{1}
\end{equation*}
$$

Also, $g(t)=\frac{-t}{t+1}$,
$\Rightarrow t+(t+1) g(t)=0$
$\Rightarrow f(t)+(t+1) g(t)=0$

Differentiating both sides, we get
$f^{\prime}(t)+g^{\prime}(t)(t+1)+g(t)=0$

Since $g(t)$ is an involution, $g(g(t))=t$, so differentiating both sides and recalling $f(t)=t$ we get
$g^{\prime}(g(t)) g^{\prime}(t)=f^{\prime}(t)=1$.

Substituting (1) and (3) into (2), we get:
$f^{\prime}(t)+g^{\prime}(t)(t+1)+g(t)=0$
$\Rightarrow g^{\prime}(g(t)) g^{\prime}(t)+g^{\prime}(t)(t+1)+g(t)=0$
$\Rightarrow-(t+1)^{2} g^{\prime}(t)+g^{\prime}(t)(t+1)+g(t)=0$
$\Rightarrow g^{\prime}(t)\left[-(t+1)^{2}+(t+1)\right]+g(t)=0$
$\Rightarrow g^{\prime}(t)[-t(t+1)]+g(t)=0$
$\Rightarrow \frac{d g(t)}{d t}=\frac{g(t)}{t(t+1)}$
$\Rightarrow \frac{d y}{y}=\frac{d t}{t(t+1)}$,
where $y=g(t)$.
Solving this variable separable equation we get:
$\ln |y|=\int\left(\frac{1}{t}-\frac{1}{t+1}\right) d t=\ln |t|-\ln |t+1|+c=\ln \frac{|t|}{|t+1|}+c$
$\Rightarrow y=k \frac{|t|}{|t+1|}$ is a general solution of (4).
If $t \leq 0$ and $t+1>0$ then the solution is:
$y=\frac{-k t}{t+1} ;$
and if $y\left(\frac{-1}{2}\right)=1$ then $k=1$, so
$y=\frac{-t}{t+1}$.

Recall from Section 3.6.6, that $-\frac{1}{2}$ is the eigen-bi-balanced ratio asymptote of the class of graphs comprising of the join of the complement of the complete graph on 2 vertices, and the complete graph on $n$ vertices.

Note: There are other possible solutions of the general differential equation

$$
\frac{d g(t)}{d t}=\frac{1}{t(t+1)} ; \quad g(p)=q .
$$

For example, when $t \geq 0 \Rightarrow t+1 \geq 0$ so that $y=\frac{t}{t+1}$ is a solution of the differential equation $\frac{d g(t)}{d t}=\frac{1}{t(t+1)} ; g(1)=\frac{1}{2}$.

### 3.8 Properties of eigen-bi-balanced classes of graphs

## Theorem 3.8.1

If a class of non-complete graphs $\mathfrak{I}$ is eigen-bi-balanced with respect to the eigen-pair $(a, b)$, and $(a, b)$ are conjugate eigen-pairs arising from the quadratic: $\lambda^{2}+s \lambda+t^{\prime}$, with at least one of $a, b$ positive and of the form $n+c$ ( $n$ an integer and $c$ negative), and the ratio $r(a \Im b)=\frac{a+b}{a b}$ is a function of $n$, then $t^{\prime}$ is negative and the eigen-pair balanced ratio asymptote lies on the interval [-1,0].

## Proof

Let the conjugate eigen-pair $(a, b)$ arise from the roots of the quadratic $\lambda^{2}+s \lambda+t^{\prime}$;
i.e., $a, b=\frac{-s \pm \sqrt{s^{2}-4 t^{\prime}}}{2}$.

Assume $t^{\prime}>0$, then $s \geq 2 \sqrt{t^{\prime}}$
$\Rightarrow t^{\prime} \geq 0$ and $s \geq 0$
$\Rightarrow a<0$ and $b<0$ which is a contradiction of the assumption that at least one of $a, b$ is positive.

Therefore, we have shown that $t^{\prime} \leq 0$.
If $t^{\prime}=0$, then
$a, b=\frac{-s \pm \sqrt{s^{2}}}{2}$
$\Rightarrow$ either $a=0$ or $b=0$, which is not allowed.

Therefore, we have shown that $t^{\prime}<0$.

So let $t^{\prime}=-t$; where $t>0$.

We have $a \leq n-1$ and $b \leq n-1$ (as these are conjugate eigenvalues of the class of noncomplete graphs $\mathfrak{I}$ ), and $a+b=-s$; and $a b=-t$ and $r(a \mathfrak{J} b)=\frac{a+b}{a b}=\frac{s}{t}$.

If $a=-b$ then the ratio $r=\frac{a+b}{a b}=0$. However, we are given that $r(a \mathfrak{J} b)=\frac{a+b}{a b}$ is a function of $n$, so then we must have $a \neq-b$.

If $a$ and $b$ are both fixed constants, then the ratio is not a function of $n$, so we can't have $a$ and $b$ both fixed constants.

From (1) above, $r=\frac{s}{t}$. If $t=f(n)$, and $f(n)$ is of order $n$, and $s$ is a fixed constant $c$, then $\operatorname{asymp}(r(a \mathfrak{J} b))=\operatorname{asymp}\left(\frac{s}{t}\right)=\operatorname{asymp}\left(\frac{c}{f(n)}\right)=0$.

If $s=a+b$ is a function of $n$, so will $t=-(a b)$ be a function of $n$.

If both $a$ and $b$ are functions of $n$ then $a+b$ is $O\left(n^{p}\right)$ and $a b$ has $O\left(n^{q}\right)$ where $q \geq p$.

Therefore, $\operatorname{asymp}(r(a \Im b))=0$.

Now let us assume that $a=n+c>0$ and $b=k, k$ negative (as per conditions in Theorem 3.8.1).

Then if $s=n+c^{\prime} ; t=k n+c^{\prime \prime} ;(k<0) ; c^{\prime}, c^{\prime \prime}$ are constant.
$\Rightarrow \operatorname{asymp}(r(a \Im b))=\frac{1}{k}<0$

Since $a$ is an integer, $b=k$ must be an integer too (as they are conjugate pairs), so therefore $k \leq-1$. Therefore,
$\operatorname{asymp}(r(a \Im b))=\frac{1}{k} \geq-1$.
So we have proved that $-1 \leq \operatorname{asymp}(r(a \Im b))<0$.

We have therefore shown separately that $\operatorname{asymp}(r(a \Im b))=0$ and $-1 \leq \operatorname{asymp}(r(a \Im b))<0$ under different conditions.

Therefore $\operatorname{asymp}(r(a \mathfrak{J} b)) \in[-1,0]$.

For the complete graph $K_{n}$, the quadratic for the complete graph, with eigenvalues $(-1, n-1)$, sum $=n-2$ and product $-(n-1)$, is:
$\lambda^{2}-(n-2) \lambda-(n-1) \Rightarrow \lambda=\frac{(n-2) \pm \sqrt{(n-2)^{2}+4(n-1)}}{2}$
So, $\operatorname{asymp}\left(r\left(-1 K_{n} n-1\right)\right)=\frac{n-2}{-(n-1)}=-1$.
So the eigen-bi-balanced ratio asymptote of the complete graphs is -1 , which is the same as one of the eigen-pairs. If a class of graphs is eigen-bi-balanced with respect to the pair $(a, b)$ and its asymptote is the same as one of the eigen-pairs, then it is said to be asymptotically closed with respect to the pair $(a, b)$. Therefore, the class of complete graphs is asymptotically closed with respect to the pair $(-1, n-1)$.

## Theorem 3.8.2

The eigen-bi-balanced ratio areas of complete bipartite graphs, wheel graphs and star graphs with rays of length 2 , are each bounded above by the area of the complete graph.

## Proof

As per Section 3.6.1, the eigen-bi-balanced ratio area of the complete graph is

$$
\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))
$$

As per Section 3.6.2, the eigen-bi-balanced ratio area of the split complete bipartite graph is

$$
\operatorname{Ar}\left(K_{\frac{n}{2}, \frac{n}{2}}\right)^{\frac{n}{2}, \frac{n}{2}}=\frac{n^{2}}{2}
$$

As per Section 3.6.3, the eigen-bi-balanced ratio area of the wheel graph is

$$
\operatorname{Ar}\left(W_{n}\right)^{\frac{2+\sqrt{4+4(n-1)}}{2}, \frac{2-\sqrt{4+4(n-1)}}{2}}=\frac{4(n-1)}{n}(\ln |n-1|)
$$

As per Section 3.6.4, the eigen-bi-balanced ratio area of the star graph with rays of length 2 is

$$
\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{\sqrt{m+1},-\sqrt{m+1}}=\frac{2 \sqrt{2}(n-1)}{n} \sqrt{n+1}, \text { where } m=\frac{(n-1)}{2} \text { and } n \geq 3 .
$$

1. Considering the eigen-bi-balanced ratio area of the complete graph and the complete split bipartite graph, we get

| $\boldsymbol{N}$ | Complete graph | Complete split bi-partite graph |
| ---: | ---: | ---: |
|  |  |  |
| 2 | 2 | 2 |
| 3 | 4.61 | 4.5 |
| 4 | 8.7 | 8 |
| 5 | 14.45 | 12.5 |
| 100 | 9445.08 | 5000 |
| 1000 | 992100.15 | 500000 |
| 10000 | 99897906.81 | 50000000 |

Table 3.8.1: Eigen-bi-blanced area of complete and complete split bi-partite graphs for values on $n$

Now, for large values of $n$,
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))$, behaves like $n^{2}$ and is an increasing function of $n$, and

$$
\operatorname{Ar}\left(K_{\frac{n}{2}, \frac{n}{2}}\right)^{\frac{n}{2}, \frac{n}{2}}=\frac{n^{2}}{2}
$$

So we can conclude that
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}>\operatorname{Ar}\left(K_{\frac{n}{2}, \frac{n}{2}}\right)^{\frac{n}{2}, \frac{n}{2}}$ for large $n$.
i.e., the area of the complete graphs is greater than or equal to the area of the split complete bipartite graph.
2. Considering the eigen-bi-balanced ratio area of the complete graph and the wheel graph for $n \geq 3$, we get

| $\boldsymbol{N}$ | Complete graph | Wheel graph |
| ---: | ---: | ---: |
|  |  |  |
| 3 | 4.61 | 1.85 |
| 4 | 8.7 | 3.3 |
| 5 | 14.45 | 4.4 |
| 100 | 9445.08 | 18.2 |
| 10000 | 992100.15 | 27.6 |
| 100897906.81 | 36.84 |  |

Table 3.8.2: Eigen-bi-blanced area of complete and wheel graphs for values on $n$
Now, for large values of $n$,
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))$, behaves like $n^{2}$ and is an increasing function of $n$, and
$\operatorname{Ar}\left(W_{n}\right)^{\frac{2+\sqrt{4+4(n-1)}}{2}, \frac{2-\sqrt{4+4(n-1)}}{2}}=\frac{4(n-1)}{n}(\ln |n-1|)<n$.
So we can conclude that
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}>\operatorname{Ar}\left(W_{n}\right)^{\frac{2+\sqrt{4+4(n-1)}}{2}, \frac{2-\sqrt{4+4(n-1)}}{2} \text { for large } n . ~ . . . . ~}$
i.e., The eigen-bi-balanced ratio area of the complete graphs is greater than the area of the wheel graph for $n \geq 3$.
3. Considering the eigen-bi-balanced ratio area of the complete graph and the star graph with rays of length 2 , for $n \geq 3$, we get

| $\boldsymbol{N}$ | Complete graph | Star graph with rays of lenth 2 |
| ---: | ---: | ---: |
|  |  |  |
| 3 | 4.61 | 3.77 |
| 5 | 14.45 | 5.54 |
| 7 | 31.25 | 6.86 |
| 101 | 9639.48 | 28.28 |
| 1001 | 994092.24 | 89.44 |
| 1001 | 99917896.60 | 282.84 |

Table 3.8.2: Eigen-bi-blanced area of complete and complete split bi-partite graphs for values on $n$

Now, for large values of $n$,
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))$, behaves like $n^{2}$ and is an increasing function of $n$, and $\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-\sqrt{m+1}, \sqrt{m+1}}=\frac{2 \sqrt{2}(n-1)}{n} \sqrt{n+1}$, where $m=\frac{(n-1)}{2}$ behaves like $2 \sqrt{2 n}$ and is an increasing function of $n$.

So we can conclude that
$\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}>\operatorname{Ar}\left(S_{1, m P_{3}}\right)^{-\sqrt{m+1}, \sqrt{m+1}}$, where $m=\frac{(n-1)}{2}$
i.e., the eigen-bi-balanced ratio area of the complete graph is greater than the area of the star graph with rays of length 2 , for $n \geq 3$.

So we can conclude that the eigen-bi-balanced areas of complete bipartite graphs, wheel graphs and star graphs with rays of length 2 , are each bounded above by the area of the complete graph.

## Theorem 3.8.3

If a class of graphs has eigen-bi-balanced ratio
$r=r(a \mathfrak{J} b)=\frac{a+b}{a b}$
then $a r \neq 1$ and $b r \neq 1$.

Also, if $r$ is non-zero, the elements of the eigen-pair $(a, b)$ cannot both be $\frac{1}{r}$.

## Proof

Let $\frac{a+b}{a b}=r(a \Im b)=r \Rightarrow a+b=r a b$.

If we let $a b=y$, we get $a+b=r a b=r y$
so
$a+\frac{y}{a}=r y$
$\Rightarrow a^{2}+y=r a y$
$\Rightarrow y=\frac{-a^{2}}{1-a r}=a b$
$\Rightarrow b=\frac{a}{a r-1}$, for $a r \neq 1$.

Swopping the roles of $a$ and $b$ we get the desired result.

The following theorem can be derived from Lee and Yeh [37]:

## Theorem 3.8.4

Define the class of graphs
$\mathfrak{I}=\overline{K_{k}} \oplus K_{n}$
where $k$ is fixed, and $n$, which varies and is greater than 1.

Then this class has eigen-pair $a, b=\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 n k}}{2}$
with eigen-bi-balanced ratio $r(a \mathfrak{I} b)=\frac{n-1}{-n k}$
with eigen-bi-balanced ratio asymptote $\operatorname{asymp}(r(a \mathfrak{J} b))=\frac{-1}{k}$
and area $\operatorname{Ar}(\mathfrak{J})^{a, b}=\left(\frac{n(n-1)+2 k n}{n+k}\right)\left(\frac{n}{k}-\frac{1}{k} \ln (n+1)\right)$

## Proof

From section 2.7.3, the eigenvalue conjugate pair associated with this join is:
$(a, b)=\frac{(n-1) \pm \sqrt{(n-1)^{2}+4 n k}}{2}$

Then $\operatorname{sum}(a, b)=\frac{2(n-1)}{2}=(n-1)$ and
and product $(a, b)=\frac{-4 n k}{4}=-k n$,
and $r(a \Im b)=\frac{n-1}{-n k}$
and $\operatorname{asymp}(r(a \Im b))=\frac{-1}{k}$ as $n$ becomes increasingly large.

The eigen-bi-balanced ratio area is (with average degree $B$ ):

$$
\begin{aligned}
\operatorname{Ar}(\mathfrak{J})^{a, b} & =B\left|\int \frac{1-n}{k n} d(n+k)\right| \\
& =\frac{n(n-1)+2 k n}{(n+k)}\left|\int\left[\frac{1}{k n}-\frac{1}{k} d(n)\right]\right|
\end{aligned}
$$

$$
\begin{equation*}
=\frac{n(n-1+2 k)}{(n+k)}\left(\frac{n}{k}-\frac{1}{k} \ln n+c\right) \tag{1}
\end{equation*}
$$

With $k=1$, the area must be that of the complete graph on $(n+1)$ vertices, which is, as per section 3.6.1,

$$
\begin{aligned}
\operatorname{Ar}\left(K_{n+1}\right)^{-1, n} & =(n+1-1)(n+1-\ln (n+1-1)) \\
& =(n)(n+1-\ln (n)) .
\end{aligned}
$$

Hence, from (1) with $k=1$,

$$
\begin{aligned}
& \operatorname{Ar}(\mathfrak{J})^{a, b}=\frac{n(n-1+2)}{n+1}\left(\frac{n}{1}-\frac{1}{1} \ln n+c\right)=\operatorname{Ar}\left(K_{n+1}\right)^{-1, n}=(n)(n+1-\ln (n)) \\
& \Rightarrow \frac{n(n+1)}{n+1}(n-\ln n+c)=(n)(n+1-\ln (n)) \\
& \Rightarrow \frac{n(n+1)}{n+1}(n-\ln n+c)=(n)(n-\ln (n)+1) \\
& \Rightarrow c=1
\end{aligned}
$$

So,
$\operatorname{Ar}(\mathfrak{I})^{a, b}=\left(\frac{n(n-1)+2 k n}{n+k}\right)\left(\frac{n}{k}-\frac{1}{k}(\ln n)+1\right)$
Note that the complement $\bar{G}$ of any $G \in \mathfrak{I}$ above, is not connected, and therefore cannot be eigen-bi-balanced as per the definition. Hence the class of graphs $\bar{G} \in \overline{\mathfrak{J}}$ is not eigen-bi-balanced. This result applies for the class of complete graphs, complete bipartite graphs, wheels and star graphs.

Alternatively, we could have formed the join (with $n$ vertices) $\mathfrak{I}=\overline{K_{k}} \oplus K_{n-k}$, which, by substituting $n$ with ( $n-k$ ) into Theorem 3.8.4, has conjugate pairs

$$
(a, b)=\frac{n-k-1 \pm \sqrt{(n-k-1)^{2}+4 k(n-k)}}{2}
$$

with ratio

$$
r(a \widetilde{\Im} b)=\frac{k+1-n}{k(n-k)}=\frac{-(n-k)+1}{k(n-k)}
$$

which has asymptote as before $\operatorname{asymp}(r(a \mathfrak{J} b))=\frac{-1}{k}$.

The area is

$$
\begin{aligned}
\operatorname{Ar}(\mathfrak{J})^{a, b} & =B\left|\int\left[-\frac{1}{k} d n+\frac{1}{k(n-k)}\right] d n\right| \\
& =B\left(\frac{n}{k}-\frac{1}{k} \ln (n-k)+c\right) \\
& =\left(\frac{(n-k)(n-k-1)+2 k(n-k)}{n}\right)\left(\frac{n}{k}-\frac{1}{k} \ln (n-k)+c\right)
\end{aligned}
$$

When $k=1$, we must get the area the of the complete graph on $n$ vertices, so that,

$$
\begin{aligned}
\operatorname{Ar}\left(K_{n}\right)^{-1, n-1} & =(n-1)(n-\ln (n-1)) \\
& =\left(\frac{(n-1)(n-1-1)+2(n-1)}{n}\right)\left(\frac{n}{1}-\frac{1}{1} \ln (n-1)+c\right) \\
& =\left(\frac{(n-1)(n-2)+2(n-1)}{n}\right)(n-\ln (n-1)+c) \\
& =(n-1)(n-\ln (n-1)+c) \text { which gives } c=0 .
\end{aligned}
$$

Hence $A(\mathfrak{J})^{a, b}=\left(\frac{(n-k)(n-k-1)+2 k(n-k)}{n}\right)\left(\frac{n}{k}-\frac{1}{k}(\ln (n-k))\right)$
where $\mathfrak{I}=\overline{K_{k}} \oplus K_{n-k}$.

## Conjecture 3.8.1

The maximum eigen-bi-balanced ratio area of classes of graphs on at least 6 vertices is that of the complete graph and is equal to $(n-1)(n-\ln (n-1))$.

Remark: The height $H=n$ of the complete split bipartite graph is greater than the height $H=n-\ln (n-1)$ of complete graphs. However multiplying by the average degree results in the complete graph having the greater area
i.e., $\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))>\frac{n^{2}}{2}=\operatorname{Ar}\left(K_{\frac{n}{2}, \frac{n}{2}}\right)^{-\frac{n}{2} \cdot \frac{n}{2}}$

A trivial association with spanning trees and areas is given below:

From section 3.6.2, the complete split-bipartite graph has area:
$\operatorname{Ar}(G)=\frac{n^{2}}{2}=\frac{\operatorname{shad}(G)}{2 t(G)}$

From section 3.6.1, for the complete graph the area, in respect of the eigenvalues -1 and $n-1$, is:

$$
\begin{aligned}
\operatorname{Ar}\left(K_{n}\right)^{-1, n-1} & =(n-1)(n-\ln (n-1)) \\
& =n^{2}-n \ln (n-1)-n+\ln (n-1) \\
& <n^{2}+\ln (n-1)
\end{aligned}
$$

Now $\ln (n-1)<\ln (n)<n<2 n+1$,
so $\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}<n^{2}+2 n+1=(n+1)^{2}=\frac{\operatorname{shad}\left(K_{n+1}\right)}{t\left(K_{n+1}\right)}$.

Note that for wheels with $n$ spokes, the conjugate eigen-pair, as per Section 2.7.1, is
$(a, b)=\frac{2 \pm \sqrt{4+4 n}}{2}$ so that
$|a+b|+|a b|=\left|\frac{2+\sqrt{4+4 n}}{2}+\frac{2-\sqrt{4+4 n}}{2}\right|+\left|\frac{2+\sqrt{4+4 n}}{2} \cdot \frac{2-\sqrt{4+4 n}}{2}\right|$ $=2+n$

For the join of two cycles of length $n$, there exists a pair of eigenvalues $(a, b)=2 \pm n$ so that
$|a+b|+|a b|$
$=|2+n+2-n|+|(2+n)(2-n)|$
$=4+\left|4-n^{2}\right|$
$=n^{2}$

See Lee and Yeh [37].

Note that for $c(d)$ respectively being the maximum (minimum) degrees of the vertices in the respective graphs, the wheel graph above has $|a+b|+|a b|=(2+n) \leq 3(n-1)=c d$ and the join of two cycles of length $n$ has $|a+b|+|a b|=n^{2} \leq(n+2)^{2}=c d$. This suggests part (i) of the following conjecture.

For star graphs with $m$ rays of length 2 , we have eigen-pair $(a, b)=(\sqrt{m+1},-\sqrt{m+1})$, and $|a+b|=|\sqrt{m+1}-\sqrt{m+1}|=0$ and $|a b|=|(\sqrt{m+1})(-\sqrt{m+1})|=(m+1)$. Also $c=m$ and $d=1$, so $\frac{|a b|}{d}=\frac{m+1}{1}=c+1$. So, the star graph with $m$ rays of length 2 , suggests part (ii) of the conjecture below.

## Conjecture 3.8.2

If a class of non-complete graphs, is eigen-bi-balanced with associated eigen-pair $(a, b)$ of a member of the class, the member having maximum (minimum) degree $c(d)$ respectively, then
(i) if $a+b \neq 0$ then $|a+b|+|a b| \leq c d$
(ii) if $a+b=0$ then $\frac{|a b|}{d} \leq c+1$.

### 3.9 Eigen-bi-balanced classes of graphs - density

## Definition 3.9.1: Eigen-bi-balanced density

The interval $[-1,0]$ is more convenient if it is a positive interval: we define the eigen-bibalanced density of a class of eigen-bi-balanced graphs with asymptote $\operatorname{asymp}(r(a \mathfrak{J} b))$ as
$\Omega_{r}(\mathfrak{J})=|\operatorname{asymp}(r(a \Im b))|$
so that the complete graph has eigen-bi-balanced density 1 , which we propose is the largest density of all possible eigen-bi-balanced graphs (the maximum density of a class of graphs will be the largest of its densities over all its possible ratios).

## Conjecture 3.9.1

The asymptotic eigen-bi-balanced ratio of uniquely eigen-bi-balanced classes of graphs lies in the interval $[-1,0]$ and the complete graph is the only graph which is asymptotically closed with respect to its unique eigen-pair. The density lies on the interval $[0,1]$ with the largest density that of complete graphs, which equals 1.

### 3.10 Eigen-bi-balanced classes of graphs - energy and asymptotes

There is much research on the energy of a graph - it is related to the total $\pi$-electron energy in a molecule represented by a (molecular) graph.

## Definition 3.10.1: Energy of a graph

The energy of a graph with adjacency matrix A with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$ is:
$E^{A}=\sum_{i=1}^{n}\left|\lambda_{i}\right|$
See Stevanoviç [45].
If we have a class of eigen-bi-balanced graphs, is there a way of determining if the asymptotic ratio has an effect on the energy of a graph? It may be possible by assigning this asymptotic value to the vertices of the graph as, for example, a weight of a loop on a vertex - see Adiga, Bayad, Gutman and Srinivas [1]. This suggests the following definition:

## Definition 3.10.2: R-asymptotic eigen-bi-balanced matrix

The $r$-asymptotic eigen-bi-balanced matrix $C_{r}^{\infty}=\left(c_{i j}\right)$, associated with the adjacency matrix $A=\left(a_{i j}\right)$ of $G$ on $n$ vertices with an eigen-bi-balanced ratio asymptote $r(a \Im b)^{\infty}$, is defined as:

$$
c_{i j}=\left\{\begin{array}{l}
a_{i j} ; i \neq j \\
\operatorname{deg}\left(a_{j}\right)+r(a \mathfrak{J} b)^{\infty} ; i=j
\end{array}\right.
$$

If $G$ is $k$-regular and $A$ has eigenvalues $k=\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$, then the eigenvalues of $C_{r}^{\infty}$ are:

$$
2 k+r(a \Im b)=\lambda_{1} \geq \lambda_{2}+k+r(a \Im b) \geq \ldots \geq \lambda_{n}+k+r(a \Im b)
$$

In particular, if $r=0$ the $C_{0}^{\infty}$ is the signless Laplacian matrix.

Definition 3.10.3: $R$-asymptotic eigen-bi-balanced matrix

The energy of the r-asymptotic eigen-bi-balanced matrix $C_{r}^{\infty}=C$, associated with the graph $G$ on $n$ vertices and $m$ edges, with eigenvalues of $C_{r}^{\infty}=C$ being $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$, is:
$E^{C_{r}^{\infty}}=\sum_{i=1}^{n}\left|\lambda_{i}-\frac{2 m}{n}\right|$

See Stevanoviç [45].
If $r=0$ then we get the energy of the signless Laplacian matrix.
If $r \neq 0$, such as for the complete graph $K_{n}$ on $n$ vertices and $\frac{n(n-1)}{2}$ edges, then its (-1)-asymptotic eigen-bi-balanced energy is found as follows:

As per Theorem 2.2.1, the eigenvalues of $K_{n}$ are $(n-1)^{1} ;(-1)^{n-1}$ so that the eigenvalues of $C_{-1}^{\infty}$ are:
$\lambda_{1}=2(n-1)-1=2 n-3 \quad$ once
$\lambda_{2}=-1+(n-1)-1=n-3 \quad(n-1)$ times
so that the $r$-asymptotic eigen-bi-balanced energy of $G$ (with eigen-pair $(a, b)$ ) is:

$$
\begin{aligned}
E^{C_{-1}^{\infty}} & =\sum_{i=1}^{n}\left|\lambda_{i}-\frac{2 m}{n}\right| \\
& =\left|(2 n-3)-\frac{2 n(n-1)}{2 n}\right|+(n-1)\left|(n-3)-\frac{2 n(n-1)}{2 n}\right| \\
& =|(2 n-3)-(n-1)|+(n-1)((n-3)-(n-1) \mid \\
& =|(n-2)|+(n-1)(-2) \mid \\
& =n-2+2 n-2 \\
& =3 n-4
\end{aligned}
$$

This energy is greater than the normal energy $E^{A}=2 n-2$ of a complete graph on a large number of vertices. This asymptotic energy can be regarded as the eigen-pair balanced energy associated with the graph $G$ as the order of $G$ becomes increasingly large.

### 3.11 Eigen-bi-balanced classes of graphs - matrix ratio

## Definition 3.11.1: Matrix eigen-bi-balanced ratio equation

Let $A$ be the adjacency matrix of a graph $G \in \mathfrak{I}$, where $\mathfrak{I}$ is a eigen-bi-balanced class of graphs. If the eigenvectors $\underline{v_{1}}, \underline{v_{2}}$, associated with the eigen-pair $(a, b)$, have unit length, then we have the matrix eigen-bi-balanced ratio equation:
$\frac{{\underline{v_{1}}}^{t} A \underline{v_{1}}+{\underline{v_{2}}}^{t} A \underline{v_{2}}}{{\underline{v_{1}}}^{t} A \underline{v_{1}} \underline{v_{2}}}=\frac{a+b}{a b}$

For example, if $\mathfrak{J}$ is the class of complete graphs, $K_{n}$, then as per Theorem 2.1.1, $A\left(K_{n}\right)$ has eigenvalues $n-1$ and -1 , with eigenvectors of unit length $\underline{v_{1}}=\frac{1}{\sqrt{n}}(1,1, \ldots, 1)$ and $\underline{v_{2}}$ (which is the unit eigenvector associated with the second eigenvalue of -1 ), then

$$
\xlongequal[{\underline{v_{1}}}^{t} A \underline{v_{1}}+\underline{v}_{2}^{t} A \underline{v_{1}} \underline{v}_{2}^{t} A \underline{v_{2}}]{\underline{v}_{2}^{t}}=\frac{n-1+(-1)}{(n-1)(-1)}=\frac{n-2}{1-n} .
$$

This is an original definition, and is interesting, along with other ratios of matrices which have been defined and investigated over time, for example, the Rayleigh ratio of

$$
R(H, \underline{x})=\frac{\underline{x}^{T} H \underline{x}}{\underline{x}^{T} \underline{x}} \text {, for any }(h x h) \text { matrix } H \text { and any }(h x 1) \text { vector } \underline{x} .
$$

### 3.12 Conclusion

In this chapter, we used the ideas of integral eigenvalues and conjugate eigen-pairs to introduce the new idea of eigen-sum and eigen-product balanced properties of graphs, involving a pair of non-zero distinct eigenvalues $a$ and $b$. The fact that these attributes were non-zero, together with the idea of robustness, provided the motivation for the definition of the eigen-bi-balanced ratio of classes of graphs, which allowed for the definitions of area and asymptotic ratio of classes of graphs. We found areas and aysmptotes of known classes of graphs and it appears that complete graphs have the largest area and the asymptotes of all graphs may belong to the interval $[-1,0]$.

Since, in this chapter, we considered known classes of graphs, such as complete graphs, bipartite graphs, wheel graphs, it is natural to determine other classes of graphs which are eigen-bi-balanced. In Chapter 4, we construct a new class of $q$-regular graphs (called $q$ -
cliqued graphs) on $\left(q^{2}+1\right)$ vertices, involving exactly $q$ cliques, each of order $q$, together with a central vertex. In Theorem 5.1 we show that its conjugate eigenvalues are a function of $q$, i.e., $\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$. We shall then determine the eigen-bibalanced properties of the new class of $q$-cliqued graphs.

Since this chapter contains new eigen-bi-balanced definitions, the work and results in this chapter are entirely original.

## CHAPTER 4

## $Q$-CLIQUED GRAPHS/DESIGNS

There is much interest in considering graphs which have sub-graphs of a particular kind, such as cliques - see Babat and Sivasubramaniam [6], Graham and Hoffman [26], and Liazi, Milis, Pascual and Zissimopoulos [38]. In this chapter, we consider graphs which have cliques of order $q$ as sub-graphs, and which are also design graphs. We will define the construction of a class of graphs called $q$-cliqued graphs on $q^{2}+1$ vertices, and then prove that these $q$-cliqued graphs are design graphs. We determine various characteristics of $q$-cliqued graphs, namely chromatic number, co-clique number, radius, diameter, etc. Finally, we investigate linear algebra of distance matrices of reduced $q$-cliqued design graphs.

This chapter consists entirely of original work, and contains the general construction of $q$ cliqued graphs. The $q$-cliqued graphs are constructed and illustrated specifically for the cases $q=2,3,4$, and 5 , and then the generalised construction is defined. A number of characteristics of the $q$-cliqued graph are then determined.

This entire chapter is original work, applying the definitions in Chapter 1 to the newly defined $q$-cliqued graph.

### 4.1 Construction of $q$-cliqued graphs

In this section, for $q \geq 2$, we construct a $q$-clique design graph, labelled $G_{K_{q}}{ }^{*}$, and find its associated adjacency matrix. We take $q$ copies of the complete graph on $q$ vertices $K_{q}$, together with a single vertex $v$. Generally, we label the vertices of the $i$ th copy of $\left(K_{q}\right)^{i}$ as $v_{1}^{i}, v_{2}^{i}, \ldots, v_{q}^{i}$, for $1 \leq i \leq q$.

### 4.1.1 For $q=2$, the graph $G_{K_{2}}{ }^{*}$ :

For $q=2$, take 2 copies of $K_{2}$, namely $\left(K_{2}\right)^{i} ; i=1,2$ together with a single vertex $v$. Join $v$ to $v_{1}^{i} ; i=1,2$, so that $v$ has degree 2. More generally, join $v$ to $v_{1}^{i} ; 1 \leq i \leq q$. so that $v$ has degree $q$ generally.


Figure 4.1.1.1: Construction of $G_{K_{2}}{ }^{*}$ - (a)

Finally, join vertices $v_{2}^{1}$ and $v_{2}^{2}$ of $\left(K_{2}\right)^{1}$ and $\left(K_{2}\right)^{2}$ to form a 5-cycle.


Figure 4.1.1.2: Construction of $G_{K_{2}}{ }^{*}$ - (b)
Label vertex $v$ as vertex $v_{1}$, and then for each sub-clique, label the vertices starting from $v_{1}^{1}=v_{2}, v_{2}^{1}=v_{3}$, and $v_{1}^{2}=v_{4}, v_{2}^{2}=v_{5}$.

This graph does not contain a 2-lantern sub-graph so it is a design graph, namely a 2 -cliqued design graph.

Then the $5 \times 5$ adjacency matrix of $G_{K_{2}}{ }^{*}$, where the rows are $v_{1}, \ldots, v_{5}$ and the columns are $v_{1}, \ldots, v_{5}$, is:
$A\left(G_{K_{2}}{ }^{*}\right)=\left[\begin{array}{lllll}0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 0\end{array}\right]$

By definition of $\operatorname{det}\left(\lambda I-A\left(G_{K_{2}}{ }^{*}\right)\right)$, the characteristic polynomial of $A\left(G_{K_{2}}{ }^{*}\right)$ is $\lambda^{5}-5 \lambda^{3}+5 \lambda-2$.

The eigenvalues of this adjacency matrix are: 2 (once); $\frac{-1+\sqrt{5}}{2}$ (twice) and $\frac{-1-\sqrt{5}}{2}$ (twice). The conjugate eigen-pairs are $\frac{-1 \pm \sqrt{5}}{2}$. The diameter is 2 , the tightness of type 1 and tightness of type 2 is 6 . This graph and its associated design are DS, as they are cycles.

### 4.1.2 For $q=3$, the graph $G_{K_{3}}{ }^{*}$ :

For $q=3$, we take 3 copies of $K_{3}$, namely $\left(K_{3}\right)^{1},\left(K_{3}\right)^{2}$, and $\left(K_{3}\right)^{3}$ together with a single central vertex $v$. Join $v$ to $v_{1}^{i} ; i=1,2,3$ :


Figure 4.1.2.1: Construction of $G_{K_{3}}{ }^{*}$ - (a)

Join the remaining vertices of the 3 copies of $K_{3}$ to form 35 -cycles. i.e., $v_{3}^{1}$ and $v_{2 ;}^{2} v_{3}^{2}$ and $v_{2}^{3} ; v_{3}^{3}$ and $v_{2}^{1}$.


Figure 4.1.2.2: Construction of $G_{K_{3}}{ }^{*}$ - (b)
Label central vertex $v$ as vertex $v_{1}$, and then for each sub-clique, label the vertices starting from $v_{1}^{1}=v_{2}, v_{2}^{1}=v_{3}, v_{3}^{1}=v_{4}$, and $v_{1}^{2}=v_{5}, v_{1}^{2}=v_{6}$, $v_{1}^{2}=v_{7}$, and $v_{1}^{3}=v_{8}, v_{1}^{3}=v_{9}, v_{1}^{3}=v_{10}$.


Figure 4.1.2.2: Construction of $G_{K_{3}}{ }^{*}$ - (b)
This is called the 3-cliqued-block-design graph.
Then the $10 \times 10$ adjacency matrix of $G_{K_{3}}{ }^{*}$, where the rows are $v_{1,}, v_{2}, \ldots, v_{10}$ and the columns are $v_{1,}, v_{2}, \ldots, v_{10}$ is:
$A\left(G_{K_{3}}{ }^{*}\right)=\left[\begin{array}{llllllllll}0 & 1 & 0 & & 1 & & & 1 & & \\ 1 & 0 & 1 & 1 & & & & & & \\ & 1 & 0 & 1 & & & & & & \\ & 1 & 1 & 0 & & 1 & & & & \\ 1 & & & & 0 & 1 & 1 & & & \\ & & & 1 & 1 & 0 & 1 & & & \\ & & & & 1 & 1 & 0 & & 1 & \\ 1 & & & & & & & 0 & 1 & 1 \\ & & & & & & 1 & 1 & 0 & 1 \\ & & 1 & & & & & 1 & 1 & 1\end{array}\right]$

All blank elements are zero. Since no two columns are the same, the exclude 3lantern condition holds.

The characteristic polynomial of the adjacency matrix for $q=3$ is:
$\lambda^{10}-15 \lambda^{8}-6 \lambda^{7}+75 \lambda^{6}+48 \lambda^{5}-144 \lambda^{4}-114 \lambda^{3}+75 \lambda^{2}+68 \lambda+12$
The eigenvalues of this adjacency matrix are: $3,1,-2,-2,1.879,1.879,-0.347$, 0.347, -1.532, -1.532 .

The conjugate eigen-pair is $\frac{-1 \pm \sqrt{9}}{2}$.

The number of distinct eigenvalues is 6 , and the number of integer eigenvalues is 4 . The radius is 2 , and the diameter (maximum eigenvalue) is 3 , the tightness of type 1 is 18 , and tightness of type 2 is 12 .

### 4.1.3 For $q=4$, the graph $G_{K_{4}}{ }^{*}$ :

For $q=4$, take 4 copies of $K_{4}$, namely $\left(K_{4}\right)^{1},\left(K_{4}\right)^{2},\left(K_{4}\right)^{3}$, and $\left(K_{4}\right)^{4}$, together with a central vertex $v$. Join $v$ to $v_{1}^{i} ; i=1,2,3,4$. Label each of the vertices within each copy of $K_{4}$ clockwise, starting with $v_{1}^{i} ; v_{2}^{i} ; v_{3}^{i} ; v_{4}^{i} ; \quad i=1,2,3,4$.


Figure 4.1.3.1: Construction of $G_{K 4}{ }^{*}$ - (a)

Join vertices $v_{4}^{i}$ to $v_{2}^{i+1}$ for $1 \leq i \leq n$ where $v_{2}^{n+1}=v_{2}^{1}$ to form 45 -cycles. Join vertex $v_{3}^{i}$ to $v_{3}^{i+1}$ for $1 \leq i \leq n$ where $i$ is odd.


Figure 4.1.3.1: Construction of $G_{K 4}^{*}$ - (b)
Label vertex $v$ as vertex $v_{1}$, and then for each sub-clique, label the vertices clockwise for each sub-clique, starting from $v_{1}^{1}=v_{2}, v_{2}^{1}=v_{3}, v_{3}^{1}=v_{4}$,
$v_{4}^{1}=v_{5}$ and $v_{1}^{2}=v_{6}, v_{2}^{2}=v_{7}, v_{3}^{2}=v_{8}, v_{4}^{2}=v_{9}$, and $v_{1}^{3}=v_{10}, v_{2}^{3}=v_{11}$, $v_{3}^{3}=v_{12}, v_{4}^{3}=v_{13}$, and $v_{1}^{4}=v_{14}, v_{2}^{4}=v_{15}, v_{3}^{4}=v_{16}, v_{4}^{4}=v_{17}$.


Figure 4.1.3.1: Construction of $G_{K_{4}}^{*}$ - (c)

Then the $17 x 17$ adjacency matrix of $G_{K_{4}}{ }^{*}$, where the rows are $v_{1}, v_{2}, \ldots, v_{17}$ and the columns are $v_{1}, v_{2}, \ldots, v_{17}$ is:


All blank entries are zero. The eigenvalues for this adjacency matrix are:
$-2.303,1.303,4,3.403,2.935,2.303,-0.463,-0.684,-1.303,-1.719,-1.473,-2$, $-2,-2,0,0,0$. The conjugate eigen-pair is $\frac{-1 \pm \sqrt{13}}{2}$. The number of distinct eignvalues is 13 , and the number of integer eigenvalues is 7 . The radius is 2 , and the diameter (maximum eigenvalue) is 4 , the tightness of type 1 is $13 \times 4=52$, and tightness of type 2 is $(4+1) \times 4=20$.
4.1.4 For $q=5$, the graph $G_{K_{5}}{ }^{*}$ :

For $q=5, G_{K_{5}}{ }^{*}$ is:


Figure 4.1.3.1: Construction of $G_{K 4}{ }^{*}$

Label vertex $v$ as vertex $v_{1}$, and then for each sub-clique, label the vertices clockwise starting from $v_{j}^{1}, 1 \leq j \leq 5, v_{j}^{2}, 1 \leq j \leq 5, v_{j}^{3}, 1 \leq j \leq 5$, $v_{j}^{4}, 1 \leq j \leq 5, v_{j}^{5}, 1 \leq j \leq 5$.The resultant $26 x 26$ adjacency matrix of $G_{K_{5}}{ }^{*}$, where the rows are $v_{1}, v_{2}, \ldots, v_{26}$ and the columns are $v_{1}, v_{2}, \ldots, v_{26}$ is:


All blank entries are zero.

Eigenvalues for $q=5$ :
$-2.562,1.562,5.00,4.381,4.381,3.447,3.447,-1.662,-1.662,-1.272,-1.272$,
$-0.719,-0.719,-0.174,-0.174,0,0,0,0,0,-2,-2,-2,-2,-2,-2$. The conjugate eigen-pair is $\frac{-1 \pm \sqrt{17}}{2}$. The number of distinct eignvalues is 11 , and the number of integer eigenvalues is 3 . The radius is 2 , and the diameter (maximum eigenvalue) is 5 , the tightness of type 1 is $11 \times 5=55$, and tightness of type 2 is $(4+1) \times 5=25$.
4.1.5 For $q=n$, the general construction of graph $G_{K_{n}}{ }^{*}$ :

The general construction of the $\left(1+n^{2}\right) \times\left(1+n^{2}\right)$ adjacency matrix of $G_{K_{n}}{ }^{*}$ where the rows are $v_{1}, v_{2}, \ldots, v_{1+n^{2}}$ and the columns are $v_{1}, v_{2}, \ldots, v_{1+n^{2}}$ is as follows:
$a_{i, i}=0 ; \quad 1 \leq i \leq\left(1+n^{2}\right)$
Join $v$ to $v_{1}^{i} ; 1 \leq i \leq n$ :
$a_{1,1+\lambda n+1}=1 ; 0 \leq \lambda \leq n-1$
$a_{1+\lambda n+1,1}=1 ; 0 \leq \lambda \leq n-1$

## Sub-cliques:

$$
\begin{aligned}
& a_{1+\lambda n+k, 1+\lambda n+l}=0 ; 0 \leq \lambda \leq n-1 ; 1 \leq k \leq n ; 1 \leq l \leq n ; \quad k=l \\
& a_{1+\lambda n+k, 1+\lambda n+l}=1 ; \quad 0 \leq \lambda \leq n-1 ; 1 \leq k \leq n ; 1 \leq l \leq n ; \quad k \neq l
\end{aligned}
$$

$v_{n}^{i}$ of clique $\boldsymbol{i}$ (the $\boldsymbol{n}$ th vertex in clique $i$ ) joins to $v_{2}^{i+1}$ (the 2nd vertex in clique $(i+1)$ ):
$a_{1+\lambda n+n, 1+(\lambda+1) n+2}=1 ; 0 \leq \lambda \leq n-1 ;$
$a_{1+(\lambda+1) n+2,1+\lambda n+n}=1 ; 0 \leq \lambda \leq n-1 ;$
$v_{j}^{i}$ of clique $\boldsymbol{i}$ (the $\boldsymbol{j}$ th vertex in clique $i$ ) joins to $v_{j-1}^{i+1}$ (the $(\boldsymbol{j}-1)$ th vertex in clique $(i+1)$ ):

$$
\begin{aligned}
& a_{1+\lambda n+j, 1+(\lambda+1) n+(j-1))}=1 ; \quad 0 \leq \lambda \leq n-1 ; 4 \leq j \leq n-1 ; \quad j \text { even } \\
& a_{1+(\lambda+1) n+(j-1)), 1+\lambda n+j,}=1 ; \quad 0 \leq \lambda \leq n-1 ; 4 \leq j \leq n-1 ; \quad j \text { even }
\end{aligned}
$$

$v_{j}^{i}$ of clique $i$ (the $\boldsymbol{j}$ th vertex in clique $\boldsymbol{i}$ ) $\mathbf{j o i n s}$ to $v_{j}^{i+1}$ (the $\boldsymbol{j}$ th vertex in
clique $(i+1)), j=n-1$; n even, $j$ odd, $i$ odd:
$a_{1+\lambda n+j, 1+(\lambda+1) n+j}=1 ; 0 \leq \lambda \leq n-1 ; \quad j=n-1, \quad \lambda$ even
$a_{1+(\lambda+1) n+j, 1+\lambda n+j}=1 ; \quad 0 \leq \lambda \leq n-1 ; \quad j=n-1, \quad \lambda$ even
If for $a_{i, j} i>\left(1+n^{2}\right)$ then $i=i-\left(1+n^{2}\right)$ and if for
$a_{i, j} j>\left(1+n^{2}\right)$ then $j=j-\left(1+n^{2}\right)$
$a_{i, j}=0 ; \quad 1 \leq i \leq\left(1+n^{2}\right), 1 \leq j \leq\left(1+n^{2}\right)$ otherwise.
The results of this general definition of the construction of a $q$-cliqued graph have been verified using a generic Excel spreadsheet, for the cases $q=4,5$, and 6.

## 4.2 $Q$-cliqued graphs are design graphs

## Theorem 4.2.1

The $q$-cliqued graphs, denoted by $G_{K_{q}}{ }^{*}$, and as constructed in Section 4.2, (for $q \geq 2$ ), are design graphs, that is

1. They are $q$-regular;
2. The number of vertices $\left(q^{2}+1\right)$ and $q$ cannot both be odd; and
3. The blocks of the design must be distinct i.e., no two non-adjacent vertices in the graph are adjacent to the same set of vertices, i.e., the graph does not contain a $q$-lantern sub-graph.

## Proof:

1. By definition of construction, the $q$-cliqued graphs are $q$-regular.
2. The number of vertices in a $q$-cliqued graph is $q^{2}+1$. If $q$ is even, then $q^{2}+1$ is odd, and if $q$ is odd, then $q^{2}+1$ is even. So condition 2 holds for all $q \geq 2$.
3. The condition 3 is true for $q=2,3,4$, and 5 since the constructed graphs do not contain $q$-lantern sub-graphs. This is also evident from the associated adjacency matrices, as no two columns are the same.

For $q=n, n \geq 6$, consider the following cases of pairs of non-adjacent matrices in $G_{K_{n}}{ }^{*}$ :

- Take two non-adjacent vertices $v_{i}^{a}$ and $v_{j}^{b}$ where $v_{i}^{a}$ and $v_{j}^{b}$ belong to different complete sub-graphs (each of order $q$ ) $K_{a}$ and $K_{b}$ of $G_{K_{n}}{ }^{*}$. Then $v_{i}^{a}$ is adjacent to $q-1$ vertices in $K_{a}$ i.e., $v_{i}^{a}$ is adjacent to $v_{k}^{a} ; 1 \leq k \leq q$, where $k \neq i$, and $v_{b}^{j}$ is adjacent to $q-1$ vertices in $K_{b}$ i.e., $v_{j}^{b}$ is adjacent to all $v_{l}^{b} ; 1 \leq l \leq q$, where $l \neq j$. Also, by definition of the construction of $G_{K_{n}}{ }^{*}, v_{i}^{a}$ in $K_{a}$ is not adjacent to ALL $v_{l}^{b} ; 1 \leq l \leq q$, where $l \neq j$, and $v_{j}^{b}$ in $K_{b}$ is not adjacent to ALL $v_{k}^{a} ; 1 \leq k \leq q$, where $k \neq i$. From this, $v_{i}^{a}$ and $v_{j}^{b}$ do not have the same neighbourhood set in $G_{K_{n}}{ }^{*}$. Therefore $v_{i}^{a}$ and $v_{j}^{b}$ do not form twin vertices of a q-lantern sub-graph of $G_{K_{n}}{ }^{*}$.
- Take two non-adjacent vertices $v_{i}^{a}$ and $v_{j}^{b}$ where $v_{i}^{a}, 1 \leq i \leq q$, is a vertex in the complete sub-graph $K_{a}$, of order $q$, and $v$ is the central vertex of $G_{K_{n}}{ }^{*}$. Then $v_{i}^{a}$ is adjacent to $q-1$ vertices in $K_{a}$ ie $v_{i}^{a}$ is adjacent to $v_{k}^{a} ; 1 \leq k \leq q$, where $k \neq i$, and by construction, $v$ is only adjacent to one of $v_{k}^{a} ; 1 \leq k \leq q$, where $k \neq i$. Therefore, $v_{i}^{a}$ and $v$ do not have the same neighbourhood set in $G_{K_{n}}{ }^{*}$. Therefore $v_{i}^{a}$ and $v_{j}^{b}$ do not form the twin vertices of a $q$-lantern sub-graph of $G_{K_{n}}{ }^{*}$.

Therefore the 3 conditions required for $G_{K_{n}}{ }^{*}$ to be a design graph, have been met, so our $q$-cliqued graphs as defined in Section 4.1 are design graphs.

### 4.3 Chromatic number of $\boldsymbol{q}$-cliqued graphs

## Theorem 4.3.1

The chromatic number of $q$-cliqued graphs $G_{K_{q}}{ }^{*}$ is $q$, where $q \geq 3$.

## Proof

For $q=3, G_{K_{3}}{ }^{*}$ is:


Figure 4.3.1: Colouring of $G_{K 3}{ }^{*}$

Colour the central vertex $v$ with colour 1 (purple), and $v_{1}^{i} ; i=1,2,3$ with the second colour (yellow). Colour $v_{2}^{i} ; i=1,2,3$ with the third colour (red), and colour $v_{3}^{i} ; i=1,2,3$ with the first colour (purple). No two adjacent vertices have the same colour, and no fewer than 3 colours could have been used (as each sub-clique requires at least 3 unique colours). So the chromatic number of $G_{K_{3}}{ }^{*}$ is 3 .

For $q=4, G_{K_{4}}{ }^{*}$ is:


Figure 4.3.2: Colouring of $G_{K_{4}}{ }^{*}$
Colour the central vertex $v$ with colour 1 (purple), and $v_{1}^{i} ; i=1,2,3,4$ with the second colour (yellow). Colour $v_{2}^{i} ; i=1,2,3,4$ with the third colour (green) and colour $v_{3}^{i} ; i=1,2,3,4$ with the fourth colour (red). Colour $v_{4}^{i} ; i=1,2,3,4$ with the first colour (purple). No two adjacent vertices have the same colour, and no fewer than 4 colours could have been used (as each sub-clique requires at least 4 unique colours). So the chromatic number of $G_{K_{4}}{ }^{*}$ is 4 .

For $q=5, G_{K_{5}}{ }^{*}$ is:


Figure 4.3.3: Colouring of $G_{K 5}{ }^{*}$

Colour the central vertex $v$ with colour 1 (purple), and $v_{1}^{i} ; i=1,2,3,4,5$ with the second colour (yellow). Colour $v_{2}^{i} ; \quad i=1,2,3,4,5$ with the third colour (green), colour $v_{3}^{i} ; i=1,2,3,4,5$ with the fourth colour (red), colour $v_{4}^{i} ; i=1,2,3,4,5$ with the fifth colour (black), and $v_{5}^{i} ; \quad i=1,2,3,4,5$ with the first colour (purple). No two adjacent vertices have the same colour, and no fewer than 5 colours could have been used (as each sub-clique requires at least 5 unique colours). So the chromatic number of $G_{K_{5}}{ }^{*}$ is 5 .

For $q=6, G_{K_{6}}{ }^{*}$ is:


Figure 4.3.4: Colouring of $G_{K 6}{ }^{*}$

Colour the central vertex $v$ with colour 1 (purple), and $v_{1}^{i} ; i=1,2,3,4,5,6$ with the second colour (yellow). Colour $v_{2}^{i} ; i=1,2,3,4,5,6$ with the third colour (green), colour $v_{3}^{i} ; i=1,2,3,4,5,6$ with the fourth colour (red), colour $v_{4}^{i} ; i=1,2,3,4,5,6$ with the fifth colour (light blue).

- For $i$ odd, and colour $v_{5}^{i} ; 1 \leq i \leq 6$ with the sixth colour (black) and colour $v_{6}^{i} ; 1 \leq i \leq 6$ with the first colour (purple).
- For i even, and colour $v_{5}^{i} ; 1 \leq i \leq 6$ with the first colour (purple) and colour $v_{6}^{i} ; 1 \leq i \leq 6$ with the sixth colour (black).

No two adjacent vertices have the same colour, and no fewer than 6 colours could have been used (as each sub-clique requires at least 6 unique colours). So the chromatic number of $G_{K_{6}}{ }^{*}$ is 6 .

For $q=n$, we take $G_{K_{n}}{ }^{*}$. Colour the central vertex with colour 1. Colour $v_{1}^{i} ; 1 \leq i \leq n$ with the 2nd colour, $v_{2}^{i} ; 1 \leq i \leq n$, with the third colour, and continue sequentially until you colour $v_{n-2}^{i} ; 1 \leq i \leq n$, with the $(n-1)$ th colour.

If $n$ is even, then:

- when $i$ is odd, colour $v_{n-1}^{i} ; 1 \leq i \leq n$, with the $n$th colour and colour $v_{n}^{i} ; 1 \leq i \leq n$, with the 1 st colour.
- where $i$ is even, colour $v_{n-1}^{i} ; 1 \leq i \leq n$, with the 1 st colour and colour $v_{n}^{i} ; 1 \leq i \leq n$, with the $n$th colour.

If $n$ is odd, then:

- for all $i$, colour $v_{n-1}^{i} ; 1 \leq i \leq n$, with the $n$th colour and colour $v_{n}^{i} ; 1 \leq i \leq n$, with the 1 st colour .

With the above colouring, no two adjacent vertices will have the same colour (by the construction of the colouring). As it is not possible to colour the $G_{K_{n}}{ }^{*}$ graph with fewer than $n$ colours (since $G_{K_{n}}{ }^{*}$ containes $n$ cliques) such that all adjacent vertices have different colours, then the chromatic number of $G_{K_{n}}{ }^{*}$ is $n$.

### 4.4 Co-clique number of $q$-cliqued graphs

## Theorem 4.4.1

The co-clique number of $q$-cliqued graphs $G_{K_{q}}{ }^{*}$ is $q+1$, for $q \geq 3$.

## Proof

For $q=3, G_{K_{3}}{ }^{*}$ is:


Figure 4.4.1: Co-clique number of $G_{K 3}{ }^{*}$

From Figure 4.4.1, the largest set of non-adjacent vertices are shaded in red, and therefore the co-clique number of $G_{K_{3}}{ }^{*}$ is 4 . The shaded vertices are $v_{3}^{i} ; 1 \leq i \leq 3$, together with the central vertex. The co-clique number is therefore equal to $q+1$.

For $q=4, G_{K_{4}}{ }^{*}$ is:


Figure 4.4.2: Co-clique number of $G_{K_{4}}$

From Figure 4.4.2, the largest set of non-adjacent vertices are shaded in red, and therefore the co-clique number of $G_{K_{4}}{ }^{*}$ is 5 . The shaded vertices are $v_{4}^{i} ; 1 \leq i \leq 4$, together with the central vertex. The co-clique number is therefore equal to $q+1$.

For $q=5, G_{K_{5}}{ }^{*}$ is:


Figure 4.4.3: Co-clique number of $G_{K 5}{ }^{*}$

From Figure 4.4.3, the largest set of non-adjacent vertices are shaded in red, and therefore the co-clique number of $G_{K_{5}}{ }^{*}$ is 6 . The shaded vertices are $v_{4}^{i} ; 1 \leq i \leq 5$, as well as the central vertex. The co-clique number is therefore equal to $q+1$.

In the general case of $G_{K_{n}}{ }^{*}$, where $n \geq 4$, the largest set of non-adjacent vertices will be obtained as follows:

Shade the vertices $v_{4}^{i} ; 1 \leq i \leq n$, together with the central vertex. The shaded vertices are all non-adjacent and this is a set of non-adjacent vertices of $G_{K_{n}}{ }^{*}$. The co-clique number is therefore equal to at least $(n+1)$.

We shall now prove that there is no set of $(q+2)$ vertices, which are a subset of $G_{K_{q}}{ }^{*}$, and which are disconnected. You can only select one vertex from each of the cliques, as each clique is a complete sub-graph, and therefore each vertex is connected to every other vertex in the clique. Therefore, as there are $q$ cliques in $G_{K_{q}}{ }^{*}$, at most $(q+1)$ vertices can be selected i.e., one vertex from each clique together with the central vertex. Therefore, there is no set of $(q+2)$ vertices which is a subset of $G_{K_{q}}{ }^{*}$ and which is disconnected.

We have therefore proved that the co-clique number of $q$-cliqued graphs ${G_{K_{q}}}^{*}$ is $q+1$, for $q \geq 3$.

### 4.5 Radius, diameter and tightness of $q$-cliqued graphs

## Theorem 4.5.1

Let $G$ be a $q$-cliqued graph. Then:

1. Each $q$-cliqued design graph has a 5 -cycles incident with its central vertex.
2. The largest eigenvalue of a $q$-cliqued graph is $q$.
3. The radius of $q$-cliqued graphs is 2 .
4. The diameter of $q$-cliqued graphs is:

- For $q=2$, diameter $=2$;
- For $q=3$, diameter $=3$; and
- For $q \geq 4$, diameter $=4$.

5. Tightness of type $2=5 q$; for $q \geq 4$.

## Proof

1. By construction, each $q$-cliqued design graph contains 5 -cycles incident with its central vertex.
2. A $k$-regular graph has $k$ as its largest eigenvalue with a corresponding eigenvector $J_{n, 1}^{T}=(1,1, \ldots, 1)^{T}$. Since a $q$-cliqued graph is $q$-regular, the largest eigenvalue is $q$.
3. The central vertex $v$ of the $q$-cliqued graph has eccentricity 2 , as the distance between $v$ and any other vertex in the $q$-cliqued graph is at most 2 . This is the minimum eccentricity of all vertices in $G$, and therefore it is the radius of $G$.
4. For $q=2$, the central vertex of a $q$-cliqued graph has eccentricity 2 . There is no other vertex with an eccentricity greater than 2 , and therefore the diameter is 2 .

For $q=3$, the vertices in the sub-cliques which are not connected to the central vertex, have eccentricity 3 . There is no other vertex with an eccentricity greater than 3 , and therefore the diameter is 3 .

For $q \geq 4$, the vertices in the sub-cliques which are not connected to the central vertex, have eccentricity 4 . There is no other vertex with an eccentricity greater than 4 , and therefore the diameter is 4 .
5. As per Section 1.5.6, the tightness of type 2 for $q \geq 4$ is

$$
(d+1) \lambda=(4+1) q=5 q .
$$

### 4.6 Ratios of $q$-cliqued graphs

As defined in Section 1.2.6 and Section 1.2.7, the $q$-cliqued graphs are important in that they are associated with non-balanced designs. The fact that these are on $\left(q^{2}+1\right)$ vertices lends itself to the idea of ratio invariance of their properties such as clique number, chromatic number and co-clique number.

As per Section 1.2.6, $\frac{n-1}{d}=\frac{q^{2}+1-1}{q}=\frac{q^{2}}{q}=q$, where $d$ is the clique number, so $q$-cliques are clique number invariant.

As per section 1.2.6, $\frac{n-1}{d}=\frac{q^{2}+1-1}{q}=\frac{q^{2}}{q}=q$ where $d$ is the chromatic number, so $q$-cliques are chromatic invariant.

As per Section 1.2.7, $\frac{n+2 q}{c}=\frac{q^{2}+1+2 q}{q+1}=\frac{(q+1)^{2}}{q+1}=q+1$, where $c$ is the co-clique number, so $q$-cliques are co-clique invariant.

### 4.7 Eigen-co-cliqued ratio

The eigenvalue of -2 is associated with the $q$-cliqued graphs for $q=3,4,5$. As per Section 1.5.7, the eigen-co-cliqued ratio of the $q$-cliqued class of graphs for $(\lambda=-2)$ is
$\frac{n+\lambda}{c}=\frac{\left(q^{2}+1\right)+(-2)}{(q+1)}=\frac{q^{2}-1}{q+1}=q-1$, where $c$ is the co-clique number.

For $q=3$, the eigen-co-cliqued ratio is equal to the multiplicity of the eigenvalue of -2 , and hence the ratio is strict.

### 4.8 Laplace and signless Laplace matrix of $q$-cliqued graphs

As per Section 1.5.9, the largest eigenvalue of the Laplacian matrix associated with a graph, is used in the definition of the robustness to delay for reaching consensus in a network. Also, as per Section 3.5, the eigenvalues of the Laplacian matrix are used in determining the number of spanning trees of a connected graph. In this section, we determine the Laplace matrix associated with the $q$-cliqued graph, for $q=3$.

$$
L\left(G_{K_{3}}^{*}\right)=\left[\begin{array}{cccccccccc}
3 & -1 & 0 & 0 & -1 & 0 & 0 & -1 & 0 & 0 \\
-1 & 3 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 3 & -1 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & -1 & -1 & 3 & 0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 3 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & 3 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & -1 & 3 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & 3 & -1 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 & -1 & 3
\end{array}\right]
$$

The eigenvalues of the Laplace matrix of the 3-cliqued graph are:
$(5)^{2},(4.532)^{2},(3.347)^{2},(2),(1.121)^{2},(0)$.

See Theorem 5.2.1 (6) for the general form of the eigenvalues of the Laplace matrix of $q$ cliqued graphs.

The signless Laplace matrix is:

$$
Q\left(G_{K_{3}}^{*}\right)=\left[\begin{array}{llllllllll}
3 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 3 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 3 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 3 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 3 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 3 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 3 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 3 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 3
\end{array}\right]
$$

and has eigenvalues $(6),(4.879)^{2},(4),(2.653)^{2},(1.468)^{2},(1)^{2}$.
See Theorem 5.2.1 (6) for the general form of the eigenvalues of the signless Laplace matrix of $q$-cliqued graphs.

### 4.9 The linear algebra of distance matrices of reduced $q$-cliqued design graphs

## Definition 4.9.1: Distance matrix

We define the distance matrix of a graph $G$ by first assigning the weight 1 to each edge of $G$, i.e., $w(e)=1$ for all edges $e$ of $G$. The distance $d_{i j}$ from $v_{i}$ to $v_{j}$, is defined as:
$d_{i j}=\min _{P\left(v_{i} v_{j}\right)} w\left(P\left(v_{i} v_{j}\right)\right)$ where $P\left(v_{i} v_{j}\right)$ ranges over all paths from $v_{i}$ to $v_{j}$. The distance matrix $D(G)$ of a graph $G$ is the square matrix which has $d_{i j}$ as its $(i, j)$ th entry.

## Theorem 4.9.1

If $G$ is a connected graph with $r$ strong cliques $G_{i}$, which have adjacency matrices $A\left(G_{i}\right)$, and $D(G)$ is the distance matrix of $G$ and $D\left(G_{i}\right)$ is the distance matrix of the strong clique $G_{i}$, then, recalling definitions in Section 1.5.2 and Section 1.5.3, we get $\operatorname{cof}(D(G))=\prod_{i=1}^{r} \operatorname{cof}\left(D\left(G_{i}\right)\right)$
and
$\operatorname{det}(D(G))=\sum_{i=1}^{r} \operatorname{det}\left(D\left(G_{i}\right)\right) \prod_{j=1, j \neq i}^{r} \operatorname{cof}\left(D\left(G_{j}\right)\right)$.

See Graham [26].

For example, $G_{i}$ are copies of $K_{2}$ so we can use the alternate form:
$\frac{\operatorname{det}(D(G))}{\operatorname{cof}(D(G))}=\frac{\sum_{i=1}^{r} \operatorname{det}\left(D\left(G_{i}\right)\right) \prod_{j=1, j \neq i}^{r} \operatorname{cof}\left(D\left(G_{j}\right)\right)}{\prod_{i=1}^{r} \operatorname{cof}\left(D\left(G_{i}\right)\right)}=\sum_{i=1}^{r} \frac{\operatorname{det}\left(D\left(G_{i}\right)\right)}{\operatorname{cof}\left(D\left(G_{i}\right)\right)}$.

Since the distance matrix for $K_{2}$ is
$D\left(K_{2}\right)=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ so that $\operatorname{det}\left(D\left(K_{2}\right)\right)=-1$, and $\operatorname{cof}\left(D\left(K_{2}\right)\right)=-2$, if we consider the tree $G=T_{n}$ with $n$ vertices, $n-1$ edges, and distance matrix $D(G)$, we have,

$$
\begin{aligned}
& \operatorname{cof}\left(D\left(T_{n}\right)\right)=\operatorname{cof}\left(D\left(K_{2}\right)\right)^{n-1}=(-2)^{n-1} \\
& \operatorname{det}\left(D\left(T_{n}\right)\right)=\operatorname{cof}(A(G)) \sum_{1}^{n-1} \frac{\operatorname{det}\left(A\left(G_{i}\right)\right)}{\operatorname{cof}\left(A\left(G_{i}\right)\right)}=(-2)^{n-1}(n-1) \frac{1}{2}=(-1)^{n-1}(2)^{n-2}(n-1)
\end{aligned}
$$

which is independent of the structure of the tree.

For our $q$-cliqued graphs $G_{K_{q}}^{*}$, they are not strong clique graphs, as they do not contain cut-vertices. The removal of the inserted edges $E$ between the cliques in our construction results in the cliques of the new graph $G-E$ becoming strong cliques. This graph is denoted by $\left(G_{K_{q}}^{*}\right)^{\prime}$ and has adjacency matrix $A\left(\left(G_{K_{q}}^{*}\right)^{\prime}\right)$.

For example, for $q=2$ remove the edge $e$ joining vertices $v_{3}$ and $v_{5}$ from the 2-cliqued graph.


Figure 4.9.1: Diagram of $G_{K_{2}}{ }^{*}$

This results in the following path on 5 vertices:


Figure 4.9.2: Diagram of $\left(G_{K_{2}}{ }^{*}\right)^{\prime}$

Assigning weight 1 to each edge and applying Theorem 4.9.1 to the distance matrix $D(G)$ of $\left(G_{K_{2}}^{*}\right)^{\prime}$ which is a tree.

$$
\begin{aligned}
D\left(\left(G_{K_{2}}^{*}\right)^{\prime}\right) & =\left[\begin{array}{lllll}
0 & 1 & 2 & 1 & 2 \\
1 & 0 & 1 & 2 & 3 \\
2 & 1 & 0 & 3 & 4 \\
1 & 2 & 3 & 0 & 1 \\
2 & 3 & 4 & 1 & 0
\end{array}\right] \\
\operatorname{cof}\left(D\left(\left(G_{K_{2}}^{*}\right)^{\prime}\right)\right) & =\left(\operatorname{cof}\left(A\left(K_{2}\right)\right)\right)^{5-1} \\
& =(-2)^{5-1} \\
& =16
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{det}\left(D\left(\left(G_{K_{2}}^{*}\right)^{\prime}\right)\right) & =\operatorname{cof}\left(D\left(\left(G_{K_{2}}^{*}\right)^{\prime}\right)\right) \sum_{i=1}^{5-1} \frac{\operatorname{det}\left(A\left(K_{2}\right)\right)}{\operatorname{cof}\left(A\left(K_{2}\right)\right)} \\
& =16(5-1)\left(\frac{-1}{-2}\right) \\
& =32
\end{aligned}
$$

For $q=3$, remove the edges between the sub-cliques.


Figure 4.9.3: Diagram of $G_{K_{3}}{ }^{*}$

Remove the edges between vertices 4,6 and 3,10 and 7,9 to get $\left(G_{K_{3}}{ }^{*}\right)^{\prime}$.


Figure 4.1.2.2: Diagram of $\left(G_{K 3}{ }^{*}\right)^{\prime}$
Assign weight 1 to the remaining edges to get the distance matrix

$$
A^{\prime}=D\left(\left(G_{K_{3}}^{*}\right)^{\prime}\right)=\left[\begin{array}{llllllllll}
0 & 1 & 2 & 2 & 1 & 2 & 2 & 1 & 2 & 2 \\
1 & 0 & 1 & 1 & 2 & 3 & 3 & 2 & 3 & 3 \\
2 & 1 & 0 & 1 & 3 & 4 & 4 & 3 & 4 & 4 \\
2 & 1 & 1 & 0 & 3 & 4 & 4 & 3 & 4 & 4 \\
1 & 2 & 3 & 3 & 0 & 1 & 1 & 2 & 3 & 3 \\
2 & 3 & 4 & 4 & 1 & 0 & 1 & 3 & 4 & 4 \\
2 & 3 & 4 & 4 & 1 & 1 & 0 & 3 & 4 & 4 \\
1 & 2 & 3 & 3 & 2 & 3 & 3 & 0 & 1 & 1 \\
2 & 3 & 4 & 4 & 3 & 4 & 4 & 1 & 0 & 1 \\
2 & 3 & 4 & 4 & 3 & 4 & 4 & 1 & 1 & 0
\end{array}\right]
$$

The reduced 3-cliqued graph $\left(G_{K_{3}}{ }^{*}\right)^{\prime}$, has 3 blocks consisting of 3 copies of $K_{3}$ and 3 blocks consisting of 3 copies of $K_{2}$.

The determinant of the distance matrix of $K_{3}$ is 2 and of $K_{2}$ is -1 , and the $\operatorname{cof}\left(K_{3}\right)=3$ and $\operatorname{cof}\left(K_{2}\right)=-2$ so that from Theorem 4.9.1:
$\sum_{i=1}^{r} \frac{\operatorname{det}\left(D\left(G_{i}\right)\right)}{\operatorname{cof}\left(D\left(G_{i}\right)\right)}=\frac{2}{3}+\frac{2}{3}+\frac{2}{3}+\frac{-1}{-2}+\frac{-1}{-2}+\frac{-1}{-2}=\frac{7}{2}$
and $\operatorname{cof}\left(D\left(\left(G_{K 3}^{*}\right)^{\prime}\right)\right)=\prod_{i=1}^{r} \operatorname{cof}\left(A_{i}\right)=3^{3}(-2)^{3}=(27)(-8)=-216$
So that:
$\operatorname{det}\left(D\left(\left(G_{K 3}^{*}\right)^{\prime}\right)\right)=\operatorname{cof}\left(D\left(\left(G_{K 3}^{*}\right)^{\prime}\right)\right) \cdot \sum_{i=1}^{r} \frac{\operatorname{det}\left(D\left(G_{i}\right)\right)}{\operatorname{cof}\left(D\left(G_{i}\right)\right)}=(-216)\left(\frac{7}{2}\right)=-756$
Using the result of Theorem 4.9.1, we now determine the determinant and cofactor of the complete graph $K_{q}$ on $q$ vertices.

## Theorem 4.9.2

For the complete graph on $q$ vertices,

1. $\quad \operatorname{det}\left(A\left(K_{q}\right)\right)=(q-1)(-1)^{q-1}$
2. $\operatorname{cof}\left(A\left(K_{q}\right)\right)=q(-1)^{q-1}$

## Proof

1. To prove: $\operatorname{det}\left(A\left(K_{q}\right)\right)=(q-1)(-1)^{q-1}$

For $q=1$ :

$$
\begin{aligned}
& \operatorname{det}\left(A\left(K_{2}\right)\right) \\
& =-1 \text { by calculatio } n \\
& =(2-1)(-1)^{2-1} \\
& =(q-1)(-1)^{q-1}
\end{aligned}
$$

Let us assume that

$$
\operatorname{det}\left(A\left(K_{k}\right)\right)=(k-1)(-1)^{k-1}=\operatorname{det}\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1  \tag{1}\\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k x k)} \quad \text { for all } k \leq q \text {. }
$$

Then, by expanding the determinant along the first row,

$$
\begin{aligned}
& \text { RHS of }(1)=0 \times \operatorname{det}\left[\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k-1) x(k-1)} \\
& -1 \operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k-1) x(k-1)} \\
& +1 \operatorname{det}\left[\begin{array}{ccccc}
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k-1) x(k-1)} \\
& -\ldots(-1)^{k-1} \operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 1
\end{array}\right]_{(k-1) x(k-1)} \\
& =(-1)(k-1) \operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k-1) x(k-1)}, \\
& \text { as all } k-1 \text { terms can be expressed in terms of } \operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right] \text {. }
\end{aligned}
$$

So, comparing LHS and RHS of (1), we have

$$
\operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{(k-1) x(k-1)}=(-1)^{k-2}
$$



Now, by expanding the determinant of $\operatorname{det}\left(A\left(K_{k+1}\right)\right)$ along the first row,
$\operatorname{det}\left(A\left(K_{k+1}\right)\right)=\operatorname{det}\left[\begin{array}{ccccc}0 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{(k+1) x(k+1)}$
$=0 \times \operatorname{det}\left[\begin{array}{ccccc}0 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{k x k}-1 \operatorname{det}\left[\begin{array}{ccccc}1 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{k x k}+1 \operatorname{det}\left[\begin{array}{ccccc}1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{k x k}$
$+\ldots+(-1)^{k+2} \operatorname{det}\left[\begin{array}{ccccc}1 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 1\end{array}\right]_{k x k}$

$$
\begin{aligned}
& =(-1)(k) \operatorname{det}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 1 & \cdots & 1 \\
1 & 1 & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & 0
\end{array}\right]_{k x k} \\
& =(-1)(k)(-1)^{k-1} \\
& =(k)(-1)^{k} .
\end{aligned}
$$

So we have proved $\operatorname{det}\left(A\left(K_{q}\right)\right)=(q-1)(-1)^{q-1}$ by induction.
2. To prove: $\operatorname{cof}\left(A\left(K_{q}\right)\right)=q(-1)^{q-1}$

For $q=1$, we have

$$
\begin{aligned}
& \operatorname{cof}\left(A\left(K_{2}\right)\right) \\
& =-2 \\
& =2(-1)^{2-1} \\
& =q(-1)^{q-1}
\end{aligned}
$$

Now for $k \geq 2$ we have, by definition of $\operatorname{cof}\left(A\left(K_{k+1}\right)\right)$ as per Section 1.5.2, and by definition of $K_{n}$,
$\operatorname{cof}\left(A\left(K_{k+1}\right)\right)$
$=\operatorname{cof}\left[\begin{array}{ccccc}0 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0\end{array}\right]_{(k+1) x(k+1)}$
$=(k+1)\left\{\operatorname{det}\left(A\left(K_{k}\right)\right)-\{(k+1)-1\} \operatorname{det}\left(S_{k}\right)\right\} \quad$ by definition of $\operatorname{cof}(A)$
$=(k+1)\left((k-1)(-1)^{k-1}-k(-1)^{k-1}\right\} \quad$ by Theorem 4.9.2 (1)
$=(k+1)(-1)^{k-1}\{(k-1)-k\}$

$$
=(-1)^{k}(k+1)
$$

So we have proved that $\operatorname{cof}\left(K_{q}\right)=q(-1)^{q-1}$, for $q \geq 2$.
We now apply the above result, together with Theorem 4.9.1, to determine the determinant of the distance matrix of $\left(G_{K_{q}}{ }^{*}\right)^{\prime}$, without knowing the actual format of this distance matrix!

## Theorem 4.9.3

For our $q$-cliqued graphs on $q^{2}+1$ vertices, and for $\left(G_{K_{q}}{ }^{*}\right)^{\prime}$ as defined above, let $D\left(\left(G_{K_{3}}{ }^{*}\right)^{\prime}\right)$ be the distance matrix of $\left(G_{K_{q}}^{*}\right)^{\prime}$, and let $D\left(K_{q}\right)$ be the distance matrix of $K_{q}$.

Then

$$
\begin{aligned}
\operatorname{det}\left(D\left(\left(G_{K_{q}}^{*}\right)^{\prime}\right)\right) & =\left[q(-1)^{q-1}\right]^{q}\left[\sum_{i=1}^{q} \frac{-1}{-2}+\sum_{j=1}^{q} \frac{(q-1)(-1)^{q-1}}{q(-1)^{q-1}}\right] \\
& =\left[-2 q(-1)^{q-1}\right]^{q}\left[\frac{3 q+2}{2}\right]
\end{aligned}
$$

## Proof

$\left(G_{K_{q}}{ }^{*}\right)^{\prime}$ is a connected graph with $q$ copies of $K_{q}$ and $q$ copies of $K_{2}$. Then from Theorem 4.9.1,

$$
\operatorname{det}\left(D\left(\left(G_{K_{q}}{ }^{*}\right)^{\prime}\right)\right)=\operatorname{cof}\left(D\left(\left(G_{K_{3}}{ }^{*}\right)^{\prime}\right)\right)\left(\sum_{i=1}^{q} \frac{\operatorname{det}\left(D\left(K_{q}\right)\right)}{\operatorname{cof}\left(D\left(K_{q}\right)\right)}+\sum_{i=1}^{q} \frac{\operatorname{det}\left(D\left(K_{2}\right)\right)}{\left.\operatorname{cof}\left(D\left(K_{q}\right)\right)\right)}\right)
$$

Also, from Theorem 4.9.2,

$$
\begin{aligned}
\operatorname{cof}\left(D\left(\left(G_{K q}^{*}\right)^{\prime}\right)\right) & =\prod_{i=1}^{q} \operatorname{cof}\left(D\left(K_{q}\right)\right) \cdot \prod_{j=1}^{q} \operatorname{cof}\left(D\left(K_{2}\right)\right) \\
& =\left[q(-1)^{q-1}\right]^{q}[-2]^{q} .
\end{aligned}
$$

For the $q$ blocks of $K_{q}$,

$$
\sum_{i=1}^{q} \frac{\operatorname{det}\left(D\left(K_{q}\right)\right)}{\operatorname{cof}\left(D\left(K_{q}\right)\right)}=\sum_{i=1}^{q} \frac{(q-1)(-1)^{q-1}}{q(-1)^{q}}
$$

For the $q$ blocks of $K_{2}$,

$$
\sum_{i=1}^{q} \frac{\operatorname{det}\left(D\left(K_{2}\right)\right)}{\operatorname{cof}\left(D\left(K_{2}\right)\right)}=\sum_{i=1}^{q} \frac{-1}{-2} .
$$

So,

$$
\begin{aligned}
\operatorname{det}\left(D\left(\left(G_{K_{q}}^{*}\right)^{\prime}\right)\right) & =\left[q(-1)^{q-1}\right]^{q}[-2]^{q}\left(\sum_{i=1}^{q} \frac{(q-1)(-1)^{q-1}}{q(-1)^{q}}+\sum_{i=1}^{q} \frac{-1}{-2}\right) \\
& =\left[-2 q(-1)^{q-1}\right]^{q}\left[-(q-1)+\frac{q}{2}\right] \\
& =\left[-2 q(-1)^{q-1}\right]^{q}\left[\frac{-q+2}{2}\right] .
\end{aligned}
$$

### 4.10 Conclusion

We constructed the $q$-cliqued graphs specifically for $q=2,3,4$ and 5 , and then defined the general construction for all $q$-cliqued graphs. We proved that $q$-cliqued graphs are design graphs, and then determined a number of properties of the $q$-cliqued graphs. In Chapter 6, we will apply the chromatic number of the 3 -cliqued graph to solve a potential scheduling problem in a hypothetical entomological experiment.

We noticed that the $q$-cliqued graphs have a central vertex joined to $q$ sub-cliques. The wheel and the star graphs have a central vertex, and the class of the wheel graphs and the class of the star graphs are eigen-bi-balanced. This suggests that the class of $q$-cliqued graphs could also be eigen-bi-balanced.

In the next chapter, we will determine three specific eigenvalues of the adjacency matrix of the $q$-cliqued graph, (including a conjugate eigen-pair), without determining ALL the eigenvalues - we will use the eigenvector method to do so. We will then determine the associated eigen-bi-balanced properties for the class of $q$-cliqued graphs. Finally, we will investigate the class of complements of the $q$-cliqued graphs and obtain an interesting result!

The construction and results in this chapter are entirely original.

## CHAPTER 5

## EIGENVALUES OF $Q$-CLIQUED GRAPHS AND EIGEN-BI-BALANCED PROPERTIES

In this chapter, we focus on the $q$-cliqued graphs as constructed in Chapter 4. We show that the $q$-cliqued graphs have eigenvalue $q$ and conjugate eigen-pairs

$$
\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2} .
$$

The determination of the conjugate eigen-pairs is equivalent to showing that the cubic

$$
\lambda^{3}-\lambda^{2}(q-1)-\lambda q-\lambda(q-1)+q(q-1)=(\lambda-q)\left(\lambda^{2}+\lambda-(q-1)\right)
$$

is a factor of the characteristic equation determined by $A\left(G_{k}^{*}\right) \underline{x}=\lambda \underline{x}$ where $A\left(G_{k}^{*}\right)$ is the adjacency matrix of the $q$-cliqued graph. The proof requires a number of specific definitions of vertices within the $q$-clique graph, and we use the connectivity between the first clique, the second to last clique, and the last clique in the proof of the conjugate eigen-pairs. The central vertex also plays a key role in this proof, as each sub-clique of $K_{q}$ is connected to the central vertex. The proof of determining the conjugate eigen-pairs and the associated eigenvectors, is first determined explicitly for the cases $q=3,4$, and 5 , and then generalized for the $q$-cliqued graph.

Once we have proved the conjugate eigen-pairs of the $q$-cliqued graph, we then determine the eigen-bi-balanced properties of the class of $q$-cliqued graphs associated with this eigen-pair. The values of all the newly defined eigen-bi-balanced properties, as defined in Chapter 3, are easily determined for this class of graphs. We finally investigate the eigen-bi-balanced properties of the class of the complement of the $q$-cliqued graphs, and show that the class of $q$-cliqued graphs and the class of the complement of the $q$-cliqued graphs have the same eigen-bi-balanced ratio of $\frac{1}{(q-1)}$ !

This chapter consists entirely of original work, and contains some of the key results of the creative work done during this research thesis. The eigenvalues of the $q$-clique graphs for the cases $q=3,4$, and 5 were verified using Bluebit online matrix calculator and Mathematica, and then the general form of the conjugate eigen-pairs was hypothetised and proved.

The results in this chapter for $q$-cliqued graphs and for the eigen-bi-balanced properties for the class of $q$-cliqued graphs associated with the conjugate eigen-pair are indeed fascinating!

### 5.1 Conjugate eigen-pair of $q$-cliqued graphs

## Theorem 5.1

The $q$-cliqued graphs, as constructed in Chapter 4, have eigenvalues $\lambda=q$ (and the $q$ cliqued graph is $q$-regular) and conjugate eigen-pairs

$$
\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}
$$

The conjugate pairs arise out of the "tightness" of the connection between the central vertex and the cliques, and between two adjacent cliques - for convention we chose the second last and last clique.

## Proof of Theorem 5.1

We will illustrate Theorem 5.1 for $q=2,3,4$, and 5 , and then give the proof for all $q \geq 6$. First, we need the following definitions.

### 5.1.1 Vertex notation convention

Several vertices will be important in the proof, and hence we will give them special labels as follows:

1. First vertex (central vertex), $x_{1}$;
2. Second vertex, $x_{2}$;
3. Third vertex, $x_{3}$;
4. Vertices in first clique $=\left\{x_{2}, x_{3}, \ldots, x_{q}, x_{q+1}\right\}$,
5. Anchor vertex of each clique = vertex in each clique which is joined to the first vertex $x_{1}$
6. Anchor vertex of the last clique, $x_{a}=x_{2+q(q-1)}$;
7. Switching pair of vertices, $x_{q^{2}-1}=x_{l-2}$ (third last vertex) and $x_{q^{2}}=x_{l-1}$ (second last vertex);
8. Last vertex, $x_{l}=x_{q^{2}+1}$.

The following definitions are also required for this proof:

Let $T=\left\{x_{1}, x_{2}\right\}$
and $T^{\prime}=\{$ the set of vertices of the second last clique which are adjacent to vertices in the last clique $\}$.

Then $T^{\prime}=\left\{x_{k_{1}}, x_{k_{2}}, \ldots, x_{k_{t}}\right\}$ where $t=\frac{q-1}{2}, q$ odd, or $t=\frac{q}{2}, q$ even, and
$S=$ the generating set of vertices

$$
=T \cup T^{\prime}
$$

Also, if $S=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$, then we define $\sum S=\sum_{i=1}^{k} x_{i}$.

### 5.1.2 The two main equations that generate the conjugate eigen-pairs

We will use the relationship $A \underline{x}=\lambda \underline{x}$ to determine the two main equations that generate the conjugate eigen-pairs:
$\sum S=\lambda^{2} x_{l}-q x_{l}$
and
$\lambda \sum S=(q-1) \sum S+(q-1) x_{l}$
$\Rightarrow \sum S=\frac{(q-1) x_{l}}{(\lambda-(q-1))}$

Substituting (2), into (1) we get:
$\frac{(q-1) \lambda x_{l}}{\lambda-(q-1)}=\lambda^{2} x_{l}-q x_{l} ; \quad \lambda \neq q-1$
so that:
$(q-1) \lambda=\lambda^{2}(\lambda-(q-1))-q(\lambda-(q-1))$
$\Rightarrow \lambda^{3}-\lambda^{2}(q-1)-q \lambda+q(q-1)-\lambda(q-1)=0$
$\Rightarrow(\lambda-q)\left(\lambda^{2}+\lambda-(q-1)\right)=0$

This gives us three eigenvalues:

- $\lambda=q$; and
- the conjugate eigen-pair $\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$.


### 5.1.3 The case $q=2$

We first take the case $q=2$, and determine the eigenvalues of the 2 -cliqued graph, using the eigenvector method. So,
$A\left(G_{K_{2}}{ }^{*}\right) \underline{x}=\lambda \underline{x}$
$\Rightarrow\left[\begin{array}{lllll}0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 0\end{array}\right]\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5}\end{array}\right]=\lambda\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5}\end{array}\right]$
This gives the following simultaneous equations:
$x_{2}+x_{4}=\lambda x_{1}$
$x_{1}+x_{3}=\lambda x_{2}$
$x_{2}+x_{5}=\lambda x_{3}$
$x_{1}+x_{5}=\lambda x_{4}$
$x_{3}+x_{4}=\lambda x_{5}$.

Taking the neighbours of $x_{3}$ and $x_{4}$ we get

$$
\begin{aligned}
& \left(x_{2}+x_{5}\right)+\left(x_{1}+x_{5}\right)=\lambda\left(x_{3}+x_{4}\right) \\
\Rightarrow & \left(x_{1}+x_{2}\right)+2 x_{5}=\lambda\left(\lambda x_{5}\right) \\
\Rightarrow & \left(x_{1}+x_{2}\right)=\lambda^{2} x_{5}-2 x_{5}
\end{aligned}
$$

Let $S=\left\{x_{1}, x_{2}\right\}$. Then we get

$$
\begin{equation*}
\sum S=\left(x_{1}+x_{2}\right)=\lambda^{2} x_{5}-2 x_{5} \tag{1}
\end{equation*}
$$

This verifies equation (1) of Section 5.1.2 for the case $q=2$.

Taking the neighbours of the vertices in $S=\left\{x_{1}, x_{2}\right\}$ we get

$$
\begin{align*}
& \left(x_{2}+x_{4}\right)+\left(x_{1}+x_{3}\right)=\lambda\left(x_{1}+x_{2}\right) \\
\Rightarrow & \left(x_{1}+x_{2}\right)+\left(x_{3}+x_{4}\right)=\lambda\left(x_{1}+x_{2}\right) \\
\Rightarrow & \left(x_{1}+x_{2}\right)+\lambda x_{5}=\lambda\left(x_{1}+x_{2}\right) \\
\Rightarrow & (\lambda-1)\left(x_{1}+x_{2}\right)=\lambda x_{5} \\
\Rightarrow & \left(x_{1}+x_{2}\right)=\frac{\lambda}{\lambda-1} x_{5} \\
\Rightarrow & \sum S=\frac{\lambda}{\lambda-1} x_{5} \tag{2}
\end{align*}
$$

This verifies equation (2) of Section 5.1.2 for the case $q=2$.
Substitute (2) into (1) to get
$\frac{\lambda x_{5}}{\lambda-1}=\lambda^{2} x_{5}-2 x_{5} ; \quad \lambda \neq 1$
$\Rightarrow \lambda=\lambda^{2}(\lambda-1)-2(\lambda-1)$
$\Rightarrow \lambda^{3}-\lambda^{2}-3 \lambda+2=0$
$\Rightarrow(\lambda-2)\left(\lambda^{2}+\lambda-1\right)=0$

So, solving this equation, we have eigenvalues $\lambda=2$, (which is the same as the degree of the vertices in the $q$-cliqued graph), and the conjugate eigen-pairs
$\lambda=\frac{-1 \pm \sqrt{1+4}}{2}$.

### 5.1.4 The case $q=3$

We now take the case $q=3$, and determine the eigenvalues of the 3 -cliqued graph, using the eigenvector method. So,

$$
A\left(G_{K_{3}}{ }^{*}\right) \underline{x}=\lambda \underline{x}
$$

$$
\Rightarrow\left[\begin{array}{llllllllll}
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10}
\end{array}\right]=\left[\begin{array}{c}
x_{2}+x_{5}+x_{8} \\
x_{1}+x_{3}+x_{4} \\
x_{2}+x_{4}+x_{10} \\
x_{2}+x_{3}+x_{6} \\
x_{1}+x_{6}+x_{7} \\
x_{4}+x_{5}+x_{7} \\
x_{5}+x_{6}+x_{9} \\
x_{1}+x_{9}+x_{10} \\
x_{7}+x_{8}+x_{10} \\
x_{3}+x_{8}+x_{9}
\end{array}\right]=\lambda\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10}
\end{array}\right]
$$

This gives the following equations taking the neighbours of $x_{10}$ :

$$
\begin{aligned}
& x_{3}+x_{8}+x_{9}=\lambda x_{10} \\
\Rightarrow & \left(x_{2}+x_{4}+x_{10}\right)+\left(x_{1}+x_{9}+x_{10}\right)+\left(x_{7}+x_{8}+x_{10}\right)=\lambda\left(\lambda\left(x_{10}\right)\right) \\
\Rightarrow \quad & x_{1}+x_{2}+x_{4}+x_{7}+\left(x_{8}+x_{9}\right)=\lambda^{2} x_{10}-3 x_{10}
\end{aligned}
$$

Let $S=\left\{x_{1}, x_{2}, x_{7}\right\}$. Set $x_{4}=-x_{8}$ and $x_{9}=0$, then we get

$$
\begin{align*}
& x_{1}+x_{2}-x_{8}+x_{7}+\left(x_{8}+0\right)=\lambda^{2} x_{10}-3 x_{10} \\
\Rightarrow \quad & x_{1}+x_{2}+x_{7}=\lambda^{2} x_{10}-3 x_{10} \\
\Rightarrow & \sum S=\lambda^{2} x_{10}-3 x_{10} \tag{1}
\end{align*}
$$

This verifies equation (1) of Section 5.1.2 for the case $q=3$.

Taking the neighbours of the vertices in $S=\left\{x_{1}, x_{2}, x_{7}\right\}$ we get

$$
\left(x_{2}+x_{5}+x_{8}\right)+\left(x_{1}+x_{3}+x_{4}\right)+\left(x_{5}+x_{6}+x_{9}\right)=\lambda\left(x_{1}+x_{2}+x_{7}\right)
$$

Set $x_{4}=-x_{8}$ and $x_{9}=0$, from above, and set
$x_{3}=x_{1} ; x_{2}=0 ; x_{6}=2 x_{7} ; x_{5}=\lambda x_{10}$.

$$
\begin{align*}
& \text { Then }\left(2 x_{1}+2 x_{2}+2 x_{7}+2 x_{5}\right)=\lambda\left(x_{1}+x_{2}+x_{7}\right) \\
& \Rightarrow \quad 2\left(x_{1}+x_{2}+x_{7}\right)+2 \lambda x_{10}=\lambda\left(x_{1}+x_{2}+x_{7}\right) \\
& \Rightarrow \quad x_{1}+x_{2}+x_{7}=\frac{2 \lambda x_{10}}{\lambda-2} \\
& \Rightarrow \quad \sum S=\frac{2 \lambda x_{10}}{\lambda-2} \tag{2}
\end{align*}
$$

This verifies equation (2) of Section 5.1.2 for the case $q=3$.

Substitute (2) into (1) to get

$$
\begin{aligned}
& \frac{2 \lambda x_{10}}{\lambda-2}=\lambda^{2} x_{10}-3 x_{10} ; \lambda \neq 1 \\
\Rightarrow & 2 \lambda=\lambda^{2}(\lambda-2)-3(\lambda-2) \\
\Rightarrow & \lambda^{3}-2 \lambda^{2}-5 \lambda+6=0 \\
\Rightarrow & (\lambda-3)\left(\lambda^{2}+\lambda-2\right)=0 \\
\Rightarrow & \lambda=3 \text { or } \lambda=\frac{-1 \pm \sqrt{1-(4 .-2)}}{2}=\frac{-1 \pm \sqrt{9}}{2}
\end{aligned}
$$

So, solving this equation, we have eigenvalues $\lambda=3$, (which is the same as the degree of the vertices in the 3-cliqued graph), and the conjugate eigen-pairs $\lambda=\frac{-1 \pm \sqrt{9}}{2}$.

Let $\underline{x}=\left[x_{1}, x_{2}, \ldots, x_{10}\right]^{T}$. Then $A\left(G_{K_{3}}{ }^{*}\right) \underline{x}=\lambda \underline{x}$ gives

$$
\left[\begin{array}{c}
x_{2}+x_{5}+x_{8} \\
x_{1}+x_{3}+x_{4} \\
x_{2}+x_{4}+x_{10} \\
x_{2}+x_{3}+x_{6} \\
x_{1}+x_{6}+x_{7} \\
x_{4}+x_{5}+x_{7} \\
x_{5}+x_{6}+x_{9} \\
x_{1}+x_{9}+x_{10} \\
x_{7}+x_{8}+x_{10} \\
x_{3}+x_{8}+x_{9}
\end{array}\right]=\lambda\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10}
\end{array}\right]
$$

With the values set as above, this becomes

$$
\left[\begin{array}{c}
\lambda x_{10}+x_{8} \\
2 x_{1}-x_{8} \\
-x_{8}+x_{10} \\
x_{1}+2 x_{7} \\
x_{1}+3 x_{7} \\
-x_{8}+\lambda x_{10}+x_{7} \\
2 x_{7}+\lambda x_{10} \\
x_{1}+x_{10} \\
x_{7}+x_{8}+x_{10} \\
x_{1}+x_{8}
\end{array}\right]=\lambda\left[\begin{array}{c}
x_{1} \\
0 \\
x_{1} \\
-x_{8} \\
\lambda x_{10} \\
2 x_{7} \\
x_{7} \\
x_{8} \\
0 \\
x_{10}
\end{array}\right]
$$

We will now verify equations (1) and (2) in this section, using the definition of the eigenvector above.

We use the generating set $S=\left\{x_{1}, x_{2}, x_{7}\right\}$ with its sum $\sum S=\sum x_{1}+x_{2}+x_{7}$. Now, using equations (3), (4) and (9) in the above, and noting that the variable $x_{2}$ is 0 :

$$
\begin{align*}
\lambda \sum S & =\lambda\left(x_{1}+x_{2}+x_{7}\right) \\
& =\left(\lambda x_{10}+x_{8}\right)+\left(2 x_{1}-x_{8}\right)+\left(2 x_{7}+\lambda x_{10}\right) \\
& =2 x_{1}+2.0+2 x_{7}+2 \lambda x_{10} \\
& =2 \sum S+2 \lambda x_{10} \\
\Rightarrow \sum S= & \frac{2 \lambda x_{10}}{\lambda-2} \tag{13}
\end{align*}
$$

This is the same result as equation (2) above.
We now verify equation (1) above using the definition of the eigenvector.
Using equation (12), $\lambda \lambda x_{10}=\lambda x_{1}+\lambda x_{8}$, and using equation (5) and (10) in RHS:

$$
\begin{align*}
\lambda^{2} x_{10} & =\lambda x_{1}+\lambda x_{8} \\
& =\left(-x_{8}+x_{10}\right)+\left(x_{1}+x_{10}\right) \tag{14}
\end{align*}
$$

We need an $x_{7}$ so we use equation (11) to substitute for $x_{8}$ which gives us $-x_{8}=x_{7}+x_{10}$

Substituting (15) into (14) gives us:

$$
\begin{align*}
& \lambda^{2} x_{10} \quad=\left(x_{7}+x_{10}+x_{10}\right)+\left(x_{1}+x_{10}\right) \\
& \Rightarrow \quad \lambda^{2} x_{10}=x_{1}+x_{2}+x_{7}+3 x_{10} \\
& \Rightarrow \quad \sum S=\lambda^{2} x_{10}-3 x_{10} \tag{16}
\end{align*}
$$

This is the same result as equation (1) above.

So we have verified both equations (1) and (2) by using the definition of the eigenvector.

### 5.1.5 The case $q=4$

Step 1: Write down first equation using last vertex:
$x_{3}+x_{14}+x_{15}+x_{16}=\lambda x_{17}$

Expand left hand side with their neighbors to get vertices belonging to set S :
$\left(x_{2}+x_{4}+x_{5}+x_{17}\right)+\left(x_{1}+x_{15}+x_{16}+x_{17}\right)+$
$\left(x_{13}+x_{14}+x_{16}+x_{17}\right)+\left(x_{12}+x_{14}+x_{15}+x_{17}\right)$
$=\lambda\left(x_{3}+x_{14}+x_{15}+x_{16}\right)$
$x_{1}+x_{2}+x_{4}+x_{5}+2\left(x_{14}+x_{15}+x_{16}\right)+x_{12}+x_{13}+4 x_{17}=\lambda\left(\lambda x_{17}\right)$

Step 2: Put $x_{16}=-x_{15}$ (second and third largest have opposite signs and are called the switching pair) - this guarantees $x_{15}, x_{16} \notin S$.

Set $T=\left\{x_{1}, x_{2}\right\}$ and $T^{\prime}=\{$ all vertices in $S$ that belong to the second last clique, and which are neighbours of the last clique $\}=\left\{x_{12}, x_{13}\right\}$. Then the generating set

$$
S=T \cup T^{\prime}=\left\{x_{1}, x_{2}\right\} \cup\left\{x_{12}, x_{13}\right\}=\left\{x_{1}, x_{2}, x_{12}, x_{13}\right\}
$$

Then we have
$x_{1}+x_{2}+x_{4}+x_{5}+2\left(x_{14}\right)+x_{12}+x_{13}+4 x_{17}=\lambda\left(\lambda x_{17}\right)$

Step 3: Set $x_{4}=x_{5}=x_{14}=0$;

$$
\begin{aligned}
& x_{1}+x_{2}+x_{12}+x_{13}+4 x_{17}=\lambda^{2} x_{17} \\
\Rightarrow & x_{1}+x_{2}+x_{12}+x_{13}=\lambda^{2} x_{17}-4 x_{17}
\end{aligned}
$$

$\Rightarrow \sum S=\lambda^{2} x_{17}-4 x_{17}$
This verifies equation (1) of Section 5.1.2 for the case $q=4$.

Step 4: Taking the neighbours of the vertices in $S=\left\{x_{1}, x_{2}, x_{12}, x_{13}\right\}$ we get

$$
\begin{aligned}
& \left(x_{2}+x_{6}+x_{10}+x_{14}\right)+\left(x_{1}+x_{3}+x_{4}+x_{5}\right)+ \\
& \left(x_{10}+x_{11}+x_{13}+x_{16}\right)+\left(x_{10}+x_{11}+x_{12}+x_{15}\right)=\lambda\left(x_{1}+x_{2}+x_{12}+x_{13}\right)
\end{aligned}
$$

From above, $x_{4}=x_{5}=x_{14}=0 ; x_{15}=-x_{16}$
$x_{2}+x_{6}+x_{10}+x_{1}+x_{3}+x_{10}+x_{11}+x_{13}+x_{10}+x_{11}+x_{12}=0$
$x_{1}+x_{2}+x_{3}+x_{6}+3 x_{10}+2 x_{11}+x_{12}+x_{13}=0$

Set $x_{10}=\lambda x_{17}$;
Set $x_{3}=2 x_{1}$
Set $x_{11}=x_{2}$
$x_{12}=0$
Set $2 x_{13}=x_{6}$
$x_{1}+x_{2}+2 x_{1}+3 \lambda x_{17}+2 x_{2}+3 x_{12}+3 x_{13}=\lambda\left(x_{1}+x_{2}+x_{12}+x_{13}\right)$
$3\left(x_{1}+x_{2}+x_{12}+x_{13}\right)+3 \lambda x_{17}=\lambda\left(x_{1}+x_{2}+x_{12}+x_{13}\right)$
$\Rightarrow \quad x_{1}+x_{2}+x_{12}+x_{13}=\frac{3 \lambda x_{17}}{\lambda-3}$
$\Rightarrow \quad \sum S=\frac{3 \lambda x_{17}}{\lambda-3}$

This verifies equation (2) of Section 5.1.2 for the case $q=3$.

Step 5: Substitute (2) into (1) to we get

$$
\begin{aligned}
& \frac{3 \lambda x_{17}}{\lambda-3}=\lambda^{2} x_{17}-4 x_{17} \\
\Rightarrow & \lambda^{2}(\lambda-3) x_{17}-4(\lambda-3) x_{17}=3 \lambda x_{17} \\
\Rightarrow & \lambda^{3} x_{17}-3 \lambda^{2} x_{17}-4 \lambda x_{26}+12 x_{17}-3 \lambda x_{17}=0 \\
\Rightarrow & \lambda^{3} x_{17}-3 \lambda^{2} x_{17}-7 \lambda x_{26}+12 x_{17}=0 \\
\Rightarrow & (\lambda-4)\left(\lambda^{2}+\lambda-3\right) x_{17}=0 \\
\Rightarrow & \lambda=4 \text { or } \lambda=\frac{-1 \pm \sqrt{1-(4)(-3)}}{2}=\frac{-1 \pm \sqrt{13}}{2}
\end{aligned}
$$

So, solving this equation, we have eigenvalues $\lambda=4$, (which is the same as the degree of the vertices in the 4-cliqued graph), and the conjugate eigen-pairs
$\lambda=\frac{-1 \pm \sqrt{13}}{2}$.

Let $\underline{x}=\left[x_{1}, x_{2}, \ldots, x_{17}\right]^{T}$. Then $A\left(G_{K_{4}}^{*}\right) \underline{x}=\lambda \underline{x}$ gives

$$
\left[\begin{array}{c}
x_{2}+x_{6}+x_{10}+x_{14} \\
x_{3}+x_{4}+x_{5}+x_{1} \\
x_{2}+x_{4}+x_{5}+x_{17} \\
x_{3}+x_{5}+x_{2}+x_{8} \\
x_{2}+x_{3}+x_{4}+x_{7} \\
x_{1}+x_{7}+x_{8}+x_{9} \\
x_{5}+x_{6}+x_{8}+x_{9} \\
x_{4}+x_{6}+x_{7}+x_{9} \\
x_{6}+x_{7}+x_{8}+x_{11} \\
x_{1}+x_{11}+x_{12}+x_{13} \\
x_{9}+x_{10}+x_{12}+x_{13} \\
x_{10}+x_{11}+x_{13}+x_{16} \\
x_{10}+x_{11}+x_{12}+x_{15} \\
x_{1}+x_{15}+x_{16}+x_{17} \\
x_{13}+x_{14}+x_{16}+x_{17} \\
x_{12}+x_{14}+x_{15}+x_{17} \\
x_{3}+x_{14}+x_{15}+x_{16}
\end{array}\right]=\lambda\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10} \\
x_{11} \\
x_{12} \\
x_{13} \\
x_{14} \\
x_{15} \\
x_{16} \\
x_{17}
\end{array}\right]
$$

Step 6: We will now verify equations (1) and (2) in this section, using the definition of the eigenvector above.

We use the generating set $S=\left\{x_{1}, x_{2}, x_{12}, x_{13}\right\}$ with its sum $\sum S=x_{1}+x_{2}+x_{12}+x_{13}$. Now, using equations (4), (5) and (15) and(16) in the above, and noting that the variable $x_{2}$ is 0 :

$$
\begin{align*}
\lambda \sum S= & \lambda\left(x_{1}+x_{2}+x_{12}+x_{13}\right) \\
= & \left(x_{2}+2 x_{13}+\lambda x_{17}\right)+\left(2 x_{1}+x_{1}\right)+\left(\lambda x_{17}+x_{2}+x_{13}+x_{16}\right) \\
& +\left(\lambda x_{17}+x_{2}-x_{16}\right) \\
= & 3\left(x_{1}+x_{2}+x_{12}+x_{13}\right)+3 \lambda x_{17} \\
= & 3 \sum S+2 \lambda x_{17} \\
\Rightarrow \quad \sum S= & \frac{3 \lambda x_{17}}{\lambda-3} \tag{21}
\end{align*}
$$

This is the same result as equation (2) above.

Step 7: We now verify equation (1) in this section, using the definition of the eigenvector above.

Next: equation 20 and 6 gives:
$\lambda \lambda x_{17}=\lambda\left(2 x_{1}\right)=x_{2}+x_{17}+0+0+0+0$
Equation 17 gives $x_{1}+x_{17}=0$ and $18+19$ gives: $x_{13}+2 x_{17}=0$ and $x_{12}=0$, so that:

$$
\begin{align*}
& \lambda^{2} x_{17}=x_{1}+x_{2}+x_{12}+x_{13}+4 x_{17} \\
& \Rightarrow \sum S=\lambda^{2} x_{17}-4 x_{17} \tag{22}
\end{align*}
$$

This is the same result as equation (1) above.
So we have verified both equations (1) and (2) by using the definition of the eigenvector.

### 5.1.6 The case $q=5$

Step 1: Write down first equation using last vertex:
$x_{3}+x_{22}+x_{23}+x_{24}+x_{25}=\lambda x_{26}$
Expand left hand side with their neighbors to get vertices belonging to set S :
$\left(x_{2}+x_{4}+x_{5}+x_{6}+x_{26}\right)+\left(x_{1}+x_{23}+x_{24}+x_{25}+x_{26}\right)$
$+\left(x_{21}+x_{22}+x_{24}+x_{25}+x_{26}\right)+\left(x_{20}+x_{22}+x_{23}+x_{25}+x_{26}\right)$
$+\left(x_{4}+x_{22}+x_{23}+x_{24}+x_{26}\right)$
$=\lambda\left(x_{3}+x_{22}+x_{23}+x_{24}+x_{25}\right)$
$x_{1}+x_{2}+2 x_{4}+x_{5}+x_{6}+x_{20}+x_{21}+3 x_{22}+3 x_{23}+3 x_{24}+3 x_{25}+5 x_{26}$
$=\lambda\left(\lambda x_{26}\right)$

Step 2: Put $x_{25}=-x_{24}$ (second and third largest have opposite signs and are called the switching pair) - this guarantees no $x_{24}, x_{25} \notin S$.

Set $T=\left\{x_{1}, x_{2}\right\}$ and $T^{\prime}=\{$ all vertices in $S$ that belong to the second last clique, and which are neighbours of the last clique $\}=\left\{x_{20}, x_{21}\right\}$. Then the generating set $S=T \cup T^{\prime}=\left\{x_{1}, x_{2}\right\} \cup\left\{x_{20}, x_{21}\right\}=\left\{x_{1}, x_{2}, x_{20}, x_{21}\right\}$

Then we have
$x_{1}+x_{2}+2 x_{4}+x_{5}+x_{6}+x_{20}+x_{21}+3 x_{22}+3 x_{23}+5 x_{26}=\lambda^{2} x_{26}$

## Step 3: Put

$x_{4}=x_{5}=0 ; x_{6}=-3 x_{22} ; x_{23}=0$
$x_{1}+x_{2}+x_{20}+x_{21}+5 x_{26}=\lambda^{2} x_{26}$
$\Rightarrow x_{1}+x_{2}++x_{20}+x_{21}=\lambda^{2} x_{26}-5 x_{26}$
$\Rightarrow \sum S=\lambda^{2} x_{26}-5 x_{26}$

This verifies equation (1) of Section 5.1.2 for the case $q=4$.

Step 4: Taking the neighbours of the vertices in $S=\left\{x_{1}, x_{2}, x_{20}, x_{21}\right\}$ we get

$$
\begin{aligned}
& \left(x_{2}+x_{7}+x_{12}+x_{17}+x_{22}\right)+\left(x_{1}+x_{3}+x_{4}+x_{5}+x_{6}\right) \\
& +\left(x_{17}+x_{18}+x_{19}+x_{21}+x_{24}\right)+\left(x_{17}+x_{18}+x_{19}+x_{20}+x_{23}\right) \\
& =\lambda\left(x_{1}+x_{2}+x_{20}+x_{21}\right)
\end{aligned}
$$

Switching pair: $x_{24}=-x_{25}$ and set $x_{4}=x_{5}=0 ; x_{6}=-3 x_{22} ; x_{23}=0$
$3 x_{1}=x_{7} ; x_{12}=4 \lambda x_{26}$
$x_{3}=3 x_{2}$
$x_{18}=\frac{3}{2} x_{20} ; \quad x_{19}=\frac{3}{2} x_{21}$
$x_{4}=x_{5}=x_{17}=0$
$x_{25}=-2 x_{22}=-x_{24}$
$\left(x_{2}+3 x_{1}+4 x_{26}+0+x_{22}\right)+\left(x_{1}+3 x_{2}+0+0-3 x_{22}\right)$
$+\left(0+\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{21}+x_{24}\right)+\left(0+\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{20}+0\right)$
$=4\left(x_{1}+x_{2}+x_{20}+x_{21}\right)+4 x_{26}$
$=\lambda\left(x_{1}+x_{2}+x_{20}+x_{21}\right)$

## Therefore

$$
\begin{align*}
& \Rightarrow x_{1}+x_{2}+x_{20}+x_{21}=\frac{4 x_{26}}{\lambda-4} \\
& \Rightarrow \sum S=\frac{4 x_{26}}{\lambda-4} \tag{2}
\end{align*}
$$

This verifies equation (2) of Section 5.1.2 for the case $q=4$.

Step 5: Substitute (2) into (1) to we get

$$
\begin{array}{ll} 
& \frac{4 \lambda x_{26}}{\lambda-4}=\lambda^{2} x_{26}-5 x_{26} \\
\Rightarrow & \lambda^{2}(\lambda-4) x_{26}-5(\lambda-4) x_{26}=4 \lambda x_{26} \\
\Rightarrow & \lambda^{3} x_{26}-4 \lambda^{2} x_{26}-5 \lambda x_{26}+20 x_{26}-4 \lambda x_{26}=0 \\
\Rightarrow & \lambda^{3} x_{26}-4 \lambda^{2} x_{26}-9 \lambda x_{26}+20 x_{26}=0 \\
\Rightarrow & (\lambda-5)\left(\lambda^{2}+\lambda-4\right) x_{26}=0 \\
\Rightarrow \quad & \lambda=5 \text { or } \lambda=\frac{-1 \pm \sqrt{1-(4 .-4)}}{2}=\frac{-1 \pm \sqrt{17}}{2}
\end{array}
$$

So, solving this equation, we have eigenvalues $\lambda=5$, (which is the same as the degree of the vertices in the 5 -cliqued graph), and the conjugate eigen-pairs

$$
\lambda=\frac{-1 \pm \sqrt{17}}{2} .
$$

Let $\underline{x}=\left[x_{1}, x_{2}, \ldots, x_{26}\right]^{T}$. Then $A\left(G_{K_{5}}{ }^{*}\right) \underline{x}=\lambda \underline{x}$ gives

$$
\left[\begin{array}{c}
x_{2}+x_{7}+x_{12}+x_{17}+x_{22} \\
x_{1}+x_{3}+x_{4}+x_{5}+x_{6} \\
x_{2}+x_{4}+x_{5}+x_{6}+x_{26} \\
x_{2}+x_{3}+x_{5}+x_{6}+x_{25} \\
x_{2}+x_{3}+x_{4}+x_{6}+x_{9} \\
x_{2}+x_{3}+x_{4}+x_{5}+x_{8} \\
x_{1}+x_{8}+x_{9}+x_{10}+x_{11} \\
x_{6}+x_{7}+x_{9}+x_{10}+x_{11} \\
x_{5}+x_{7}+x_{8}+x_{10}+x_{11} \\
x_{7}+x_{8}+x_{9}+x_{11}+x_{14} \\
x_{7}+x_{8}+x_{9}+x_{10}+x_{13} \\
x_{1}+x_{13}+x_{14}+x_{15}+x_{16} \\
x_{11}+x_{12}+x_{14}+x_{15}+x_{16} \\
x_{10}+x_{12}+x_{13}+x_{15}+x_{16} \\
x_{12}+x_{13}+x_{14}+x_{16}+x_{19} \\
x_{12}+x_{13}+x_{14}+x_{15}+x_{18} \\
x_{1}+x_{18}+x_{19}+x_{20}+x_{21} \\
x_{16}+x_{17}+x_{19}+x_{20}+x_{21} \\
x_{15}+x_{17}+x_{18}+x_{20}+x_{21} \\
x_{17}+x_{18}+x_{19}+x_{21}+x_{24} \\
x_{17}+x_{18}+x_{19}+x_{20}+x_{23} \\
x_{1}+x_{23}+x_{24}+x_{25}+x_{26} \\
x_{21}+x_{22}+x_{24}+x_{25}+x_{26} \\
x_{20}+x_{22}+x_{23}+x_{25}+x_{26} \\
x_{4}+x_{22}+x_{23}+x_{24}+x_{26} \\
x_{3}+x_{22}+x_{23}+x_{24}+x_{25}
\end{array}\right]=\left[\begin{array}{c}
x_{2}+3 x_{1} \\
x_{2}-3 x_{22}+x_{26} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10} \\
x_{11} \\
x_{12} \\
x_{13} \\
x_{14}+0+\frac{3}{2} x_{20}+x_{20}+x_{21} \\
x_{15} \\
x_{16} \\
\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{21}+2 x_{22} \\
\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{20}+0 \\
x_{1}+0+x_{26} \\
x_{21}+x_{22}+0+x_{26} \\
x_{20}+x_{22}+2 x_{22}+x_{26} \\
0+x_{22}-2 x_{22}+x_{26} \\
x_{3}+x_{22}+0+0+0
\end{array}\right]=\lambda\left[\begin{array}{l}
x_{18} \\
x_{19} \\
x_{20} \\
x_{21} \\
x_{22} \\
x_{23} \\
x_{24} \\
x_{25} \\
x_{26}
\end{array}\right]
$$



Step 6: We will now verify equation (2) in this section, using the definition of the eigenvector above.

We use the generating set $S=\left\{x_{1}, x_{2}, x_{21}, x_{22}\right\}$ with its sum $\sum S=x_{1}+x_{2}+x_{21}+x_{22}$. Now, using equations (4), (5), (23) and (24) in the above, and noting that the variable $x_{2}=0$ :
$\lambda \sum S=\lambda\left(x_{1}+x_{2}+x_{21}+x_{22}\right)$

$$
\begin{align*}
= & \left(x_{2}+3 x_{1}+4 \lambda x_{26}+x_{22}\right)+\left(x_{1}+3 x_{2}-3 x_{22}\right)+\left(\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{21}+2 x_{22}\right) \\
& +\left(\frac{3}{2} x_{20}+\frac{3}{2} x_{21}+x_{20}+0\right) \\
= & 4\left(x_{1}+x_{2}+x_{20}+x_{21}\right)+4 \lambda x_{26} \\
= & 4 \sum S+4 \lambda x_{26} \\
\Rightarrow \quad & \sum S=\frac{4 \lambda x_{26}}{\lambda-4} \tag{30}
\end{align*}
$$

This is the same result as equation (2) above.
Step 7: We now verify equation (1) in this section, using the definition of the eigenvector above.
$(24)+(25)$ yield:
$x_{20}+2 x_{22}+2 x_{26}=0$
From (29) we get
$x_{3}+x_{22}=\lambda x_{26}$
$\Rightarrow \lambda^{2} x_{26}=\lambda x_{3}+\lambda x_{22}$
Substituting (6) and (25), we get
$\lambda^{2} x_{26}=\left(x_{2}-3 x_{22}+x_{26}\right)+\left(x_{1}+0+x_{26}\right)$
Adding (31) and (26) to (32) we get

$$
\begin{align*}
\lambda^{2} x_{26}= & \left(x_{2}-3 x_{22}+x_{26}\right)+\left(x_{1}+0+x_{26}\right)+\left(x_{20}+2 x_{22}+2 x_{26}\right)+ \\
& \left(x_{21}+x_{22}+0+x_{26}\right) \\
= & \left(x_{1}+x_{2}+x_{20}+x_{21}\right)+5 x_{26} \\
\Rightarrow \sum S= & \lambda^{2} x_{26}-5 x_{26} \tag{33}
\end{align*}
$$

This is the same result as equation (1) above.
So we have verified both equations (1) and (2) by using the definition of the eigenvector.

### 5.1.7 Eigenvalues of general case

Refer to Section 5.1.1 for the vertex notation and definitions. We require the following additional definitions to clarify the proof for the general case, where $q \geq 6$.

1. $x_{1}$ is the first vertex (central vertex);
2. $x_{2}$ is the second vertex;
3. $x_{3}$ is the third vertex;
4. Vertices in first clique $=\left\{x_{2}, x_{3}, \ldots, x_{q}, x_{q+1}\right\}$,
5. Vertices in last clique $=\left\{x_{a,} x_{a+1}, \ldots, x_{l-3}, x_{l-2}, x_{l-1}, x_{l}\right\}$,
6. Anchor vertex of clique is the vertex in each clique which is joined to the first vertex $x_{1}$;
7. Anchor vertex of the last clique, $x_{a}=x_{2+q(q-1)}$;
8. Switching pair of vertices are $x_{q^{2}-1}=x_{l-2}$ (third last vertex) and $x_{q^{2}}=x_{l-1}$ (second last vertex);
9. $x_{l}=x_{q^{2}+1}$ is the last vertex;
10. $\lambda x_{l}$ is the sum of the neighbours of $x_{l}$ i.e.
$\lambda x_{l}=x_{3}+x_{a}+x_{a+1}+x_{a+2}+\ldots x_{l-3}+x_{l-2}+x_{l-2}$
11. Q is the set of vertices in the last clique which give ' 0 '' equations, i.e., $Q=\left\{x_{a+1}, x_{a+2}, \ldots, x_{l-3}\right\}$ and $\left\{x_{l-2}, x_{l-1}, x_{l}\right\} \notin Q$
12. Neighbours of $x_{a}=\left\{x_{1}, x_{l-2}, x_{l-1}, x_{l}\right\}$ and all other neighbours of $x_{a}$ from from $Q$ (which are 0 )
13. Neighbours of $x_{l}=N\left(x_{l}\right)$

$$
\begin{aligned}
& =\left\{x_{l}^{1}, x_{l}^{2}, \ldots, x_{l}^{q}\right\} \\
& =\left\{x_{3}, x_{a}, x_{a+1}, x_{a+2}, \ldots, x_{l-3}, x_{l-2}, x_{l-1}\right\}
\end{aligned}
$$

14. The sum of the neigbours of $x_{l}^{i} ; 1 \leq i \leq q$ is $\lambda\left(\lambda x_{l}\right)$
15. The set $T^{\prime}$ consists of vertices from $\lambda\left(\lambda x_{l}\right)$ which belong to the second last $((q-1)$ th) clique, which are neighbours of the vertices from the last ( $q$ th) clique
i.e., $T^{\prime}=\left\{x_{k_{1}}, x_{k_{2}}, \ldots, x_{k_{t}}\right\}$, where $t=\left\{\begin{array}{l}\frac{q-1}{2} ; q \text { odd } \\ \frac{q}{2} ; q \text { even }\end{array}\right.$.
16. $T=\left\{x_{1}, x_{2}\right\}$
17. Let $S=$ the generating set of vertices then $S=T \cup T^{\prime}$.
18. $\mathrm{P}=$ the set of vertices in the second last clique, excluding the anchor vertex, which are not neighbours of the last clique, and are therefore not in $T^{\prime}$ as defined above
i.e., $P=\left\{x_{p_{1}}, x_{p_{2}}, \ldots, x_{p_{q-1-t}}\right\}$, where $t=\left\{\begin{array}{l}\frac{q-1}{2} ; q \text { odd } \\ \frac{q}{2} ; q \text { even }\end{array}\right.$.
19. $Q^{\prime}$ is a subset of $Q$, whose vertices join backwards to vertices of T'. All vertices in $Q^{\prime}$ are in the last clique.
20. If $S=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$, then we define $\sum S=\sum_{i=1}^{k} x_{i}$.

## Step 1- write down the first equation using the last vertex:

$$
\begin{array}{rlr}
\lambda^{2} x_{l}= & \lambda\left(\lambda x_{l}\right) & \\
= & x_{1} & \text { central vertex } \\
& +x_{2}+x_{4}+x_{5}+\ldots+x_{q}+x_{q+1} & \text { all vertices in first clique } \\
& +(q-2) x_{a}+(q-2) x_{a+1},(q-2) x_{a+2}+\ldots+(q-2) x_{a+t}+\ldots+(q-2) x_{l-3} \\
& & \\
& +(q-2) x_{l-2}+(q-2) x_{l-1}+q x_{l}+\left(x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right) \\
& +\left(x_{p_{1}}+x_{p_{2}}+\ldots+x_{p_{q-1-t}}\right) &
\end{array}
$$

Step 2: Set $x_{l-1}=-x_{l-2} \quad$ switching vertices

Step 3: Put $x_{4}=x_{5}=\ldots=x_{q}=0 ; Q=\{0,0, \ldots, 0\}$;

$$
x_{q+1}=-(q-2) x_{a}
$$

Then,

$$
\begin{aligned}
\lambda^{2} x_{l}= & x_{1}+x_{2}+0+0+\ldots+0 \\
& +0+0+\ldots+0+0 \\
& +(q-2) x_{l-2}-(q-2) x_{l-2}+q x_{l} \\
& +\left(x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right) \\
& +(0+0+\ldots+0) \\
\Rightarrow \lambda^{2} x_{l}= & x_{1}+x_{2}+q x_{l}+\left(x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right)
\end{aligned}
$$

$\Rightarrow \lambda^{2} x_{l}-q x_{l}=x_{1}+x_{2}+\left(x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right)$
$\Rightarrow \lambda^{2} x_{l}-q x_{l}=\sum S$
$\Rightarrow \sum S=\lambda^{2} x_{l}-q x_{l}$

## Step 4:

Now we look at the neighbors of the generating set $S$ :

$$
\begin{aligned}
S=T \cup T^{\prime}= & \left\{x_{1}, x_{2}\right\} \cup\left\{x_{k_{1}}, x_{k_{2}}, \ldots, x_{k_{t}}\right\} \\
& \text { where } t=\frac{q-1}{2}, q \text { odd, and } t=\frac{q}{2}, q \text { even. }
\end{aligned}
$$

Neighbours of $x_{1}: x_{2}, x_{2+q}, x_{2+2 q}, \ldots, x_{2+q(q-1)}=x_{a}$
Neighbours of $x_{2}: x_{1}, x_{3}, x_{4}, \cdots, x_{q+1}$
Sum of neighbours of $T^{\prime}=(t-1) \sum T^{\prime}+t \sum P+\sum Q^{\prime}$
Then the sum of the neighbors of the elements of $S$ :

$$
\begin{aligned}
\lambda \sum S= & \left(x_{2}+x_{2+q}+x_{2+2 q}+\ldots .+x_{2+q(q-1)}\right) \\
& +\left(x_{1}+x_{3}+x_{4}+\ldots+x_{q}+x_{q+1}\right) \\
& +(t-1) \sum T^{\prime}+t \sum P+\sum Q^{\prime}
\end{aligned}
$$

From before:
Put $x_{4}=x_{5}=\ldots=x_{q}=0 ; Q=\{0,0, \ldots, 0\} ; x_{q+1}=-(q-2) x_{a} ; x_{l-1}=-x_{l-2}$,

$$
\begin{aligned}
\lambda \sum S= & \left(x_{2}+x_{2+q}+x_{2+2 q}+\ldots .+x_{2+q(q-1)}\right) \\
& +\left(x_{1}+x_{3}+0+\ldots+0-(q-2) x_{a}\right) \\
& +(t-1) \sum T^{\prime}+t \sum P+x_{l-2} \\
= & x_{1}+x_{2}+x_{3}-(q-2) x_{a}+x_{2+q}+x_{2+2 q}+\ldots .+x_{2+q(q-1)} \\
& +(t-1) \sum T^{\prime}+t \sum P+x_{l-2}
\end{aligned}
$$

Set

$$
\begin{aligned}
& x_{3}=(q-2) x_{2} \\
& x_{2+q}=(q-2) x_{1} \\
& x_{2+2 q}=(q-1) \lambda x_{l} \\
& x_{a-q}=x_{2+q(q-2)}=0 \\
& x_{l-2}=(q-3) x_{a}=-x_{l-1}
\end{aligned}
$$

$$
\begin{aligned}
\lambda \sum S & =x_{1}+x_{2}+(q-2) x_{2}-(q-2) x_{a}+(q-2) x_{1}+(q-1) \lambda x_{l}+\ldots \\
& +0+x_{a}+(t-1) \sum T^{\prime}+t \sum P+(q-3) x_{a} \\
& =(q-1) x_{1}+(q-1) x_{2}+(q-1) \lambda x_{l}+(t-1) \sum T^{\prime}+t \sum P
\end{aligned}
$$

Set

$$
\begin{aligned}
& x_{p_{1}}=\frac{q-t}{t} x_{k_{1}} ; \\
& x_{p_{2}}=\frac{q-t}{t} x_{k_{2}} ; \\
& \ldots \\
& x_{p_{t}}=\frac{q-t}{t} x_{k_{t}}
\end{aligned}
$$

and
$x_{p(t+1)}=0$ if $q$ is even, as $P$ has one more vertex than $T^{\prime}$ when $q$ is even.

Then,

$$
\begin{align*}
& \lambda \sum S \quad=(q-1) x_{1}+(q-1) x_{2}+(q-1) \lambda x_{l} \\
&+(t-1)\left(x_{k_{1}}+x_{k_{2}+}+\ldots+x_{k_{t}}\right)+t\left[\frac{q-t}{t}\left(x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right)\right] \\
&=(q-1) x_{1}+(q-1) x_{2}+(q-1) \lambda x_{l}+(q-1)\left(x_{k_{1}}+x_{k_{2+}}+\ldots+x_{k_{t}}\right) \\
&=(q-1)\left(x_{1}+x_{2}+x_{k_{1}}+x_{k_{2}}+\ldots+x_{k_{t}}\right)+(q-1) \lambda x_{l} \\
&=(q-1) \sum S+(q-1) \lambda x_{l} \\
& \Rightarrow(\lambda-(q-1)) \sum S=(q-1) \lambda x_{l} \\
& \Rightarrow \sum S=\frac{(q-1) \lambda x_{l}}{\lambda-(q-1)} \tag{2}
\end{align*}
$$

Substituting (2) into (1), we get

$$
\begin{aligned}
& \frac{(q-1) \lambda x_{l}}{\lambda-q}=\lambda^{2} x_{l}-q x_{l} \\
\Rightarrow & \lambda^{2}(\lambda-(q-1)) x_{l}-q(\lambda-(q-1)) x_{l}=(q-1) \lambda x_{l} \\
\Rightarrow & \lambda^{3} x_{l}-(q-1) \lambda^{2} x_{l}-q \lambda x_{l}+q(q-1) x_{l}-(q-1) \lambda x_{l}=0 \\
\Rightarrow & \lambda^{3} x_{l}-(q-1) \lambda^{2} x_{l}-(2 q-1) \lambda x_{l}+q(q-1) x_{l}=0 \\
\Rightarrow & (\lambda-q)\left(\lambda^{2}+\lambda-(q-1)\right) x_{l}=0
\end{aligned}
$$

$\Rightarrow \quad \lambda=q$ or $\lambda=\frac{-1 \pm \sqrt{1-(-4(q-1))}}{2}=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$

So, solving this equation, we have eigenvalues $\lambda=q$, (which is the same as the degree of the vertices in the $q$-cliqued graph), and the conjugate eigen-pairs
$\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$.

### 5.1.8 General eigenvector

Let $\underline{x}=\left[x_{1}, x_{2}, \ldots x_{q^{2}+1}\right]^{T}$ be an eigenvector of $G_{K_{q}}{ }^{*}$. Then, from applying the construction of the $q$-cliqued graphs and the anaylsis in the preceding sections, we have:

$$
\begin{aligned}
& x_{1}=x_{2}+x_{2+q}+x_{2+2 q}+\ldots .+x_{a-q}+x_{a} \\
& x_{2}=x_{1}+x_{3}+x_{4}+\ldots+x_{q+1} \\
& x_{3}=x_{2}+x_{4}+x_{5}+x_{6}+\ldots+x_{q+1}+x_{l} \\
&=(q-1) x_{2} \\
& x_{4}, x_{5}, \ldots, x_{q}=0 \\
& x_{q+1}=-(q-2) x_{a} \\
& x_{2+q}=(q-1) x_{1} \\
& x_{2+2 q}=\lambda(q-1) x_{l} \\
& x_{a}=x_{l-(q-1)}=x_{1}+x_{a+1}+x_{a+2}+\ldots .+x_{a+t}+\ldots+x_{l-2}+x_{l-1}+x_{l} \\
& x_{p_{1}}=\frac{q-t}{t} x_{k_{1}} ; \\
& x_{p_{2}}=\frac{q-t}{t} x_{k_{2}} ; \\
& \ldots \\
& x_{p_{t}}=\frac{q-t}{t} x_{k_{t}}
\end{aligned}
$$

and
$x_{p(t+1)}=0$ if $q$ is even, as $P$ has one more vertex than $T^{\prime}$ when $q$ is even.

$$
\begin{aligned}
x_{q^{2}-1} & =x_{l-2} \\
& =x_{a}+(q-3) x_{a}+x_{\alpha}+x_{l}=\lambda x_{l-2}
\end{aligned}
$$

where $x_{\alpha} \in T^{\prime}$ and is connected to switching vertex $x_{l-2}$

$$
\begin{aligned}
x_{q^{2}} & =x_{l-1} \\
& =x_{a}-(q-3) x_{a}+x_{l} \\
x_{l-2} & =(q-3) x_{a}=-x_{l-1} \\
x_{l-1} & =-x_{l-2} \\
x_{q^{2}+1} & =x_{l} \\
& =x_{3}+x_{a}
\end{aligned}
$$

The general eigenvector will have $q-4-(t-1)$ entries which contain $x_{a}+x_{l}+x_{l-1}+x_{l-2}$.

Zero equations (obtained from all vertices in the last clique, which connect backwards to the $(q-1)$ clique, i.e., to the vertices of $T^{\prime} \backslash\left\{x_{\alpha}\right\} .(t-1)$ of these such equations
$x_{a}+x_{\beta_{1}}+\left(x_{l-1}+x_{l-2}\right)+x_{l}=x_{a}+x_{k_{\beta}}+0+x_{l} \quad(t-1)$ of these such equations where $1 \leq \beta \leq t$, and $x_{k_{\beta}} \neq x_{\alpha}$.
Sum of generating set T' without $x_{\alpha}$ :
$(t-2) T^{\prime} \backslash\left\{x_{k_{i}}\right\}+(t-1) P+(t-1) x_{a-q}=\lambda x_{k_{i}} ;$
Equation for $x_{\alpha}$ in generating set: $\quad T^{\prime} \backslash\left\{x_{\alpha}\right\}+P+x_{a-q}+x_{l-2}$

### 5.1.9 The final general equations

As in the specific cases for $q=4$ and 5 , we need to verify the following two equations using the values of the entries in the eigenvector:
$\sum S=\lambda^{2} x_{l}-q x_{l}$.
and
$\lambda \sum S=(q-1) \sum S+(q-1) x_{l}$

We shall now prove that equation (1) holds for values of the eigenvector:

The last equation in $A\left(G_{K_{n}}{ }^{*}\right) \underline{x}=\lambda \underline{x}$ yields
$x_{3}+x_{a}=\lambda x_{l}$
$\Rightarrow \lambda x_{3}+\lambda x_{a}=\lambda^{2} x_{l}$
Substituting $a$ th and $3^{r d}$ equations of $A\left(G_{K_{n}}{ }^{*}\right) \underline{x}=\lambda \underline{x}$ we get

$$
\begin{aligned}
\lambda^{2} x_{l}= & \lambda x_{3}+\lambda x_{a} \\
= & \left(x_{2}+x_{4}+x_{5}+x_{6}+\ldots+x_{q+1}+x_{l}\right) \\
& \quad+\left(x_{1}+x_{a+1}+x_{a+2}+\ldots+x_{a+t}+\ldots+x_{l-2}+x_{l-1}+x_{l}\right) \\
= & x_{1}+x_{2}+\left(x_{4}+x_{5}+x_{6}+\ldots+x_{q+1}\right) \\
& \quad+\left(x_{a+1}+x_{a+2}+\ldots+x_{a+t}+\ldots+x_{l-2}+x_{l-1}+2 x_{l}\right)
\end{aligned}
$$

Setting $x_{4}=x_{5}=\ldots=x_{q}=0$, and $x_{q+1}=-(q-2) x_{a}$, we get
$\lambda^{2} x_{l}=x_{1}+x_{2}-(q-2) x_{a}+\left(x_{a+1}+x_{a+2}+\ldots .+x_{a+t}+\ldots+x_{l-2}+x_{l-1}+2 x_{l}\right)$
Now, adding the switching vertices, we get

$$
\begin{aligned}
& x_{l-1}+x_{l-2}=\left(x_{a}-(q-3) x_{a}+x\right)+\left(x_{a}+(q-3) x_{a}+x_{\alpha}+x_{l}\right)=0 \\
& \Rightarrow 2 x_{a}+x_{\alpha}+2 x_{l}=0
\end{aligned}
$$

Adding the 0 equations yields: $(t-1) x_{a}+(t-1) x_{l}+x_{a-1}+x_{a-2}+. .+x_{a-(t-1)}$
Adding the other 0 equations yield: $q-4-(t-1)$ of $x_{a}+x_{l}$

This all yields:

$$
\begin{aligned}
\lambda^{2} x_{l} \quad & =x_{1}+x_{2}-(q-2) x_{a} \\
& +\left(x_{a+1}+x_{a+2}+\ldots .+x_{a+t}+\ldots+x_{l-2}+x_{l-1}+2 x_{l}\right) \\
& +2 x_{a}+x_{\alpha}+2 x_{l} \\
& +(t-1) x_{a}+(t-1) x_{l}+x_{a-1}+x_{a-2}+. .+x_{a-(t-1)} \\
& +(q-4-(t-1))\left[x_{a}+x_{l}\right] \\
& =x_{1}+x_{2}-(q-2) x_{a}+2 x_{l}+2 x_{a}+x_{\alpha}+2 x_{l} \\
& +(t-1) x_{a}+(t-1) x_{l}+x_{a-1}+x_{a-2}+. .+x_{a-(t-1)} \\
& +(q-4-(t-1))\left[x_{a}+x_{l}\right] \\
& =\text { sum of elements from generating set }+q x_{l}
\end{aligned}
$$

Therefore, $\sum S=\lambda^{2} x_{l}-q x_{l}$, which is equation (1) above.

Using the vector values as per 5.1.8, and referring to section 5.1.7, we have verified that

$$
\begin{equation*}
\Rightarrow \sum S=\frac{(q-1) \lambda x_{l}}{\lambda-(q-1)} \tag{2}
\end{equation*}
$$

So we have verified both equations (1) and (2) by using the general definition of the eigenvector. Substituting (2) into (1), we solve for the conjugate eigen-pair as per section 5.1.7.

This concludes the proof of the conjugate eigen-pair of the adjacency matrix associated with the $q$-cliqued graphs, as constructed in section 4 . It is interesting to note that the conjugate eigen-pairs are a function of the clique number of the graph.

In the next section, we determine the eigen-bi-balanced properties of $q$-cliqued graphs associated with the conjugate eigen-pair $\lambda=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$.

### 5.2 Eigen-bi-balanced properties of $q$-cliqued graphs

Now that we have determined the conjugate eigen-pair for the class of $q$-cliqued graphs, we can determine the eigen-bi-blanced properties as defined in Chapter 3, for this newly defined class of graphs. We recall from Section 5.1 that the conjugate eigen-pair is
$(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$ for all $q$-cliqued graphs as defined in Section 4.1. We will determine the eigen-bi-balanced properties of the class of $q$-cliqued graphs, associated with this conjugate eigen-pair. We note the importance of the central vertex, which is connected to the anchor vertex of each of the $q$ sub-cliques in the $q$-cliqued graphs.

## Theorem 5.2.1

For the class of $q$-cliqued graphs and the conjugate eigen-pair

$$
(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}
$$

1. The class of $q$-cliqued graphs is sum*(-1)*eigen-pair balanced with respect to the conjugate eigen-pair $(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$;
2. The class of $q$-cliqued graphs is product* $(1-q) *$ eigen-pair balanced with respect to the conjugate eigen-pair $(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$;
3. The class of $q$-cliqued graphs has eigen-bi-balanced ratio
$r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right)=\frac{1}{(q-1)}$,
with eigen-bi-balanced ratio asymptote
$r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right)^{\infty}=0$, and
density
$\Omega_{r}\left(G_{K_{q}}{ }^{*}\right)=\left\lvert\, \operatorname{asymp}\left(\left.r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right) \right\rvert\,=0 ;\right.\right.$
4. The class of $q$-cliqued graphs has eigen-bi-balanced ratio area

$$
\operatorname{Ar}\left(G_{K_{q}}^{*}\right)^{-1+\sqrt{1+4(q-1)}} 2 \frac{-1-\sqrt{1+4(q-1)}}{2}=\sqrt{n-1}(4 \sqrt{n-1}+4 \ln \mid \sqrt{n-1}-1) ; \text { and }
$$

5. The class of $q$-cliqued graphs has $|a+b|+|a b|=q$ with respect to the conjugate eigen-pair $(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$.
6. The eigenvalues of the Laplace matrix of the $q$-cliqued graphs are $(c, d)=q-\left(\frac{-1 \pm \sqrt{1+4(q-1)}}{2}\right)$
and the eigenvalues of the signless Laplace matrix of the $q$-cliqued graphs are $(e, f)=q+\left(\frac{-1 \pm \sqrt{1+4(q-1)}}{2}\right)$

## Proof

1. The sum of the conjugate eigen-pair $(a, b)$ is
$\operatorname{sum}\left(\frac{-1+\sqrt{1+4(q-1)}}{2}, \frac{-1-\sqrt{1+4(q-1)}}{2}\right)$
$=\frac{-1+\sqrt{1+4(q-1)}}{2}+\frac{-1-\sqrt{1+4(q-1)}}{2}$
$=-1$
Therefore, the class of $q$-cliqued graphs is exact sum* $(-1) *$ eigen-pair balanced. It is interesting that it is the conjugate pair of eigenvalues that satisfy the sum*(-1)*eigen-pair balanced criteria.
2. The product of the conjugate eigen-pair $(a, b)$ is

$$
\begin{aligned}
& \text { product }\left(\frac{-1+\sqrt{1+4(q-1)}}{2}, \frac{-1-\sqrt{1+4(q-1)}}{2}\right) \\
& =\frac{(-1)^{2}-(1+4(q-1))}{4} \\
& =-(q-1)
\end{aligned}
$$

We have shown that the product of the conjugate eigen-pair is an integral function of $q$ i.e., $f(q)=-(q-1)$ where $q-1$ is also the degree of the vertices in a complete graph of order $q$. These eigenvalues are therefore non-exact product* $(1-q)$ *eigenpair balanced.
3. The eigen-bi-balanced ratio is
$r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right)$
$=\frac{-1}{-(q-1)}$
$=\frac{1}{(q-1)}$

Note that the eigen-bi-balanced ratio is equal to the negative of the reciprocal of the product of the conjugate pairs. The asymptote of this ratio is 0 , as the value of $q$ increases. So

$$
\begin{aligned}
& r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right)^{\infty}=0, \text { and } \\
& \Omega_{r}\left(G_{K_{q}}{ }^{*}\right)=\left\lvert\, \operatorname{asymp}\left(\left.r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} G_{K_{q}}^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right) \right\rvert\,=0 ;\right.\right.
\end{aligned}
$$

4. The eigen-bi-balanced ratio area is

$$
\begin{aligned}
\operatorname{Ar}\left(G_{K_{q}}^{*}\right)^{-1+\sqrt{1+4(q-1)}} \frac{2}{2}, \frac{-1-\sqrt{1+4(q-1)}}{2} & =\frac{2 m}{n}\left|\int \frac{a+b}{a b} d n\right| \\
& =\frac{q\left(q^{2}+1\right)}{q^{2}+1}\left|\int \frac{-1}{-(q-1)} d n\right| \\
& =2 q\left|\int \frac{1}{\sqrt{n-1}-1} d n\right| \\
& =4 q\left|\int \frac{u d u}{u-1}\right| \\
& =4 q\left|\int \frac{u-1}{u-1}+\frac{1}{u-1} d u\right| \\
& =\sqrt{n-1}(4 \sqrt{n-1}+4 \ln \mid \sqrt{n-1}-1)+c
\end{aligned}
$$

When $n=1$ we have $A r=0$ so that $c=0$.
So

$$
\operatorname{Ar}\left(G_{K_{q}}{ }^{*}\right)^{-1+\sqrt{1+4(q-1)}} 2 \frac{-1-\sqrt{1+4(q-1)}}{2}=\sqrt{n-1}(4 \sqrt{n-1}+4 \ln |\sqrt{n-1}-1|)
$$

5. $|a+b|+|a b|$

$$
\begin{aligned}
& =\left|\frac{-1+\sqrt{1+4(q-1)}}{2}+\frac{-1-\sqrt{1+4(q-1)}}{2}\right|+\left|\frac{-1+\sqrt{1+4(q-1)}}{2} * \frac{-1-\sqrt{1+4(q-1)}}{2}\right| \\
& =\left|\frac{-2}{2}\right|+\left|\frac{1-(1+4(q-1))}{4}\right| \\
& =1+(q-1) \\
& =q
\end{aligned}
$$

Then, as per Conjecture 3.8.2, $|a+b|+|a . b|=q<q^{2}=c d$ for $q \geq 2$, where $c$ is the maximum degree in ${G_{K_{q}}}^{*}$ and $d$ is the minimum degree in $G_{K_{q}}{ }^{*}$ i.e., $c=d=q$.
6. Recall the definition of the Laplace matrix and the signless Laplace matrix from Section 1.2.9, and note that $q$-cliqued graphs are $q$-regular. We also note from Brouwer and Haemers [12], that if $G$ is $k$-regular and has eigenvalues
$\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{n}$, then the Laplace matrix has eigenvalues
$k-\lambda_{1}, k-\lambda_{2}, k-\lambda_{3}, \ldots, k-\lambda_{n}$ and the signless Laplace matrix has eigenvalues $k+\lambda_{1}, k+\lambda_{2}, k+\lambda_{3}, \ldots, k+\lambda_{n}$. So it follows that
$(c, d)=q-\left(\frac{-1 \pm \sqrt{1+4(q-1)}}{2}\right)$
are eigenvalues of the Laplace matrix of the $q$-cliqued graphs and that

$$
(e, f)=q+\left(\frac{-1 \pm \sqrt{1+4(q-1)}}{2}\right)
$$

are eigenvalues of the signless Laplace matrix of the $q$-cliqued graphs.

## Conjecture 5.2.1

The class of $q$-cliqued graphs is not critically eigen-bi-balanced with respect to the central vertex.

If we take $q=2$, and remove the central vertex from the $q$-cliqued graph $G_{K_{2}}{ }^{*}$, we obtain a connected graph $G_{2}^{\prime}$ on 4 vertices.


Figure 5.2.1: $G_{2}^{\prime}$ on 4 vertices

This is equivalent to the path on 4 vertices, i.e. $P_{4}$. As per section 2.4 , the eigenvalues of the adjacency matrix of $P_{4}$ are $1.618034,0.618034,-0.618034$, and -1.618034 . The pair of eigenvalues ( $1.618034,-0.618034$ ) has sum of 1 and product of -1 , therefore $G^{\prime}$ is sum*(1)*eigen-pair balanced and product $*(-1) *$ eigen-pair balanced with respect to the eigen-pair (1.618034,-0.618034).

If we take $q=3$, and remove the central vertex from the $q$-cliqued graph $G_{K_{3}}{ }^{*}$, we obtain a connected graph $G_{3}^{\prime}$ on 9 vertices.


Figure 5.2.2: Diagram of $G_{3}^{\prime}$ on 9 vertices
$G_{3}{ }_{3}$ has adjacency matrix
$A\left(G_{3}^{\prime}\right)=\left[\begin{array}{llllllllll}0 & 1 & 1 & & & & & & \\ 1 & 0 & 1 & & & & & & & \\ 1 & 1 & 0 & & 1 & & & & & \\ & & & 0 & 1 & 1 & & & \\ & & 1 & 1 & 0 & 1 & & & \\ & & & 1 & 1 & 0 & & 1 & \\ & & & & & & 0 & 1 & 1 \\ & & & & & 1 & 1 & 0 & 1 \\ & 1 & & & & & 1 & 1 & 0\end{array}\right]$
where all blanks are zero in the above matrix. This matrix has eigenvalues (2.73205), $(1.87939)^{2},(-0.34730)^{2},(-0.73205),(-1.53209)^{2},(-2)$. The pair of eigenvalues (2.73205,-0.73205) has sum of 2 and product of -2 , therefore $G^{\prime}$ is sum*(2)*eigen-pair balanced and product ${ }^{*}(-2)$ eigen-pair balanced with respect to the eigen-pair (2.73205, -0.73205 ).

If we take $q=4$, and remove the central vertex from the $q$-cliqued graph $G_{K_{4}}{ }^{*}$, we obtain a connected graph $G_{4}{ }_{4}$ on $q^{2}=16$ vertices.


Figure: 5.2.3: Diagram of graph $G_{4}^{\prime}$ on 16 vertices
$G_{4}{ }_{4}$ has adjacency matrix:
$A\left(G_{4}^{\prime}\right)=\left[\begin{array}{llllllllllllllll}0 & 1 & 1 & 1 & & & & & & & & & & & & \\ 1 & 0 & 1 & 1 & & & & & & & & & & & & \\ 1\end{array}\right)$
where all blanks are zero in the above matrix. This matrix has eigenvalues (3.791288), $(-0.791288)$ whose sum is 3 and whose product is -3 . Therefore $G^{\prime}$ is sum*(3)*eigen-pair balanced and product *(-3)*eigen-pair balanced with respect to the eigen-pair (3.791288), (-0.791288).

We suspect that the removal of the central vertex from the $q$-cliqued class of graphs, results in a connected graph $G^{\prime}$, on $q^{2}$ vertices, which is sum* $(q-1)$ *eigen-pair balanced and product* $(1-q)$ *eigen-pair balanced, as the examples for $q=2,3$ and 4 above show.

Therefore the $q$-clique graphs may not be critically eigen-bi-balanced with respect to the central vertex.

### 5.3 Complement of $q$-cliqued graphs

The complement of a $q$-cliqued graph is easily defined as per the definition in section 1.2 .2, and the class of the complements of $q$-cliqued graphs provides interesting analysis in terms of the eigen-bi-balanced characteristics. In the following theorem, we determine the conjugate eigen-pair of the complement of the $q$-cliqued graphs, and calculate the eigen-bi-balanced ratio of the class of the complements of $q$-cliqued graphs.

## Theorem 5.3.1

Let $\bar{G}_{K_{q}}{ }^{*}$, be the complement of the $q$-cliqued graph $G_{K_{q}}{ }^{*}$, for $q \geq 2$. Then

1. $\bar{G}_{K_{q}}{ }^{*}$ is connected;
2. The eigenvalues of $\bar{G}_{K_{q}}{ }^{*}$ are $\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$
3. The class of graphs $\bar{G}_{K_{q}}{ }^{*}$ has eigen-bi-balanced ratio $\frac{1}{(q-1)}$, which is the same as that of the class of $q$-cliqued graphs $G_{K_{q}}{ }^{*}$.

## Proof

1. In $\bar{G}_{K_{q}}{ }^{*}$, the central vertex $v$ is adjacent to all vertices $v_{i}^{j}, 1 \leq i \leq q, i \neq 1$, and $1 \leq j \leq q$, and has degree $q(q-1)$. Each vertex in a subclique, $v_{1}^{j}, 1 \leq j \leq q$, is connected to $v_{i}^{k}, 1 \leq i \leq q, j \neq k, 1 \leq k \leq q$. So $v_{1}^{j}$ is connected to the central vertex via a path of length 2 via all vertices in the sub-cliques other than $v_{1}^{j}, 1 \leq i \leq q$. Hence we can deduce that this graph is connected i.e., all vertices are connected to the central vertex via a path of length 1 or 2 . Also note that by definition $\bar{G}_{K_{q}}{ }^{*}$, any two vertices are connected to each other via a path of maximum length 2 .
2. Let $(a, b)=\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$ be the conjugate eigen-pairs of ${G_{K_{q}}}^{*}$. Then, from Theorem 3.7.1, the eigenvalues of $\bar{G}_{K_{q}}{ }^{*}$ are
$c=-1-a$
$=-1-\frac{-1+\sqrt{1+4(q-1)}}{2}$
$=\frac{-1-\sqrt{1+4(q-1)}}{2}$
and
$d=-1-b$
$=-1-\frac{-1-\sqrt{1+4(q-1)}}{2}$
$=\frac{-1+\sqrt{1+4(q-1)}}{2}$
i.e., we have been able to determine the eigenvalues of the adjacency matrix associated with the complement of the $q$-cliqued graph, without determining the adjacency matrix of the complement of the $q$-cliqued graph!
3. From Theorem 3.7.1, the eigen-bi-balanced ratio of $\bar{G}_{K_{q}}{ }^{*}$ is
$r\left(\frac{-1-\sqrt{1+4(q-1)}}{2} \bar{G}_{K_{q}}{ }^{*} \frac{-1+\sqrt{1+4(q-1)}}{2}\right)$
$=\frac{-2-(a+b)}{1+(a+b)+a b}$
$=\frac{-2-(-1)}{1+(-1)+(1-q)}$
$=\frac{-1}{(1-q)}$
$=\frac{1}{(q-1)}$
which is the same as the eigen-bi-balanced ratio of the class of graphs $G_{K_{q}}{ }^{*}$ for the conjugate eigen-pair $\frac{-1 \pm \sqrt{1+4(q-1)}}{2}$.

$$
\begin{aligned}
\text { i.e., } & r\left(\frac{-1+\sqrt{1+4(q-1)}}{2} \bar{G}_{K_{q}}{ }^{*} \frac{-1-\sqrt{1+4(q-1)}}{2}\right) \\
& =\frac{1}{(q-1)} \\
& =r\left(\frac{-1-\sqrt{1+4(q-1)}}{2} G_{K_{q}}{ }^{*} \frac{-1+\sqrt{1+4(q-1)}}{2}\right) .
\end{aligned}
$$

Therefore we have proved that the eigen-bi-balanced ratio associated with a conjugate eigen-pair of eigenvalues of the class of graphs $G_{K_{q}}{ }^{*}$, is the same as the eigen-bi-balanced ratio of the class of its complements, associated with the corresponding conjugate eigen-pair of $\bar{G}_{K_{q}}{ }^{*}$.

The above result is very interesting, given that we have not even constructed the adjacency matrix of the complement of the $q$-cliqued graph!

### 5.4 Conclusion

Having constructed the $q$-regular $q$-cliqued graphs, we noticed that they have a central vertex joined to cliques. Wheels and star graphs also have central vertices, and they are eigen-bi-balanced. This suggested that our $q$-cliqued graphs could also be eigen-bibalanced.

In this chapter, we used the eigenvector method and the connectivity of the central vertex to form a cubic equation to find the eigenvalue of $q$, and a conjugate pair of eigenvalues. We analysed the specific cases for $q=2,3,4$, and 5 , and then provided the generalized proof for finding these eigenvalues for all $q$-cliqued graphs. We also defined some of the values of the entries in the associated eigenvectors. The conjugate eigen-pair provides sum and product eigen-bi-balance of this class of graphs.

In this chapter, we calculated some of the eigen-bi-balanced properties of the class of $q$ cliqued graphs, and determined some properties of the class of complements of the $q$ cliqued graphs. The results of the eigen-bi-balanced properties of the class of complement of the $q$-cliqued graphs are very interesting!

The work and results in this chapter are entirely original.

## CHAPTER 6

## ENTOMOLOGICAL EXPERIMENT

The study of the interaction between insects and host-specific plants is important in bio-control situations and is well documented - see Jans and Nylin [33]. Many such experiments use block designs (see, for example, Coll [16]) and optimal scheduling would be advantageous when there is the occurrence of large number of treatments and blocks. Since we have a graph which is a block design graph, any application of graph theory to our graphs can be applied to its associated design, and in particular to experiments where block designs can be used to study the interaction of insects and plants. One of the important studies in graph theory is vertex colourings of graphs. It can be shown that a graph's chromatic number is greater or equal to the order of its largest clique, since a complete graph on $n$ vertices requires $n$ colours for a proper colouring.

Thus for our $q$-cliqued block graphs, their chromatic number is greater than or equal to $q$. We showed in Theorem 4.3.1 that $\chi\left(G_{K_{q}}{ }^{*}\right)=q$. We apply 3-colouring to the design associated with the 3-cliqued block graph relating to an entomological experiment as follows:

### 6.1 Experiment

We investigate the effect of 3 different species of insects on 10 different types of leaves (plants). We will have 10 cages containing the leaves and the insects, and they will be labelled as Cage 1, $\ldots$, Cage 10.

We have 3 sets of leaves, each containing 10 different leaves. These leaves are to be divided (arbitrarily) into 10 cages, each cage labelled Cage 1, Cage 2, ..., Cage 10. Thus each type of leaf must appear 3 times in the experiment so that we need 3 sets of the 10 leaves.

The effect of the insects (using 10 insects per species) on the leaves in each cage will be studied. The application of the 3 different insects to the mini-groups (cages) must be done in the smallest number of time sessions, such that the following conditions hold:

A1. Each mini-group of triple leaves must be exposed to 3 different insects.
A2. An arbitrary mini-group of leaves will be called the central-trial set or central cage, and denoted by $v_{1}$.

A 3 . There must be 3 groups of 3 -cliques $\mathrm{P}, \mathrm{Q}$ and R of cages not containing the central trial set.
A4. Each cage in a clique cannot receive insects at the same time.
A5. Exactly one member from each different clique must receive a 3 -set of insects at the same time, as well as not at the same time as the central cage receives its 3 -set of insects.
A6. Exactly one member of each different clique, different from the cages in A5, must not receive a 3 -set of insects at the same time.
A7. The three clique groups receiving the insects must be interchangeable (permutable) so that each clique can be exposed to all 3 insects other than the control.

These requirements can be depicted in a 3-cliqued graph, where its central vertex is the central-trial set. The 10 vertices (labeled 1 to 10) represent the 10 cages each containing a set of 3 leaves, the 3 leaves in each cage (vertex) having their labels from the neighbour of the vertex (this is the block of the associated design).

The edges (adjacent cages) of the 3-cliqued graph represent tubes connected to the cages (vertices) with the condition that the tube cannot be open at both ends at the same time forcing the insect into only one cage incident with the edge at a time.

The 3-cliqued graph has 15 edges, each vertex incident with 3 edges so that three different insect sets of 10 insects will be used. The proper colouring of the graph will refer to the time sessions when the insects can be released subject to conditions A1 - A7.

The chromatic number 3 refers to the condition where we require the smallest number of time sessions so that conditions A1 - A7 hold.

The 10 blocks containing 3 different leaves from the 10 different leaves will be:

1. $\{2,5,8\}$;
2. $\{1,3,4\}$;
3. $\{2,4,10\}$;
4. $\{2,3,6\}$;
5. $\{1,6,7\}$;
6. $\{4,5,7\}$;
7. $\{5,6,9\}$;
8. $\{1,9,10\}$;
9. $\{7,8,10\}$;
10. $\{3,8,9\}$.


Figure 6.1: 3-cliqued graph with 3-colouring

Put 3 colours red, green and blue - vertex 1 coloured blue, vertices $2,5,8$ coloured green, vertices $4,7,10$ coloured blue, vertices $3,6,9$ coloured red.

Label the insects $i(1), i(2), \ldots, i(30)$, and allocate them as follows:

1. The trial-set is the (arbitrary) block $1=\{2,5,8\}$ - this block contains leaves 2,5 and 8 and is coloured blue. The other blocks which are coloured blue are: block $4=\{2,3,6\}$; block $7=\{5,6,9\}$; block $10=\{3,8,9\}$. We release insects $i(1), i(2), \mathrm{i}(3)$ into cage $1, i(4), i(5), i(6)$ into cage $4, i(7), i(8), i(9)$ into cage 7 and $i(10), i(11)$, $i(12)$ into cage 10 (we only open the side incident with these vertices).
2. For the vertices $2=\{1,4,3\} ; 5=\{1,6,7\} ; 8=\{1,9,10\}$ coloured green we release the next 9 insects ( 3 per vertex): $i(13)$ to $i(21)$.
3. For the remaining 3 vertices $3=\{2,4,10\} ; 6=\{4,5,7\} ; 9=\{7,8,10\}$ coloured red,we release the remaining 9 insects ( 3 for each vertex): $i(22)$ to $i(30)$.

With this assignment of colours in $G_{K_{3}}{ }^{*}$, we will now show that the 7 conditions are satisfied.

We have now released all the insects in the least number of time sessions of 3, each cage being exposed to 3 different insects, satisfying A1.

The central cage receives insects at a different time from a block from each clique, and these respective blocks receive insects at the same time, satisfying A5.

The 3 cliques $P, Q$ and $R$ each do not have their 3 blocks receiving insects at the same time (all blocks are adjacent in each clique) and do not contain the central cage, satisfying conditions A3 and A4.

The edges between the cliques allow condition A7 to be satisfied.
Three 5 -cycles through the central cage are each coloured with 3 colours representing the central cage not receiving insects at the same time as required in A5. 2 cages from 2 separate cliques do receive insects at the same time and 2 cages from the same separate cliques do not.

Once we have applied the insects with 3 different time sessions, we keep the vertices fixed and rotate the vertices (cages) of each clique once keeping the edges (tubes) fixed releasing 27 (fresh insects other than those released into vertex 1). For example, the block represented by vertex 2 with colour green, has edges (insects) $i(13), i(14)$, and $i(15)$. These insects remain connected to the tubes when we rotate, but vertex 4 will replace vertex 2 or vertex 3 will replace vertex 2 . This rotation allows each block of the clique to receive each of the 3 (edges of the triangle) of the clique. Keeping the edges fixed of each clique and rotating the vertices of each clique (not the colours of the vertices), and doing this for two sessions on 3-time intervals, each block of each clique will then have been exposed to the 9 insects connected to each clique.

After the first two time sessions, we fix the edges (tubes) and we move the whole cliques (as vertices) around without changing the vertex colouring, so that conditions A1, A2 still hold, and each block other than the trial block, is exposed to all 27 insects involved in the 3 cliques. Thus condition A5 holds without violating any other condition.

To determine the $C$ matrix from $C=K-N K^{-1} N^{T}=K-N^{2} K^{-1}$, we first determine
$N=\left[\begin{array}{llllllllll}0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0\end{array}\right]$

So,

$$
\begin{aligned}
& N^{2}=\left[\begin{array}{llllllllll}
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right]\left[\begin{array}{llllllllll}
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right] \\
&=\left[\begin{array}{llllllllll}
3 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 3 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 3 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 3 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 3 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 3 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 3 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 1 & 3 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 3 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 3
\end{array}\right] \\
& C
\end{aligned}
$$

$$
=3 \cdot I_{10,10}-\left[\begin{array}{cccccccccc}
3 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 3 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 3 & 1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 3 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 3 & 1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 3 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 3 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 1 & 3 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 3 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 3
\end{array}\right] \frac{1}{3} I_{10,10}
$$

$$
\begin{aligned}
& {\left[\begin{array}{llllllllll}
2 & 0 & -\frac{1}{3} & -\frac{1}{3} & 0 & -\frac{1}{3} & -\frac{1}{3} & 0 & -\frac{1}{3} & -\frac{1}{3}
\end{array}\right]} \\
& 0 \quad 2 \quad-\frac{1}{3} \quad-\frac{1}{3} \quad-\frac{1}{3} \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \\
& -\frac{1}{3}-\frac{1}{3} \quad 2 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad-\frac{1}{3} \quad 0 \\
& -\frac{1}{3} \quad-\frac{1}{3} \quad-\frac{1}{3} \quad 2 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad 0 \quad 0 \quad-\frac{1}{3} \\
& =\left[\begin{array}{cccccccccc}
0 & -\frac{1}{3} & 0 & -\frac{1}{3} & 2 & -\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & 0 \\
-\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & 0 & -\frac{1}{3} & 2 & -\frac{1}{3} & 0 & -\frac{1}{3} & 0
\end{array}\right. \\
& -\frac{1}{3} \quad 0 \quad 0 \quad-\frac{1}{3} \quad-\frac{1}{3} \quad-\frac{1}{3} \quad 2 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \\
& \begin{array}{lllllllllll}
0 & -\frac{1}{3} & -\frac{1}{3} & 0 & -\frac{1}{3} & 0 & -\frac{1}{3} & 2 & -\frac{1}{3} & -\frac{1}{3}
\end{array} \\
& -\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad-\frac{1}{3} \quad 0 \quad-\frac{1}{3} \quad 2 \quad-\frac{1}{3} \\
& {\left[\begin{array}{llllllllll}
-\frac{1}{3} & -\frac{1}{3} & 0 & -\frac{1}{3} & 0 & 0 & -\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & 2
\end{array}\right]}
\end{aligned}
$$

This $C$ matrix is the information matrix of the design. Note that the row sums are all 0 .

The eigenvalues of $N$ are: $3,1,-2,-2,1.879,1.879,-0.347,-0.347,-1.532,-1.532$, which includes the eigen-pair $\frac{-1 \pm \sqrt{9}}{2}$.

Recalling from Section 2.12,

$$
\begin{aligned}
Q^{-1} C Q & =Q^{-1}\left(K-N K^{-1} N\right) Q \\
& =Q^{-1} k I_{n, n} Q-Q^{-1} N k^{-1} I_{n, n} N Q \\
& =k I_{n, n}-k^{-1} I_{n, n} Q^{-1} N Q Q^{-1} N Q \\
& =k I_{n, n}-k^{-1} I_{n, n} \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \cdot \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \\
& =k I_{n, n}-k^{-1} I_{n, n}\left[\operatorname{diag}\left(\lambda_{1}^{2}, \lambda_{2}^{2}, \ldots, \lambda_{n}^{2}\right)\right] \\
& =\operatorname{diag}\left(k-\frac{\lambda_{1}^{2}}{k}, k-\frac{\lambda_{2}^{2}}{k}, \ldots, k-\frac{\lambda_{n}^{2}}{k}\right)
\end{aligned}
$$

The eigenvalues of $C$ are: $0,2.667,1.667$ (twice), 2.959 (twice), 2.217 (twice) and 1.823 (twice). These indeed satisfy the formula above for the calculation of the eigenvalues of $C$, given the eigenvalues of $N$.

So, to determine eigenvalues of $C$, we determine $k-\frac{\lambda^{2}}{k}$, for all eigenvalues $\lambda$ of $N$, namely, $3,1,-2,-2,1.879,1.879,-0.347,-0.347,-1.532,-1.532$.
$3-\frac{3^{2}}{3}=0$
$3-\frac{1^{2}}{3}=2.667$
$3-\frac{(-2)^{2}}{3}=1.667$
$3-\frac{1.879^{2}}{3}=1.823$
$3-\frac{(-0.347)^{2}}{3}=2.959$
$3-\frac{(-1.532)^{2}}{3}=2.217$
Note that the eigenvalues of $C$ are either zero, or all positive, and non-integral.
Let the eigen-pair $(a, b)$ be the conjugate eigen-pair $\left(\frac{-1+\sqrt{9}}{2}, \frac{-1-\sqrt{9}}{2}\right)=(1,-2)$
Then, from Theorem 5.2, the eigen-bi-balanced ratio area of the design above relative to the conjugate eigen-pair $(1,-2)$ is:

$$
\begin{aligned}
\operatorname{Ar}\left(G_{K_{3}}{ }^{*}\right)^{1,-2} & =\sqrt{n-1}(4 \sqrt{n-1}+4 \ln \mid \sqrt{n-1}-1) \quad \text { where } n=10 \\
& =\sqrt{10-1}(4 \sqrt{10-1}+4 \ln \mid \sqrt{10-1}-1) \\
& =3(4.3+4 \ln |3-1|) \\
& =3(12+4 \ln 2) \\
& =44.317
\end{aligned}
$$

The sum of all the eigenvalues of $A\left(G_{K 3}{ }^{*}\right)$, energy, is

$$
\begin{aligned}
E^{A\left(G_{K_{3}}{ }^{*}\right)}= & 0+2.667+1.667+1.667+1.823+1.823+2.959+2.959 \\
& +2.217+2.217 \\
= & 20
\end{aligned}
$$

We observe that $E^{A\left(G_{K_{3}}{ }^{*}\right)}<\frac{A\left(G_{K_{3}}{ }^{*}\right)^{1,-2}}{2}$ i.e., the energy is less than half the eigen-bibalanced ratio area of the class of 3-cliqued graphs.

### 6.2 Conclusion

In this chapter, we used the case of $q=3$ for a hypothetical application of an entomological experiment, using the graph theoretical property of graph colouring to solve a possible scheduling problem in this experiment. We also investigated some other aspects of this 3cliqued graph, such as the matrix $C$ from design theory, and its energy.

## CHAPTER 7

## CONCLUSION

### 7.1 Summary

We began this thesis with the discussion of graphs and designs, linking these two structures together via matrices, so that we could apply graph-theoretical results to designs.

In Chapter 2, we presented different methods for finding eigenvalues of adjacency matrices associated with graphs, with the purpose of identifying some characteristic of the graph connected with the method and/or the resulting eigenvalues. The most significant technique is that of the eigenvector method. In this method, the choice of the form of the eigenvector is often determined by the edge connectivity of the graph involved, and results in determining a pair of conjugate eigenvalues.

We recall from Chapter 2, that:

- For the complete graph $K_{n}$, all vertices are of maximum degree of $(n-1)$. We can therefore regard each vertex as a central vertex, and it appears that this gives rise to the conjugate pair of eigenvalues;
- For the bipartite graph, the disjoint sets of vertices are 'strongly' connected to each other, so that each set can be regarded as a central aspect of the graph contributing to its conjugate eigen-pair;
- For the wheel graph, the connectivity of the central vertex to every other vertex led to the formation of a vector that resulted in a conjugate pair of eigenvalues;
- For the join of two graphs, these graphs, by definition of a join of two graphs, involve a 'strong' connection between the two graphs. This connection allowed for the generation of the conjugate eigen-pair; and
- For the star graph, the central vertex is at the end of each of the rays of the graph and there is a conjugate pair of eigenvalues of the adjacency matrix associated with the star graph.

Hence we noted that for the classes of the complete graphs, the complete bipartite graphs, the wheel graphs, the star graphs, and the join of two graphs, there is a form of a 'central vertex', which is well connected to other vertices, which gives rise to a conjugate pair of
eigenvalues whose sum and product are integral. The sum and product being integral provided the motivation for the definitions of sum and product balance in Chapter 3 .

We also noted that the cycle graphs and the path graphs are not well connected, and do not have a central vertex. They also do not have a conjugate pair of eigenvalues.

Classes of graphs, which are both eigen-sum-balanced and eigen-product-balanced with respect to eigen-pair $(a, b)$ are significant, and were defined as eigen-bi-balanced. The non-zero property of the pair $(a, b)$ of conjugate eigenvalues, belonging to a class of eigen-bi-balanced graphs, together with the possible association of robustness to the reciprocal of each of the members of the pair of eigenvalues of the adjacency matrix of graphs, allowed for the development of the eigen-bi-balanced ratio $\left(\frac{a+b}{a b}\right)$ associated with the class of eigen-bi-balanced graphs. This new idea led to the development of eigen-bi-balanced ratio asymptote of classes of graphs which may have relevance to networks on a large number of vertices. The eigen-bi-balanced ratio area of classes of graphs was introduced to possibly provide a further dimension to the robustness associated with eigen-bi-balanced classes of graphs.

These newly defined eigen-bi-balanced definitions were applied to known classes of graphs such as complete graphs, complete bipartite graphs, wheel graphs, star graphs, etc. We believed that it was necessary to have another class of graphs, different to the wellknown classes of graphs discussed above, which is eigen-bi-balanced. We hence constructed a new class of graphs, called $q$-cliqued graphs, which have the desired property of a central vertex, which is well connected to an anchor vertex of each of the sub-cliques. We used the eigenvector method, focused on the connectivity of the central vertex, to determine a conjugate pair of eigenvalues which are both sum and product balanced. This class of graphs is significant in that each member of the pair of the conjugate eigenvalues is a function of the clique number of the graphs belonging to this class.

We found the eigen-bi-balanced ratio area, asymptotes, etc. and showed that a complement of a graph belonging to this class was connected and also eigen-bi-balanced.

We showed these graphs are also design graphs and used the case $q=3$ for a hypothetical application of an entomological experiment, using the graph theoretical property of colouring to solve a possible scheduling problem involved with this experiment. We also investigated some other aspects of this 3-cliqued graph, such as the C-matrix from design theory and its energy.

### 7.2 Future research

During this research thesis, the following questions have been posed:

1. The eigen-bi-balanced ratio area of complete graphs was found to be greater that the area of other well known classes of graphs. Is this the upper limit for all classes of eigen-bi-balanced graphs?
2. The eigen-bi-balanced ratio asymptote appears to lie on the interval [ 0,1$]$. This needs to be verified.
3. The asymptote -1 of complete graphs belongs to the eigen-pair associated with this class of graphs - is this the only class of graphs with this "closed" property?
4. Are cycles the only regular class of graphs which are neither sum or product eigenbalanced?
5. Does the eigen-bi-balanced ratio asymptote contribution to the energy of eigen-bibalanced graphs result in compete graphs having maximum such energy compared to all other classes of eigen-bi-balanced graphs?
6. Which other classes of graphs exist, which have the property that the class of the complement of each graph in the class, is also eigen-bi-balanced? In this thesis, we have found this to be true for the class of $q$-cliqued graphs.
7. Is the class of $q$-cliqued graphs the only class whose eigen-bi-balanced ratio asymptote is the same as the eigen-bi-balanced ratio asymptote of the class comprising of the complement of each of the graphs in that class?
8. The energy of the complete graph $K_{n}$ is $E^{K_{n}}=(2 n-2)$ and the eigen-bi-balanced ratio area is $\operatorname{Ar}\left(K_{n}\right)^{-1, n-1}=(n-1)(n-\ln (n-1))$ Thus, for large $n$, the energy behaves like $2 n$ and the eigen-bi-balanced ratio area like $n^{2}$. Does this mean that the eigen-bi-balanced ratio area is always greater than the energy by a factor of $\frac{n}{2}$ ?
9. The complete split-bipartite graph has energy $\frac{n}{2}+\frac{n}{2}=n$ and eigen-bi-balanced ratio area $\frac{n^{2}}{2}$. Multiplying energy by $\frac{n}{2}$ gives us area, as in the case of the complete graph. Does this factor $\frac{n}{2}$ have any significance, when considering the energy and eigen-bi-balanced ratio area of other eigen-bi-balanced classes of graphs?

The research required to answer these questions could form the basis for additional research on topics covered in this thesis.
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