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Abstract

Diabetes prevalence has been seen to be on the increase in recent years, globally and
in South Africa. The number of people with diabetes globally has risen from 108
million in 1980 to 442 million in 2014. It was estimated that, of the 1.8 million people
between 20 and 79 years old with diabetes in South Africa in 2017, 84.8% were undi-
agnosed. Diabetes was the 2nd leading underlying cause of death in South Africa in
2016. Identifying risk factors for diabetes will assist in raising public awareness and
assist public authorities to develop prevention programs. This study aimed to inves-
tigate the prevalence and risk factors associated with diabetes in the South African
population aged 15 years and older, as well as explore various statistical methods of
classifying a person’s diabetic status.

This study made use of the South African Demographic Health Survey 2016 data
which involved a two-stage sampling design. The study participants included 6442
individuals aged 15 years and older. Of the individuals sampled, 11%, 67% and 22%
were found to be non-diabetic, pre-diabetic and diabetic, respectively. Classification
methods, namely, a decision tree, random forest and Bayesian neural network, were
used to assess classification of diabetic status based on the risk factors. Of the clas-
sification methods, the Bayesian neural network gave the highest accuracy (75.9%).
These methods however, failed to account for the complex survey design and sam-
pling weights. In addition, these methods are not able to provide the estimated effect
that a risk factor has on the diabetic status.

Regression models were employed to identify the significant risk factors. Due to
the ordinal nature of diabetic status, initially the proportional odds model was fit.
However, the proportional odds assumption was found to be violated. A multi-
nomial generalized linear mixed model was fitted to account for the complexity of
the design. However, the model’s residuals were found to be spatially autocorre-
lated. Accordingly, a spatial generalized additive mixed model, which accounts for
the complexity of the survey structure as well as incorporates nonlinear spatial ef-
fects, was adopted. The highest accuracy from the regression models considered
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was obtained from this adjusted surface correlation model (accuracy = 70.8%). Indi-
viduals of the Black/African race were more likely to be diabetic (OR = 1.429; 95%
CI: 1.032-1.978) than other races. Individuals taking high blood pressure medication
were 1.444 times more likely to be diabetic than pre-diabetic (95% CI: 1.167-1.786)
compared to those not taking high blood pressure medication.
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Chapter 1

Introduction

Diabetes, officially known as diabetes mellitus, is a chronic disease in which either
not enough insulin is produced by the pancreas or the body cannot effectively make
use of the insulin it produces. Three main types of diabetes exists: type 1 diabetes
mellitus (T1DM), type 2 diabetes mellitus (T2DM) and gestational diabetes mellitus.

T1DM is due to an autoimmune disorder in which the cells in the pancreas do not
produce or produce very little insulin. T1DM generally occurs in younger people
but can occur at any age. Insulin injections are required to treat those with T1DM.
T2DM is due to a metabolic disorder known as insulin resistance. T2DM is a pro-
gressive condition where no symptoms are apparent in the early stages. Insulin is
commonly used for treatment however, insulin resistance worsens with insulin and
thus causes further progression of T2DM (Noakes & Sboros, 2017). Lifestyle changes
such as diet and physical activity are required in halting and even reversing progres-
sion of T2DM. T2DM was previously known as adult onset diabetes however, children
as young as ten years old have been diagnosed with the disease (Reinehr, 2013). Ges-
tational diabetes is hyperglycaemia which occurs in some women during pregnancy
and usually disappears after pregnancy. Mother and child are then both at an in-
creased risk in developing T2DM (IDF, 2019).

According to the World Health Organisation (WHO, 2018) the number of people
with diabetes globally has risen from 108 million in 1980 to 442 million in 2014. Dia-
betes has been described as a ”new priority” with middle- and low-income countries
having seen a more rapid increase in the prevalence of diabetes.

The International Diabetes Federation (IDF, 2017) estimated that 73% of deaths due
to diabetes in Africa in 2017 were people under 60 years of age. This was the highest
percentage of all regions in 2017. South Africa had the second highest number of di-
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abetes cases in Africa in 2017. Furthermore, of the 1.8 million people between 20-79
years old with diabetes in South Africa in 2017, 84.8% were undiagnosed. In 2016,
tuberculosis was ranked the number 1, diabetes the 2nd and HIV as the 5th lead-
ing underlying cause of death in South Africa. Furthermore, diabetes was found to
be the number one leading underlying cause of death for females in South Africa
(STATS SA, 2016). According to the Indigo Wellness Index, South Africa was named
the ”unhealthiest country on earth” in 2019 (Millington, 2019). Thus, serious inter-
vention is needed in order to improve South Africans’ health.

The South African health system has been exhausted by endemics such as HIV and
tuberculosis in recent years. Strategies such as the 90-90-90 target set for HIV/AIDS
by UNAIDS in 2013 has seen great improvements in getting people tested for HIV,
on treatment if they are tested positive and ultimately, getting those that are HIV-
positive to a state where they are virally suppressed. As of 2018, it was estimated
that South Africa was at 90-68-78 (AVERT, 2018). An increased life expectancy of 61
years old in 2010 to 67 years old in 2015 is due to South Africa having the largest
antiretroviral treatment programme in the world (Mahlakoana, 2018). As of 2015, all
those with HIV were put on antiretroviral therapy immediately, regardless of their
CD4 count, based on the new WHO recommendations (Meintjes et al., 2017). Much
progress has been made in South Africa in helping those with HIV know that they
are infected and getting them on treatment. However, there is a lack of attention to
diseases such as diabetes.

If diabetes is left untreated, serious nerve and blood vessel damage can occur, result-
ing in the following physical repercussions: eye problems, kidney damage (nephropa-
thy), nerve damage (neuropathy), heart problems, foot problems, skin problems,
teeth and gum problems, infections, thyroid problems and sexual dysfunction.

In the KwaZulu-Natal province of South Africa, 2500 leg amputations due to dia-
betes were performed in 2018 (Pijoos, 2018). Type 2 diabetics in South Africa are
often diagnosed long after the disease has developed, when complications are dire
and in-hospital stays are required (Green, 2017). This can negatively affect the coun-
try’s economy. In 2015 it was calculated that the economic cost due to diabetes in
sub-Saharan Africa was $19.5 billion or 1.2% of the gross domestic product (GDP),
where these countries generally spend 5.5% of their GDP in total on health. This
cost includes treatment, hospital stays and productivity losses due to early death,
leaving the workforce or less productivity at work from poor health due to diabetes
(The Lancet, 2017).
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1.1. Literature review

Diabetes can be diagnosed by one of the following tests:

• Glycated haemoglobin (HbA1c) test: measures your average blood glucose
level for the previous 2-3 months. No fasting required.

• Fasting plasma glucose test: measures your immediate blood glucose level.
Fasting for at least 8hrs is required prior to be tested.

• Oral glucose tolerance test: determines your body’s efficiency in metabolising
intake of sugar/carbohydrate. Blood is drawn to measure your blood glu-
cose level after fasting for at least 8hrs. A liquid containing glucose is then
consumed. Further blood samples are taken at regular intervals of 30 or 60
minutes and a single test is done after 2hrs. This test can take up to 3hrs.

1.1 Literature review

Diabetes remains underdiagnosed in South Africa. According to Peer et al. (2012),
57.9% of urban-dwelling black South Africans in Cape Town that were found to have
diabetes were undiagnosed compared to the 52.2% that were undiagnosed in a sim-
ilar study done almost 20 years prior by Levitt et al. (1993). Both studies included a
75-g oral glucose tolerance test.

Motala et al. (2008) studied diabetes and other glycaemia disorders in the rural Zulu
district of Umbombo in KwaZulu-Natal. Individuals were classified as having di-
abetes, impaired glucose tolerance or impaired fasting glucose based on the 1998
WHO criteria for disorders of glycemia which involves a 75-g oral glucose toler-
ance test. A binary logistic regression model was used with a backward elimina-
tion method based on likelihood ratios in order to determine which variables were
significantly associated with each health outcome being considered. The following
variables were found to be associated with diabetes: family history of diabetes, al-
cohol consumption, waist and hip circumference, systolic blood pressure, levels of
serum total triglycerides and total cholesterol. A moderate prevalence of diabetes
and a high prevalence of total disorders of glycemia was found. There was no sig-
nificant difference in prevalence for diabetes in men and women. Furthermore, peak
age group prevalence was 55- to 64-year old.

There is uncertainty in which anthropometric measure is more associated with di-
abetes risk. There is evidence that measures of central obesity are more strongly
associated with diabetes risk compared to body mass index (BMI) (Huxley et al.,
2010). Waist circumference was found to be a risk factor for diabetes in the study
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1.1. Literature review

done by Motala et al. (2008). It is believed that waist circumference had never been
considered as a risk factor for diabetes in Africans prior to this study. There is thus
a need for more research to be done to confirm this finding.

Peer et al. (2012) looked at psychosocial factors in a survey multiple logistic regres-
sion model to assess the prevalence of diabetes among urban-dwelling black South
Africans. A separate regression model was obtained for men and women. Gen-
eralized additive models were used to assess the linearity of the variables under-
consideration. From the men’s regression model, the significant risk factors included
older age, higher BMI and increasing waist circumference. The women’s regression
model obtained the same significant risk factors as well as low sense of coherence
scores (mixture of optimism and control over one’s environment), family history of
diabetes and living in built formal housing. Low physical activity (<150min/week)
was not found to be significantly associated with diabetes. Overall, there was an
increased prevalence of diabetes and impaired glucose tolerance compared to the
study done by Levitt et al. (1993) on a similar community. Peer et al. (2012) found
the peak age-group for diabetes to be 65-74 year olds and thus a 10 year age gap
when compared to the study done by Motala et al. (2008) on a rural black South
African community.

Basu et al. (2013) were interested in determining whether obesity or sugar is the
main driver of diabetes on a population-level. It was hypothesized that if obesity
is the main driver hence measures would need to be put in place to reduce calo-
rie consumption and increase physical activity. However, if it is found that added
sugar consumption is the main driver then public health policies to reduce sugar
consumption need to be put in place. The latter was found to be true. Sugar was
the only food category (among fibre, fruit, meat, cereal and oils) to have a significant
association with diabetes prevalence. Econometric models were applied and it was
found that an increase of 150kcal/person/day (a can of soda) in sugar availability
was associated with a 1.1% increase in diabetes prevalence after controlling for other
food types, total calories, overweight and obesity, period effects, and several socio-
economic variables.

Different diets have an effect on either the progression or remission of diabetes.
Noakes (2013) conducted a survey on 127 individuals self-reporting on their weight
change and overall health after adopting a low-carbohydrate, high-fat (LCHF) diet.
In this study, 16 subjects reported that they no longer required medications for one or
more of their medical conditions, the most common being type 2 diabetes (n=14), fol-
lowed by hypertension (n=8) and then hypercholesterolaemia (n=7). Furthermore, 9
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1.2. Thesis objectives

subjects with either T1DM or T2DM reduced their medications. This study empha-
sizes the fact that diabetes is reversible given the correct diet. Many other studies
are in agreement with a LCHF diet having a reversible effect on diabetes (Malhotra
et al., 2015; Feinman et al., 2015).

HIV-infected patients with cumulative exposure to combination antiretroviral ther-
apy medications were found to have a increased incidence of diabetes. Specifically,
stavudine and zidovudine have been found to be significantly associated to diabetes.
Furthermore, HIV-infected patients who were currently smoking had a reduced risk
of diabetes. Fasting plasma glucose was measured. Patients were defined to have
definite new-onset diabetes if their fasting plasma glucose >7.0mmol/l (126mg/dl)
on two consecutive occasions or possible diagnosis if a physician had reported a
date of diabetes onset and initiated antidiabetic therapy (De Wit et al., 2008).

Classification methods have previously been used in disease classification, some of
which will be noted here. Austin et al. (2013) assessed classification and predictions
of heart failure subtypes in which it was found that tree-based methods performed
the best. Ramani & Sivagami (2011) looked at finding the best accuracy classifier
for Parkinson Disease. Different classification techniques including binary logistic
regression, partial least squares regression, decision tree, random forest and support
vector machine were applied to the data. The confusion matrix of each classification
method was compared and it was found that the random forest yielded the highest
accuracy (100%). Other studies on disease classification can be found in Kumari &
Godara (2011); Kumari & Chitra (2013); MacGregor et al. (1994).

1.2 Thesis objectives

This study aimed at exploring various statistical methods for analysing data from a
complex survey design by utilising the diabetes test results of the 2016 South African
Demographic and Health Survey (SADHS) data. The specific objectives of the study
are:

• To assess the prevalence of diabetes in individuals aged 15 years and older in
South Africa

• To determine significant risk factors of diabetes in this sampled population

• To explore various statistical methods of classifying a person’s diabetic status

5



1.3. Thesis outline

1.3 Thesis outline

This thesis is organized in six chapters. Chapter 1 introduces the topic and the prob-
lem of diabetes in South Africa in particular.

Chapter 2 outlines the SADHS 2016 data set and some explanatory analyses are pre-
sented. In this chapter, we get an insight into the prevalence of diabetes in the sam-
pled population and see how it differs according to demographic, health-related and
lifestyle factors.

Chapter 3 highlights three classification techniques, namely the decision tree, ran-
dom forest and Bayesian neural network. These techniques are then applied to the
SADHS 2016 data to assess classification of diabetic status in the given population.

Chapter 4 discusses regression analysis for survey data. Here, we outline the gener-
alized linear model before accounting for the survey design with the survey logistic
regression model. The difference between an ordinal and nominal response is dis-
cussed. These regression methods are then applied to the SADHS 2016 data.

In Chapter 5, spatial statistics are introduced, specifically the problem with spatial
autocorrelation in the residuals. We discuss how to correct for spatial autocorrela-
tion and note some generalized additive mixed model theory. We then make the
necessary correction for spatial autocorrelation observed in the SADHS 2016 data in
Chapter 4.

In Chapter 6, a summary of the results is discussed. Conclusions and limitations of
the study as well as possible areas of further study are given.
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Chapter 2

Materials and Methods

2.1 The data set

South Africa is a country on the southernmost tip of the African continent and is
comprised of 9 provinces. The South African population is made up of individu-
als with a wide variety of cultures, languages, and religions. The SADHS 2016 was
designed to provide national, regional, urban and non-urban key estimates for the
country as a whole. The survey was carried out from 27 June 2016 to 4 November
2016.

Questionnaires were based on the standard Demographic and Health Survey (DHS)
questionnaires developed by The DHS Program. Modifications were made to con-
sider the population and health issues applicable to South Africa. Five question-
naires were used: the Household Questionnaire, the Woman’s Questionnaire, the
Man’s Questionnaire, the Caregiver’s Questionnaire, and the Biomarker Question-
naire. The Household Questionnaire collected basic demographic information for
each person listed. The Woman’s Questionnaire collected information from woman
15-49 years old. The Man’s Questionnaire collected information from men 15-59
years old. Both the Woman’s and Man’s Questionnaires included a module on
adult health in which only one individual aged 15 years or older in the house-
hold answered. The adult health module included information on smoking, alco-
hol consumption, dietary habits, health care seeking behaviours, and self-reported
prevalence of a variety of non-communicable diseases. The Biomarker Question-
naire recorded data on biomarkers such as anthropometry, anaemia testing, blood
pressure measurements, HbA1c testing and HIV testing. This data was collected by
trained nurses. HbA1c and HIV testing were only conducted on individuals 15 years
and older. Furthermore, for adults 15 years and older, currently used prescribed
medications were recorded. For the purpose of this study, only the Household Ques-
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tionnaire, Woman’s Questionnaire, Man’s Questionnaire and the Biomarker Ques-
tionnaire were considered.

2.2 Sampling procedure

The Statistics South Africa Master Sample Frame was used. This involves the Cen-
sus 2011 enumeration areas (EAs). EAs were then used as primary sampling units
(PSUs). For survey precision, power allocation was used to allocate PSUs. Each
province was stratified into urban, farm and traditional areas. This yielded 26 sam-
pling strata, as the Western Cape does not have traditional residential geotype PSUs.
The survey followed a stratified two-stage sampling design. At the first stage, a
probability proportional to the size of PSUs was used where PSUs that contained
more dwelling units had a higher chance of being selected. A total of 750 PSUs
were selected from 26 sampling strata. This comprised of 468 PSUs in urban areas,
244 PSUs in traditional areas and 58 PSUs in farm areas. In January 2016 to March
2016, a list of all dwelling units was drawn up and used as a sampling frame for the
selection of the dwelling units in the second stage. Systematic sampling was used
to select a fixed number of 20 dwelling units per PSU/cluster. All dwelling units
were subjected to the Household Questionnaire, the Woman’s Questionnaire and
the Caregiver’s Questionnaire. In addition, the even numbered dwelling units were
asked the Man’s Questionnaire, the adult health module and had their biomarkers
collected. The final sample consisted of 11083 households.

2.3 Data collection

Trained fieldworkers and nurses visited and interviewed the selected households.
The necessary questionnaires were presented to each household.

Individuals 15 years and older were eligible for the HbA1c test. Finger-prick blood
specimens were collected on a filter paper card by nurses. Blood samples were dried
overnight and transported to the Global Clinical and Viral Laboratory the next morn-
ing. A blood chemistry analyser measures the total haemoglobin concentration by
a colorimetric method. The HbA1c concentration was measured by a turbidimet-
ric immunoinhibition method. HbA1c concentration is expressed as a percentage of
total haemoglobin. The HbA1c measure is simple and convenient as it does not re-
quire one to be fasting. Thus, the HbA1c test has replaced the blood glucose test and
oral glucose tolerance test. All these tests are considered accurate and acceptable.
Glucose molecules attach themselves, in proportion to actual blood glucose levels,
to red blood cells. The red blood cells carry haemoglobin and have a lifespan of
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three months. It is this attached glucose that is measured (Fung, 2018). The proce-
dure and confidentiality of the data was explained to the respondents. Furthermore,
respondents consented to the fact that the test results would not be made available
to them.

2.4 Variables of interest

Interest is in the dependent, ordinal variable, diabetic status, indicating whether an
individual is non-diabetic, pre-diabetic or diabetic. An individual is classified as
pre-diabetic if their blood sugar is high but not high enough to be classified as dia-
betic. Thus, only these three categories for diabetic status exist (Fung, 2018).

The independent variables considered in modelling diabetes in South Africa in this
thesis include demographic, health-related and lifestyle factors. These variables are
given in Figure 2.1
The outcome variable in this study is the diabetic status of persons aged 15 years and
older, categorised into three: non-diabetic, pre-diabetic and diabetic. The most im-
portant determinants of diabetes from various literature reviews (Motala et al., 2008;
Huxley et al., 2010; Peer et al., 2012; Basu et al., 2013) were included, as well as those
variables that were expected to be determinants. The explanatory variables at in-
dividual and household levels included gender, race, age, wealth category, individ-
ual’s highest level of education, BMI category, Rohrer’s index, waist circumference,
waist-to-height ratio, blood pressure category, haemoglobin level, use of medica-
tion and blood pressure medication in specific, use of cigarette smoke in the previ-
ous 24hrs to being interviewed, perception of health, frequency of eating processed
foods, approach towards salt consumption, and consumption of fruit, vegetables,
fruit juice and sugary drinks the previous day.

2.5 Exploratory data analysis

This section serves to assess the nature and characteristics of the data with which
we are dealing. Since we are interested in the respondents’ HbA1c measure, only
those individuals that had the HbA1c test completed are considered in our analysis.
There were 3636 households made up of 6442 individuals that fully completed both
the HbA1c test and the adult health module.

It should be noted that only one individual per household answered the adult health
module on behalf of the household. Thus, for the purpose of this study, it is assumed
that their response holds true to other members of the household that agreed to the
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Figure 2.1: Conceptual framework of variables of interest

HbA1c testing. The wealth index was calculated by means of dividing the house-
holds into quintiles of poorest, poorer, middle, richer, richest, based on their wealth
index Z-score. Approach towards salt consumption was considered positive if indi-
viduals have or believe they should reduce their salt intake and negative otherwise.

Table 2.1 shows the distribution of counts of diabetic status for different categorical
variables of interest. Of the individuals that have primary school as their highest
level of education, 69.2% are pre-diabetic. It can be seen that a high percentage of
individuals taking high blood pressure medication are diabetic (41.2%) as well as
those taking any medication in general (37.1%). Of those individuals that believe to
have an excellent perception of health, 71.1% are pre-diabetic.
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Table 2.1: Counts across diabetic status for different categorical variables

Variable of interest Non-diabetic Pre-diabetic Diabetic

Gender

Female 416 (10.4%) 2597 (64.9%) 989 (24.7%)

Male 326 (13.4%) 1695 (69.5%) 419 (17.2%)

Race

Black/African 632 (11.1%) 3840 (67.3%) 1235 (21.6%)

Other 110 (15%) 452 (61.5%) 173 (23.5%)

Highest education level

Primary 528 (12.9%) 2824 (69.2%) 730 (17.9%)

Secondary 155 (8.4%) 1126 (60.8%) 572 (30.9%)

Other 59 (11.6%) 342 (67.5%) 106 (20.9%)

Wealth category

Poor 146 (12.2%) 803 (66.9%) 252 (20.1%)

Middle 138 (10.7%) 897 (69.4%) 258 (20%)

Rich 458 (11.6%) 2592 (65.7%) 898 (22.8%)

BMI category

Underweight 79 (20.5%) 270 (69.9%) 37 (10.0%)

Normal 399 (15.1%) 1909 (72.0%) 342 (12.9%)

Overweight to severely obese 264 (7.8%) 2113 (62.0%) 1029 (30.2%)

Blood pressure category

Normal 538 (13.2%) 2813 (69.2%) 714 (17.6%)

Abnormal 204 (8.6%) 1479 (62.2%) 694 (29.2%)

Taking high blood pressure medication

No 672 (12.9%) 3634 (69.8%) 897 (17.2%)

Yes 70 (5.6%) 658 (53.1%) 511 (41.2%)

Taking medication

No 661 (12.9%) 3549 (69.2%) 921 (17.9%)

Yes 81 (6.2%) 743 (56.7%) 487 (37.1%)

Health perception

Poor 92 (9.9%) 586 (62.9%) 253 (27.2%)
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Table 2.1 – Continued from the previous page

Variable of interest Non-diabetic Pre-diabetic Diabetic

Average 259 (10.9%) 1561 (65.9%) 548 (23.1%)

Good 314 (12.7%) 1660 (67.3%) 493 (20.0%)

Excellent 77 (11.4%) 485 (71.1%) 114 (16.9%)

Ate fruit yesterday

Yes 318 (10.7%) 1962 (66.3%) 679 (22.9%)

No 424 (12.3%) 2300 (66.6%) 729 (21.1%)

Ate vegetables yesterday

Yes 418 (11.0%) 2485 (65.6%) 885 (23.4%)

No 324 (12.2%) 1807 (68.1%) 523 (19.7%)

Approach towards salt consumption

Positive 502 (11.1%) 2992 (66.1%) 1034 (22.8%)

Negative 240 (12.5%) 1300 (67.9%) 374 (19.5%)

Had a sugary drink yesterday

Yes 247 (11.8%) 1408 (67.2%) 441 (21.0%)

No 495 (11.4%) 2884 (66.4%) 967 (22.3%)

Had fruit juice yesterday

Yes 108 (13.3%) 515 (63.3%) 190 (23.4%)

No 634 (11.3%) 3777 (67.1%) 1218 (21.6%)

Smoked cigarettes the previous 24hrs

Yes 151 (15.4%) 686 (70.1%) 141 (14.4%)

No 591 (10.8%) 3606 (66.0%) 1267 (23.2%)

Figure 2.2 displays the percentage of individuals that tested non-diabetic, pre-diabetic
and diabetic. The figure shows that 22% of the individuals are diabetic and an alarm-
ingly high 66% are pre-diabetic. This 66%, if left untreated, could develop diabetes
and face the consequences thereof.
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Figure 2.2: Observed percentage of diabetic status

Figure 2.3 shows the diabetic status for males and females across the different age
groups. Considering that of the females, there appears to be a decreasing trend of
non-diabetics and pre-diabetics. There is an increasing trend of diabetics. This sug-
gests that females have an increasing HbA1c measure with age and hence, diabetes
occurs more commonly later in life. The 75-100 year age group has the highest count
of diabetics and lowest count of non-diabetics (ignoring the 65-69 year old age group
in which no individuals were counted). The 25-29 year old age group has the highest
count of pre-diabetics.

Figure 2.3: Diabetic status across different age groups for females and males
13
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Similar to that of the females, there is a decreasing trend of non-diabetics among
men (Figure 2.3). However, an increasing trend of diabetics isn’t as apparent as is
seen among the females. The 75-100 year age group, again, has the highest count
of diabetics and the 15-19 year old age group has the highest count of pre-diabetics.
The large number of youngs males and females (15-29 year old) with pre-diabetes is
indicative of a high prevalence of diabetes in the future if these individuals are left
untreated.

As seen in Figure 2.4 which displays the distribution of the highest education level
of individuals for each diabetic status, 71% of non-diabetic individuals have sec-
ondary education as their highest level of education, 15% have primary school, 8%
have higher education and 6% have no education. Considering highest education
of pre-diabetics, 66% have secondary education as their highest level of education,
18% have primary school, 8% have higher education and 8% have no education. An
increasing trend can be seen in no education and primary school education as the
diabetic status of the individuals worsens. Also, there is a decreasing trend in sec-
ondary school as the highest level of education as the diabetic status of individuals
worsens. It is important to note with this data that the largest count of individu-
als is coming from the 15-19 age group (as seen in Figure 2.3) hence, it is not likely
that many of these individuals would have reached higher education, or even com-
pletion of secondary education, at the time that this survey was conducted. In all
three diabetic statuses (Figure 2.4), the same percentage of individuals with higher
education is observed (8%).

Figure 2.4: Spread of highest level of education according to diabetic status

14
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The WHO has a guideline for BMI categories in order to classify an individual’s
weight status (see Table 2.2).

Table 2.2: WHO guidelines to BMI

Status Value (kg/m2)
Underweight < 18.5
Normal 18.5 − 24.9
Overweight 25.0-29.9
Obese ≥ 30.0
Severely obese ≥ 35.0

Figure 2.5 displays the mean BMI of males and females across diabetic status. The
red line marks the minimum BMI for which an individual would be categorised
as overweight according to the WHO standards given in Table 2.2. The mean BMI
of males and females follows a similar trend in that the diabetics have the highest
mean BMI followed by pre-diabetics and then non-diabetics. Overall, females have
a higher mean BMI than the males with females from all diabetic categories hav-
ing a mean BMI that would be classified as overweight by the WHO. Among the
males, only the diabetics have a higher probability of being classified as overweight
or worse.

Figure 2.5: Mean BMI of males and females across diabetic status

We will not only consider BMI, as there exists more anthropometric measures which
give us an indication of an individual’s body composition, such as Rohrer’s Index,
waist circumference and waist-to-height ratio. The average of these measures across
the different diabetic statuses for males and females is shown in Figures 2.6 to 2.8.
Similarly, as was seen with mean BMI in Figure 2.5, the mean Rohrer’s Index for
diabetics is the highest followed by pre-diabetics and then non-diabetics having the
lowest mean Rohrer’s Index (Figure 2.6 on the next page). The males, on average,
have a lower mean Rohrer’s Index across the different diabetic statuses when com-
pared to the females. 15
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Note that individuals across all the diabetic statuses have a mean Rohrer’s Index
greater than 12kg/m2 (noted by the red line) which indicates an increase in risk
of metabolic complications. Again with Figure 2.7, the mean waist circumference
for diabetics is the greatest followed by pre-diabetics and then non-diabetics. Also,
males appear to have a lower mean waist circumference than females.

Figure 2.6: Mean Rohrer’s index for males and females across diabetic status

Figure 2.7: Mean waist circumference for males and females across diabetic status

In Figure 2.8, the same trend continues as was seen in the above Figures 2.5, 2.6
and 2.7. Thus, all anthropometric measurements show diabetics having the greatest
mean measure followed by pre-diabetics and then non-diabetics. As well as males
having a lower mean measurement compared to females. The red line in Figure
2.8 indicates the lower limit for those being at risk for metabolic complications (0.5)
(Ashwell & Gibson, 2016).
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Figure 2.8: Mean waist-to-height ratio for males and females across diabetic status

Figure 2.9 displays the mean haemoglobin level, adjusted for altitude and smoking,
across the different diabetic statuses. There is a slight decrease in mean haemoglobin
level from non-diabetics to diabetics however, this is a very small difference and
there is not much difference in haemoglobin levels as a marker.

Figure 2.9: Mean haemoglobin levels adjusted for altitude and smoking in g/dl

Figure 2.10 on the next page gives the percentage of those with normal and abnor-
mal blood pressure for each diabetic status. An individual with any elevated blood
pressure is considered as having abnormal blood pressure. This figure displays an
increasing trend in the percentage of individuals with abnormal blood pressure as
their diabetic status worsens, with 27% of non-diabetics, 34% of pre-diabetics and
49% of diabetics with abnormal blood pressure. Thus, there appears to be some
association between diabetes and blood pressure.
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Figure 2.10: Percentage of non-diabetics, pre-diabetics and diabetics with normal and abnor-
mal blood pressure

From Figure 2.11, a very small percentage (20% and less) in each category smoked
in the previous 24 hours to being asked this question. Non-diabetics had the highest
percentage of those smoking, with a decreasing trend as the diabetic status worsens.

Figure 2.11: Percentage in each diabetic status of those that smoked in the previous 24hrs
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Figures 2.12 and 2.13 show the percentage of individuals who drank a sugar-sweetened
drink and/or fruit juice on the previous day to being interviewed across the different
diabetic statuses. From Figure 2.12, there is almost an even percentage (around 32%)
throughout the different diabetic statuses of those that drank a sugar-sweetened
drink the previous day to being interviewed. No diabetic status had individuals
who appeared to consume more than the others. Similarly, the percentage of those
that drank fruit juice the previous day is almost even (around 12%) across the differ-
ent diabetic statuses (Figure 2.13).

Figure 2.12: Percentage of those that drank sugar-sweetened drinks the previous day across
diabetic status

Figure 2.13: Percentage of those that drank fruit juice drinks the previous day across diabetic
status
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Figure 2.14, which displays an individual’s perception of health according to their
diabetic status, shows that a higher percentage (42%) of non-diabetics have a good
perception of health compared to pre-diabetics and diabetics. Most pre-diabetics
have a good perception of health (39%) but not as many as non-diabetics. Diabetics
have a higher percentage of individuals with a poor (18%) or average (39%) percep-
tion of health compared to non-diabetics and pre-diabetics.

Figure 2.14: Perception of health across the different diabetic status

Rather than considering the frequency in which packed chips, fast food, fried food
and processed meat were each eaten, it was of interest to only know if they were
eaten. Each of the four were coded as a binary variable, ’0’ for never eaten and ’1’
for eaten. Thus, responses ’every day’, ’at least once a week’ and ’occasionally’ were
coded as ’1’. A new variable, processed food, was then created by summing across
the four foods and thus giving a total, out of 4, of the foods that were eaten. This
gives us an indication of how much variety of processed foods a household had
eaten and was thus treated as a continuous variable. Figure 2.15 gives a summary of
the variety of processed foods consumed by individuals with each diabetic status.
There is not much difference seen across diabetic status with each status consuming
on average 3 varieties of processed foods.
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Figure 2.15: Average variety of processed food consumed across diabetic status

The parallel plot displayed in Figure 2.16 on the next page, gives a visualisation of
the continuous variables of interest in relation to diabetic status. Non-diabetics ap-
pear to be less apparent in older age groups. Diabetics and pre-diabetics appear to
have a higher Rohrer’s index and waist circumference whereas, non-diabetics ap-
pear to be lower in these anthropometric measures, as also seen in Figures 2.6 to 2.8
earlier. On the whole, individuals have a low waist-to-height, ratio with diabetics
and pre-diabetics appearing in the upper range. A range of haemoglobin levels is
seen among diabetics, pre-diabetics and non-diabetics.

From this exploratory analysis, we get a sense of which variables play a role in clas-
sifying one’s diabetic status. What follows in the next chapter is statistical classifica-
tion methods to examine if the variables are able to classify diabetic status.
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Chapter 3

Classification Methods

Classification methods are used to learn a sample from past experience where the
measurement data consists of N cases observed in the past along with their classi-
fication. The purpose of classification analysis is to produce an accurate classifier
or to determine the predictive structure of a problem. By determining the predic-
tive structure, we are thus interested in the variables or interactions that determines
when an object is in a specific class and not another. In this chapter we consider
three different classification methods and assess how they perform on determining
diabetic status from the risk factors given in Chapter 2.

3.1 Decision trees

Decision trees are one of the best supervised learning algorithms meaning that it
deals with a pre-defined target variable. A decision tree has a flowchart-like struc-
ture which supports modelling decisions. A decision tree starts at the top with a
root node that branches out to internal and leaf nodes. Each internal node repre-
sents a point of decision, a branch represents the outcome of a decision, each leaf
node represents the possible classification or decision taken. When splitting a node,
every feature is considered but the one that produces the most separation between
observations is selected Breiman et al. (1984).

A decision tree begins with all observations which are then split into two groups
according to the best value of any independent variable. We then have two child
nodes. At each node, we want a feature that will split the observations so that each
group is as different from each other as possible while the members in each group
are as similar to each other as possible. The split is determined by finding the best
independent variable to split on and a best cutpoint. The splitting criterion can be
governed by maximising the decrease in node impurity or based on a statistical test.
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The impurity of a parent node, i(τ), can be defined as a nonnegative number that
is equal to zero for a pure node, a pure node being one in which all observations
have the same value in the response variable. It is desired to produce the highest
reduction in impurity

δi(s, τ) = i(τ)−
B∑
b=1

p(τb|τ)i(τb) (3.1)

where τb denotes the bth child node, p(τb|τ) is the proportion of observations in τ

that are assigned to τb, and B is the number of branches after splitting τ .

The different impurity reduction criteria are:

• Entropy criterion
The entropy impurity of node τ is defined as

i(τ) = −
J∑
j=1

pj log2 pj (3.2)

where pj is the proportion of observations that have the jth response value.

• Gini index criterion
Here i(τ) is defined as the Gini index that corresponds to the average square
error (ASE) of a class response and is given by

i(τ) = 1−
J∑
j=1

pj . (3.3)

• Residual sum of squares criterion
This impurity reduction criterion is used in regression trees whereas the en-
tropy and Gini index criterion are used for classification trees. The impurity of
node τ is defined as the residual sum of squares

i(τ) =
1

N(τ)

N(τ)∑
i=1

(Yi − Ȳ )2 (3.4)

where N(τ) is the number of observations in τ , Yi is the response value of
observation i, and Ȳ is the average response of the observations in τ .

The criteria based on statistical tests include the chi-square criterion for categorical
response variables, F-test for continuous response variables or the CHAID criterion
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which can be used for both categorical and continuous response variables. Further-
more, for categorical response variables there is also the FastCHAID criterion.

Three different algorithms are implemented to generate candidate splits. First, the
exhaustive method is implemented. If the number of computations exceeds the
threshold specified, the greedy algorithm is implemented. Likewise, if the number
of computations again exceeds the threshold, the fast-sort method is implemented.
Note that a variable can be used more than once in a branch as long as the split is on
a different value of that variable.

Now, once the tree is fully grown there is potential of overfitting the data due to its
large size. The tree could be too specific to the data it has been established from and
thus not generalize well to new data. To counter this problem a smaller subtree must
be established that is low in error rate. However, it must not be so small that it fails
to capture important structural information. This is achieved by pruning the tree to
get the optimal subtree.

Here we describe the cost-complexity pruning method. This algorithm is built around
the trade-off of the complexity of a tree and the error rate to prevent overfitting. For
a tree T the cost-complexity Rα(T ) is given by

Rα(T ) = R(T ) + α|T̃ | (3.5)

where the error rate is represented by R(T ), the number of leaves on tree T is |T̃ |
and α is the complexity parameter which gives the cost of each leaf. For a categorical
response, misclassification rate is used for the error rate R(T ). In pruning, the aim is
to minimise this function. If α = 0 then this is the full tree T0 with all nodes intact.
As α increases the corresponding subtree gets smaller until we are left with a tree of
size 1. In general, we want the subtree T (α) that minimises Rα(T )

Rα(T (α)) = min
T≤Tmax

Rα(T ). (3.6)

Suppose there is a finite number of subtrees of Tmax. Through pruning, a finite
sequence of subtrees T1, T2, T3, ... is produced. Each subtree having less terminal
nodes.
To find the subtree minimizer for Rα(T ) see Breiman et al. (1984).

After pruning, the ”right-sized” tree needs to be selected. Cross validation costs is
typically used with the minimum cross validation cost being of interest. Often there
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are a few trees with cross validation costs close to the minimum. Breiman et al. (1984)
proposed the ”1−SE” rule for selecting the ”right-sized” tree. This involves choos-
ing the smallest-sized tree whose cross validation costs do not exceed the minimum
cross validation costs plus 1 times the standard error (SE) of the cross validation
costs for the minimum cross validation costs tree.

Entropy can be used to assess the goodness of fit where entropy for classification

trees which can be defined as:

−
∑
λ

Nλ

N0

∑
τ

Nλ
τ

Nλ

log2

(
Nλ
τ

Nλ

)
(3.7)

where λ is a leaf, Nλ is the number of observations on leaf λ, N0 is the total number
of observations in the data set, τ is a level of the response variable, and Nλ

τ is the
number of observations on leaf λ that have the response level τ .

3.2 Random forest

A random forest is a collection of tree-structured classifiers. Each tree casts a unit
vote for the most popular class. In order for individual trees to not be too correlated,
random forests make use of bagging and feature randomness. Bagging is where each
individual tree randomly samples from the dataset with replacement. This thus re-
sults in different individual trees. When splitting a node, each tree can pick only
from a random subset of features (feature randomness). This results in lower corre-
lation and more diversification across the trees (Breiman, 2001).

In selecting a variable in a splitting rule we will explain the Loh method. From the
contingency table, this method selects the variable with the smallest p-value of a chi-
square test of association. Let Y denote the target variable. If Y is categorical let
it have J categories. Let X denote the input variable and, if X is categorical let it
have K categories. So, if both Y and X are categorical a JXK contingency table is
produced. IfX has interval measurement then, let

K =

3 ifN < 20J ,

4 otherwise
(3.8)

where N is the number of observations in the calculations. Let J = 2 if Y is an
interval variable. If K = 3 then assign Xi to a table column that has the following
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boundaries:

ξ1 = X̄ −
√

3σ̂/3 (3.9)

ξ2 = X̄ +
√

3σ̂/3 (3.10)

Otherwise, use the boundaries:

ξ1 = X̄ −
√

3σ̂/3 (3.11)

ξ2 = X̄ (3.12)

ξ3 = X̄ +
√

3σ̂/3 (3.13)

where X̄ is the average of value ofX and

σ2 =

∑
i(Xi − X̄)2

N
(3.14)

(Loh, 2002). Other methods for selecting a splitting method include binned search
method or the Hothorn, Hornik and Zeileis method. These methods are not de-
scribed here but can been found in SAS Institute Inc. (2015) or Hothorn et al. (2006).

Once the splitting variable is selected, a splitting rule needs to be defined to know
which branch each observation must be split into. As with decision trees, the worth
of a split s is the reduction in node impurity (Equation 3.1). The impurity function
for the Gini index is given in Equation 3.3 and for the variance reduction is given in
Equation 3.4 (Breiman et al., 1984).

In order to assess the validity of a split a centre of each node is computed for both the
in-bag and pruning data. In-bag data is part of the split construction and pruning
data is part of the split evaluation. A split is pruned when

d(Cprune, Cparent)

d(Cinbag, Cparent)
< τ (3.15)

where Cparent is the in-bag centre of the parent node, Cinbag is the in-bag centre of a
child node, Cprune is the prune centre of a child node, d(a, b) is a measure of distance
from a to b, and τ is a fixed number between 0 and 1. For a categorical target, Cω is
the vector of target value proportions and

d(a, b) =
J∑
j=1

(aj − bj)(Cinbag,j − Cparent,j) (3.16)
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An observation will first be assigned to a single leaf in each decision tree in the ran-
dom forest. That leaf will be used then to make a prediction depending on the tree
that leaf is in. Predictions are averaged over all the trees to predict an observation.
For a nominal target, the predicted target category is the category with the largest
posterior probability where the posterior probability is the proportion of that cate-
gory among the bagged training observations in that leaf. If there were to be a tie,
the prediction will be the first category that occurs in the training data.

Prediction error is given by average square error which, for a nominal target, is given
by

ASE =

N∑
i=1

J∑
j=1

[
(δij − p̂ij)2

JN

]
(3.17)

where δij equals 1 if the nominal target value j occurs in observation i or equals 0
otherwise, p̂ij is the predicted probability of nominal target value j for observation i,
N is the number of observations, J is the number of nominal target values. Misclas-
sification rate can also be assessed for prediction error for a nominal target (Equation
3.28) as well as the log-loss which is defined as

LogLoss = −
N∑
i=1

J∑
j=1

[
δijlog(p̈ij)

N

]
(3.18)

where p̈ij is p̂ij truncated away from 0 and 1:

p̈ij = max(min(p̂ij , 1− 10−10), 10−10). (3.19)

Variable importance is the contribution a variable makes to the success of a model
where success is simply good prediction of the model. One method of measuring
variable importance is loss reduction otherwise known as Gini increase, Gini im-
portance, or impurity reduction. Here, the importance of a variable, say v, is pro-
portional to the sum of the reduction in node impurity, summed over nodes that v
splits. For tree T the loss reduction variable importance for input v is

Iloss ∝
∑
ωεT

1(vsplitsω)∆Loss(ω) (3.20)

where the sum is over internal nodes ω in T , 1(vsplitsω) is 1 if v is the splitting
variable in ω and 0 otherwise. The reduction in loss from splitting ω is ∆Loss(ω). A
loss function measures how well a model fits data by mapping a response value and
a prediction to a number that represents how bad the prediction is. Square error loss
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is common where

∆Loss(ω) = SSE(ω)−
∑
bεB(ω)

SSE(ωb). (3.21)

For a categorical target with J classes, square error loss is given by

SSE(ω) =

N(ω)∑
i=1

J∑
j=1

(δij − p̂j(ω))2 (3.22)

where B(ω) is the set of branches from ω, ωb is the child node of ω in branch b, N(ω)

is the number of observations in ω, δij is 1 if Yi = j and 0 otherwise,and p̂j(ω) is the
average δij in training data in ω.
For a categorical target, the loss function can also be determined by increasing the
margin which is achieved by the probability of the true class minus the maximum
probability of the other classes.

∆Loss(ω) = SNM(ω)−
∑
bεB(ω)

SNM(ωb). (3.23)

Loss reduction variable importance uses the negative of the margin

SNM(ω) = −
J∑
j=1

Nj(p̂j −max
k 6=j

p̂k) (3.24)

where Nj is the number of class j observations in ω in the data set (Breiman & Cut-
ler, 2003).

Other methods of measuring variable importance include Breiman’s method (Breiman,
2001), or Strobl et al. (2008) method.

3.3 Neural networks

A neural network is a series of algorithms that aims to recognize underlying rela-
tionships in a set of data through a process that mimics the way the human brain
operates (Sarle, 1994).

3.3.1 Bayesian neural network

Traditional neural network lack probabilistic considerations. This can be an issue
in applications such as medical diagnosis where representing uncertainty is of crit-
ical importance. Bayesian neural networks incorporate weights that are assigned
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3.3. Neural networks

a probability distribution instead of a single value or point estimate. These proba-
bility distributions describe the uncertainty in weights and can be used to estimate
uncertainty in predictions.
The graphical model consists of the following two parts:

• G is a directed acyclic graph with nodes representing random variables and
arcs between the nodes representing conditional dependency of the random
variables.

• P is a set of conditional probability distributions, one for each node condi-
tional on its parents.

Bayesian networks have the following two properties:

• Edges represent ”causation”

• Markov property where each node is conditionally independent of its ances-
tors given its parents.

According to the Markov property, the joint probability distribution of all nodes in
the network is given by

Pr(G) = Pr(X1, X2, ..., Xp) =

p∏
i=1

Pr(Xi|π(Xi)) (3.25)

where π(Xi) are the parents of node Xi.
In the case where all Xi are discrete variables, the conditional distribution is repre-
sented as conditional probability tables. This lists the probability that the child node
takes on a certain value for each combination of values of its parents.
In general, a new observation X = (x1, x2, ..., xp) is classified by determining the
classification of the target Y that has the largest conditional probability,

arg max
k

Pr(Y = k|x1, x2, ..., xp) (3.26)

where

Pr(Y = k|x1, x2, ..., xp) ∝ Pr(Y = k, x1, x2, ..., xp) =
∏
i

Pr(xi|π(Xi))Pr(Y = k|π(Y )).

(3.27)
Different types of Bayesian network classifiers include:

• Naive Bayesian: The target node has a direct edge to each input variable and
is the only parent for all nodes. It is assumed that all input variables are con-
ditionally independent of each other given the target.
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3.3. Neural networks

• Tree-augmented naive Bayesian: The target node has direct edges to each input
node and the edges among the input nodes form a tree.

• Bayesian network-augmented naive Bayesian: The target node has a direct
edge to each input node and the edges among the input nodes form a Bayesian
network.

• Parent-child Bayesian: Input variables can be parents of the target. Edges from
the parents of the target to the children of the target and among the children of
the target are possible.

• Markov Blanket Bayesian: The Markov blanket includes the target’s parents,
children and spouses.

In selecting variables, each input variable was tested for conditional independence
of the target variable given any other input variable. Only those variables that are
conditionally dependent on the target variable given any other input variable are
selected.

In learning the tree-augmented naive structure, a maximum spanning tree is con-
structed. The sum of the weights of all edges is maximum weight among all such
tree structures. If there are K variables in the system, the corresponding tree struc-
ture will have K nodes and K-1 edges so that all nodes in the graph are connected.

In learning the other Bayesian network types, the following approaches are used:

• The score-based approach: The BIC (Bayesian information criterion) score is
used to measure how well a structure fits the data and then finds the structure
that has the best score.

• The constraint-based approach: Independence tests (chi-square test or mu-
tual information test) is used to determine the edges and directions among
the nodes. The BIC score is used to determine the the directions of thee edges.

The parents of the target is first learnt in the parent-child and Markov blanket struc-
tures. Next, parents of the input variables which have the highest BIC with the target
variable is learnt. Then, the parents with the next highest BIC is learnt and so on.
The edges are determined by independence tests and are oriented by independence
tests and BIC score (Liu et al., 2017).
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3.4. Goodness of fit

3.4 Goodness of fit

The following metrics can be used to assess goodness of fit for classification meth-
ods: entropy, Gini index, misclassification rate, average square error, residual sum
of squares, sensitivity, specificity, precision and confusion matrix.

Misclassification Rate

This refers to the number of incorrectly predicted observations and is defined as:

Misc =
1

N0

∑0 if prediction is correct,

1 otherwise.
(3.28)

Confusion matrix

A confusion matrix highlights the type of errors being made by the given classifier.
Essentially, the confusion matrix shows where the model gets ’confused’ in making
predictions. Information on actual values in the rows and predicted values in the
columns are represented. We define the following terms with respect to classifying
whether an individual has a disease or not:

• True Positive (TP): the number of cases correctly identified for those that have
the disease.

• False Positive (FP): the number of cases incorrectly identified for those that
have the disease.

• True Negative (TN): the number of cases correctly identified as not having the
disease.

• False Negative (FN): the number of cases incorrectly identified as not having
the disease.

From the confusion matrix we can determine classifier performance by assessing the
following fractions:

• Accuracy measures the proportion of actual positives and negatives that are
correctly identified as such.

Accuracy =
TP + TN

TP + TN + FP + FN
(3.29)

• Sensitivity measures proportion of actual positives that are correctly identified
as such.

Sensitivity =
TP

TP + FN
(3.30)
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• Specificity measures the proportion of actual negatives that are correctly iden-
tified as such.

Specificity =
TN

TN + FP
(3.31)

• Precision measures the proportion of actual positives out of all those that are
predicted to be positive.

Precision =
TP

TP + FP
. (3.32)

These measures generally relate to medical decisions as to whether a disease is
present or not (Beleites et al., 2013).

3.5 Results from the classification methods

3.5.1 Decision tree

All variables, including significant interaction terms that were determined using a
multinomial logistic regression model, were applied to the decision tree, as well as
the sample weights. The splitting criterion of entropy and the pruning method of
cost-complexity was used. The complexity parameter that yields the minimum av-
erage misclassification rate is 0.0011 where the minimum average misclassification
rate is 0.302. This corresponds to the 21-leaf subtree. After applying the 1 − SE

Rule, the ”right-sized” tree is a 16-leaf tree. This resulting decision tree is given in
Figure 3.1. The diagram reveals that splitting on 10 of the attributes was sufficient
to differentiate the three diabetic statuses. The important variables, in descending
order, were age, waist-to-height ratio, salt consumption and waist-to-height ratio,
high blood pressure medication, waist circumference, BMI and waist-to-height ra-
tio, BMI, having smoked the previous 24 hours, perception of health, and highest
education level.
Classification can be seen in Table 3.1 and an accuracy of 70.0% was obtained. The
decision tree is quick to predict pre-diabetics, with a sensitivity for pre-diabetics of
91.7%.

Table 3.1: Confusion matrix

Observed Predicted
Non-diabetic Pre-diabetic Diabetic Total

Non-diabetic 28 618 19 665
Pre-diabetic 0 3698 334 4032
Diabetic 0 822 458 1280
Total 28 5138 811 5977
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Figure 3.1: Decision tree diagram

3.5.2 Random forest

Again, all the variables of interest including interaction terms were used. The Gini
index was used for the split criterion and Loh for the preselection method.
Table 3.2 displays where the random forest gets confused in predicting diabetic sta-
tus. This method of classification is quick to predict individuals as being pre-diabetic
with 94.2% of the population predicted as pre-diabetic. The random forest fails to
predict any individuals as being non-diabetic (precision for non-diabetic being 0%).
The random forest resulted in an accuracy of 66.6%.
According to the loss reduction variable importance, the 5 most important variables
are: taking high blood pressure medication, BMI category, gender, the interaction
of salt consumption with waist-to-height ratio, and the interaction of BMI category
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3.5. Results from the classification methods

Table 3.2: Confusion matrix for the random forest

Observed Predicted
Non-diabetic Pre-diabetic Diabetic Total

Non-diabetic 0 731 11 742
Pre-diabetic 0 4162 130 4292
Diabetic 0 1178 230 1408
Total 0 6071 371 6442

with waist-to-height ratio.

3.5.3 Bayesian neural network

All variables of interest as well as interactions were included in the Bayesian neu-
ral network. Our target node being diabetic status. All Bayesian network classifiers
were considered. The tree-augmented naive Bayesian network classifier and the
Bayesian network-augmented naive Bayesian classifier yielded the highest accuracy
(both 76.3%). Results to follow are based on the tree augmented naive Bayesian net-
work classifier.

From Table 3.3, it can been seen that predicted observations are more spread out
among the three categories of diabetic status when compared to the confusion matrix
of the decision tree and that of the random forest (Table 3.1 & 3.2).

Table 3.3: Confusion matrix for the tree-augmented naive Bayesian network

Observed Predicted
Non-diabetic Pre-diabetic Diabetic Total

Non-diabetic 283 420 39 742
Pre-diabetic 155 3774 363 4292
Diabetic 30 521 857 1408
Total 468 4715 1259 6442

Figure 3.2 shows the generated diagram for the tree-augmented naive Bayesian net-
work classifier applied to our data. The target node has an edge to each input node
and the edges among the input nodes form a tree. We have 20 out of 26 variables
that were selected into the model.
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3.5. Results from the classification methods

Figure 3.2: Tree-augmented network diagram

Though all the three classification methods provided reasonably good classification
and accuracy rates, they failed to account for the complex survey design of the data.
These methods also give us an idea of which risk factors are important however, not
the significance of the risk factor. In addition, these methods are not able to provide
an estimated effect that each variable has on a person’s diabetic status. We therefore
now move onto regression models, which account for the complex survey design
of the data as well as assess which risk factors are significant in classifying diabetic
status.
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Chapter 4

Generalized Linear Models

Generalized linear models are used in data analysis to describe the relationship be-
tween an outcome variable and one or more explanatory variables. Generalized
linear models are an extension of the general linear model to address the restrictions
on the general linear model. When considering a discrete outcome variable, the lo-
gistic regression is most frequently used (Hosmer Jr et al., 2013). A discrete outcome
could either be ordinal or nominal in nature. The logistic regression model can be
further extended to handle data coming from a complex survey design (Heeringa
et al., 2010).

The response variable Yi, i = 1, 2, ...n follows a distribution that belongs to the expo-
nential family of distributions whose densities can be written in the form

f(yi; θi, φ) = exp

{
yiθi − b(θi)

a(φ)
+ c(yi, φ)

}
(4.1)

where θi is the canonical parameter, φ is the dispersion parameter and ai(φ), b(θi)
and c(yi, φ) are known functions. The function a(φ) has the following form a(φ) =

φ/wi, where wi known as the prior weight, usually 1. It can be shown that if Yi has a
distribution in the exponential family then it has mean and variance

E(Yi) = µi = b′(θi) (4.2)

V ar(Yi) = σ2i = a(φ) b′′(θi) (4.3)

where b′(θi) and b′′(θi) are the first and second derivatives of b(θi). b′′(θi) is a function
of the mean and referred to as the variance function, v(µi). When a(φ) = φ the
variance has the simpler form

V ar(Yi) = σ2i = φv(µi). (4.4)
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The variance of a generalized linear model is non-constant where it may vary across
the responses. When a(φ) > 1 then V ar(Yi) > v(µi) and the model is overdispersed.
Similarly, if a(φ) < 1 the model will be underdispersed.
The generalized linear model consists of:

• Linear predictor:
η = Xβ

• A link function that describes how the mean E(Yi) = µi depends on the linear
predictor

g(µi) = ηi

where g is a monotone, differentiable function.
The canonical link function is the function that makes the linear predictor η
the same as the canonical paremeter θ. Therefore, the canonical link function
is given by g(µ) = θ.

• A variance function that describes how the variance V ar(Yi) depends on the
mean

V ar(Yi) = φV (µ)

where the dispersion parameter φ is a constant (Nelder & Wedderburn, 1972).

4.1 Parameter estimation

According to Gill (2000), maximum likelihood estimation method is the most popu-
lar technique in applied statistics for estimating parameters. Thus, it is no surprise
that generalized linear models make use of this technique. The log-likelihood for the
ith observation is given by

`i = ln f(yi; θi, φ) =
yiθi − b(θi)
ai(φ)

+ c(yi, φ). (4.5)

We assume that
a(φ) =

φ

wi
(4.6)

where wi are known prior weights.
Since Yi, i = 1, 2, ..., n are independent, the joint log-likelihood is given by

`(β,y) =
n∑
i=1

`i. (4.7)
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4.1. Parameter estimation

In order to get the maximum likelihood estimate of βj , j = 0 . . . p we need to solve
the score equation

∂`

∂βj
= 0.

To do this, we apply the chain rule

∂`i
∂βj

=
∂`i
∂θi

∂θi
∂µi

∂µi
∂ηi

∂ηi
∂βj

.

Using Equation 4.5, we get
∂`i
∂θi

=
yi − b′(θi)
a(φ)

.

Since µi = b′(θi), V ar(Yi) = a(φ)v(µi) and ηi =
∑
j
βj xij , we have

∂`i
∂θi

=
yi − µi
a(φ)

∂µi
∂ηi

= b′′(θi) = v(µi)

∂ηi
∂βj

= xij .

Thus,

∂`(β,y)

∂βj
=

n∑
i=1

yi − µi
a(φ)

1

v(µi)

∂µi
∂ηi

xij

=
n∑
i=1

(yi − µi)Wi
∂ηi
∂µi

xij

where Wi is referred to as the iterative weights given by

Wi =
1

a(φ)

(
∂µi
∂ηi

)2

v−1i (4.8)

=
1

V ar(Yi)

(
∂µi
∂ηi

)2

(4.9)

and vi = v(µi) is the variance function. Since ηi = g(µi),
∂µi
∂ηi

depends on the link

function for the model. Therefore, solving for the score equation

n∑
i=1

(yi − µi) Wi
∂ηi
∂µi

xij = 0 (4.10)

will give the maximum likelihood estimate of β.
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4.1. Parameter estimation

Solution of Equation 4.10 is usually obtained by an iterative weighted least squares
method. Newton Raphson and Fisher Scoring iterative equations can be used where
the score U is given by the left hand side of Equation 4.10. In matrix and vector
form, Equation 4.10 can be rewritten as

U = X′W∆(Y − µ) = 0 (4.11)

where

X =


x11 x12 . . . x1p

x21 x22 . . . x2p
...

...
...

xn1 xn2 . . . xnp

 , W = Diag


W1

W2

...
Wn

 , ∆ = Diag



∂η1
∂µ1
∂η2
∂µ2

...
∂ηn
∂µn


, Y =


Y1

Y2
...
Yn

 , µ =


µ1

µ2
...
µn

 .

Thus, the Newton Raphson iterative equation will then be

β̂ (t+1) = β̂ (t) − (H(t))−1U (t) (4.12)

and the Fisher Score iterative equation

β̂ (t+1) = β̂ (t) + (I(t))−1 U (t) (4.13)

with information matrix

I = −E(H) (4.14)

= −E
(

∂2`

∂β ∂β′

)
(4.15)

= X′W X (4.16)

where W is known as the weight matrix with diagonal elements given in Equation

4.8. Equation 4.13 can also be represented as

I(t) β̂ (t+1) = I(t) β̂ (t) +U (t). (4.17)

It can be shown that the right hand side of Equation 4.17 can be written as

X′W(t) z(t)

where W(t) is weight matrix evaluated at β̂ (t), and z(t) has the following elements
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4.2. Goodness of fit

evaluated at β̂ (t)

zi = ηi + (yi − µi)
(
∂ηi
∂µi

)
(4.18)

This variable zi is often called the adjusted dependent variable or the working vari-

able. Therefore, we can obtain

β̂ (t+1) = (X′W(t) X)−1X′W(t) z(t). (4.19)

Thus, each iteration step is the result of a weighted least squares regression of the

adjusted variable zi on the predictors xi with working weight Wi. Fisher scoring can

therefore be regarded as iteratively reweighted least squares carried out on a trans-

formed version of the dependent variable.

It follows that the asymptotic variance (also known as the asymptotic covariance)

of this estimate of β is the inverse of the information matrix given in Equation 4.16

and can be estimated by

V̂ ar(β̂) = (X′ ŴX)−1 (4.20)

where Ŵ is W evaluated at β̂ and depends on the link function of the model. The

dispersion parameter φ, in function a(φ) that is used in the calculation of Wi, gets

cancelled out of the iteratively reweighted least squares procedure, thus the value

of β̂ is the same under any value of φ. However, the value of φ is required for the

calculation of the variance of β̂, therefore when φ is unknown, it can be estimated

using a moment estimator (McCulloch et al., 2001), given by

φ̂ =
1

n− p− 1

n∑
i=1

wi (yi − µ̂i)2

v(µ̂i)
(4.21)

where wi is the weight defined in Equation 4.1 (Eliason, 1993).

4.2 Goodness of fit

After having fitted a model it is of interest to know how accurately the model reflects
the true outcome in the data i.e. goodness of fit. A model is unlikely to produce pre-
dicted values that match the data perfectly. Goodness of fit are functions of a residual
which is simply the difference between the observed and the fitted value (Hosmer Jr
et al., 2013). It is of interest for this discrepancy to be as small as possible.

Such a measure that can assess the goodness of fit of a generalized linear model
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4.3. Logistic regression

is known as the deviance. Deviance is defined as −2 times the difference in log-

likelihood of the fitted model and the saturated model (the model that fits the data

perfectly). The scaled deviance is given by

Ds =
−2[`(µ̂, φ,y)− `(y, φ,y)]

φ
(4.22)

where `(µ̂φ,y) is the log-likelihood maximised over β̂ for a fixed value of the dis-

persion parameter φ, for the fitted model with p+ 1 parameters, and `(y, φ,y) is the

log-likelihood for the saturated model where the number of parameters equals the

number of observations.

If φ = 1, then the deviance is

D = −2[`(µ̂, φ,y)− `(y, φ,y)]. (4.23)

The deviance converges asymptotically to a χ2 distribution with n−p−1 de-
grees of freedom. Thus, the fitted model is rejected at α level of significance
when the calculated deviance is greater than or equal to χ2

n−p−1 (Nelder &
Wedderburn, 1972).

Pearson’s chi-squared statistic is another measure of fit given by

χ2 =
n∑
i=1

(yi − µ̂i)2

v(µ̂i)
(4.24)

where v(µ̂i) is the estimated variance function for the distribution under considera-
tion. As with the deviance, this statistic also follows the χ2 distribution with n−p−1

degrees of freedom (Pearson, 1900).

4.3 Logistic regression

Multinomial logistic regression is an extension of the binary logistic regression model
where the response is nominal with more than two categories. If responses are or-
dered then an ordinal logistic regression model could be fit such as the proportional
odds model. Independent variables can be nominal or continuous.

4.3.1 Ordinal response

The ordinal logit model, ordered logit model or proportional odds model is used
when the response variable is ordinal. Ordinal variables are essentially quantitative
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in nature where each level is of smaller or greater magnitude than another. In our
case, diabetic status is ordinal (non-diabetic, pre-diabetic, diabetic) being derived
from the continuous variable HbA1c.

For an ordinal response the following logits can be applied:

• Cumulative logit

For C outcome categories with probabilities π1, π2, ..., πC the cumulative logits

are defined as

logit[P (Y ≤ j)] = ln

[
P (Y ≤ j)

1− P (y ≤ j)

]
(4.25)

= ln

[
π1 + π2 + ...+ πj

πj+1 + πj+2 + ...+ πC

]
, j = 1, 2, ..., C − 1. (4.26)

• Adjacent-categories logits

This is the log odds for pairs of adjacent categories

ln

[
πj
πj+1

]
, j = 1, ..., C − 1. (4.27)

The adjacent-categories logits are defined with conditional probabilities at each

of the C − 1 cutpoints

logit[P (Y = j|Y = j or Y = j+1)] = ln

[
P (Y = j|Y = j or Y = j + 1)

1− P (Y = j|Y = j or Y = j + 1)

]
.

(4.28)

• Continuation-ratio logits

Defined as:

ln

[
πj

πj+1 + ...+ πC

]
, j = 1, 2, ..., C − 1. (4.29)

The proportional odds model assumes that the intercepts depend on j while the
slopes are all equal. The model is given by

logit[P (Y ≤ j|xi)] = αj + x′iβ, j = 1, 2, ..., C − 1. (4.30)

Where αj is the intercept at category j, β is the slope parameter and x the covariates.

The plot of the C − 1 cumulative logits against x would thus be a series of parallel

lines at the intercepts α1, α2, ..., αC−1. The model satisfies

ln

[
P (Y ≤ j|x1)/P (Y > j|x1)
P (Y ≤ j|x2)/P (Y > j|x2)

]
= β(x1 − x2), for all j. (4.31)
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This is the proportional odds assumption. A score test can be carried out to test the
proportional odds assumption where:
H0: Slopes are equal across response functions.
vs.
H1: Slopes are not equal across response functions i.e. proportional odds assump-
tion is violated.

The proportional odds assumption has been described as anti-conservative and is
almost always rejected particularly when there is a large number of explanatory
variables (Brant, 1990), the sample size is large, or there is a continuous explanatory
variable in the model (Allison, 1999).

In the case that the proportional odds assumption is violated one can move onto a
model that falls between the proportional odds model and the more general model.
Peterson & Harrell Jr (1990) proposed the following model for the ith observation:

logit[P (Y ≤ j)] = αj + x′iβ + u′iγj , j = 1, ..., C − 1. (4.32)

Where predictors x have a proportional odds structure and predictors u do not,
hence this is the partial proportional odds model. For identifiability, one of the γj , say
γ1, equals 0 (Agresti, 2010).

To determine which predictors have a proportional odds structure and which do
not Brant (1990) proposed comparing separate (correlated) fits to the binary logis-
tic models underlying the overall model. According to Brant (1990) the odds ratio
should be the same for each ordered dichotomization of the outcome variable given
the proportional odds assumption holds.
Williams (2016) states: ”If several variables violate the assumption, then the gologit model
(generalized ordered logit or proportional odds model) offers little in the way of parsimony
and more widely known techniques such as multinomial logit may be superior.”

Predictive power of explanatory variables

Concordance index is commonly used to assess the predictive power of a model
given its explanatory variables. The concordance index estimates whether the prob-
ability of the predictions and the outcomes are in agreement. A concordance index
of 0.5 corresponds to its expected value from randomly guessing the response. The
higher the value, the better the predictive power. So, a value of 1.0 corresponds to
perfect prediction (Agresti, 2010).
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4.3.2 Nominal response

While ordinal models can be run as nominal models without violating any assump-
tions, nominal models cannot be run as ordinal models. In our model assume that
the response, Y , is nominal with C categories. A reference or baseline category needs
to be defined. Let Y = 1 be the reference category.

Assume we have p covariates and a constant term, denoted by the vector, x, of length
p+ 1 where x0 = 1. The C − 1 logit functions can be denoted by

g2(x) = ln

[
P (Y = 2|x)

P (Y = 1|x)

]
(4.33)

= β20 + β21x1 + β22x2 + ...+ β2pxp (4.34)

= x′β2 (4.35)

g3(x) = ln

[
P (Y = 3|x)

P (Y = 1|x)

]
(4.36)

= β30 + β31x1 + β32x2 + ...+ β3pxp (4.37)

= x′β3 (4.38)

all the way up to

gC(x) = ln

[
P (Y = C|x)

P (Y = 1|x)

]
(4.39)

= βC0 + βC1x1 + βC2x2 + ...+ βCpxp (4.40)

= x′βC . (4.41)

The conditional probabilities of each outcome category given the covariate vector
are

P (Y = 1|x) =
1

1 + eg2(x) + eg3(x) + . . .+ egC(x)
(4.42)

P (Y = 2|x) =
eg2(x)

1 + eg2(x) + eg3(x) + . . .+ egC(x)
(4.43)

and so on up to

P (Y = C|x) =
egC(x)

1 + eg2(x) + eg3(x) + . . .+ egC(x)
. (4.44)
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4.3. Logistic regression

Let πj(x) = P (Y = j|x) for j = 1, 2, ..., C.
A general expression for the conditional probability in the three category model is

P (Y = j|x) =
egj(x)∑C
k=0 e

gk(x)
(4.45)

where the vector β1 = 0 and g1(x) = 0.

Now, consider the conditional likelihood function for a sample of n independent

observations is

l(β) =
n∏
i=1

[π1(xi)
y1iπ2(xi)

y2iπ3(xi)
y3i . . . πC(xi)

yCi ] (4.46)

where y1i, y2i, . . . , yCi are created binary variables to indicate group membership of
an observation and

∑C
i=1 yji = 1.

It follows that the log-likelihood function is

L(β) =
n∑
i=1

C∑
j=1

yjigj(xi)− ln(1 +
C∑
j=1

exp(gj(xi))). (4.47)

To get the likelihood equations, the first partial derivatives of L(β) with respect to
the 2(p+ 1) unknown parameters are taken. The general form is given by

∂L(β)

∂βjk
=

n∑
i=1

xki(yji − πji) (4.48)

for j = 1, 2, . . . , C and k = 0, 1, 2, ..., p, with x1i = 1 for each subject and πji = πj(xi).
By setting these equations equal to 0 and solving for β we obtain the likelihood
estimator, β̂. An iterative technique, such as Fisher Scoring (Searle et al., 1992) or
Newton Raphson method, is required to obtain the estimate.
The general form of the elements in the matrix of second partial derivatives is:

∂2L(β)

∂βjk∂βjk′
= −

n∑
i=1

xk′ixkiπji(1− πji) (4.49)

and
∂2L(β)

∂βjk∂βj′k′
=

n∑
i=1

xk′ixkiπjiπj′i (4.50)

for j and j′ = 1, 2, . . . , C and k and k′ = 0, 1, 2, ...p. From the matrix of second
derivatives we can obtain the 2(p + 1) by 2(p + 1) observed information matrix,
I(β̂). The elements of I(β̂) are the negatives of the values in equations 4.49 and 4.50
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4.4. Survey logistic regression

evaluated at β̂.The relationship of the covariance matrix of the maximum likelihood
estimator and the observed information matrix is given by (Hosmer Jr et al., 2013)

V̂ ar(β̂) = I(β̂)−1. (4.51)

4.4 Survey logistic regression

Researchers apply sample survey methodology to get an accurate view of a large
population. Inferences are then made about the population from the sample survey
data. For the inferences to be statistically valid, the sample design must be incorpo-
rated in the data analysis else, we are likely to obtain bias estimates and misleading
standard errors (Nad, 2012). It is common to have categorical outcomes (binary, or-
dinal and nominal) in survey research and so, logistic regression is often applied to
investigate the relationship between categorical response variables and a set of ex-
planatory variables. Survey logistic regression is thus logistic regression applied to
survey data. Survey logistic regression methodology differs from ordinary logistic
regression methodology in method’s used to estimate the model’s parameters and
variance estimation (Nad, 2012).

For a complex survey design, each observation is presented by a row vector

(wij ,y
′
hij , yhij(C),xhij) (4.52)

where h = 1, 2, ...,H is the stratum number, i = 1, 2, ..., nh is the cluster number
within stratum h, j = 1, 2, ...,mhi is the unit number within cluster i of stratum h,
whij is the sampling weight, yhij is a (c − 1)-dimensional column vector of indica-
tor variables. The cth row of the vector is one if the response of the jth member
of the ith cluster in stratum h falls in category c, where c = 1, 2, ..., C − 1. The re-
maining elements of the vector are zero. yhij(C) is the indicator variable for the (C)

category of variable Y . xhij is the k-dimensional row vector of explanatory vari-
ables for the jth member of the ith cluster in stratum h. If there is an intercept, then
xhij1 ≡ 1. ñ =

∑H
h=1 nh is the total number of clusters in the entire sample and

n =
∑H

h=1

∑nh
i=1mhi is the total sample size.

Let πhij be the expected vector of the response variable. The pseudo log likelihood
is given by

L(β) =

H∑
h=1

nh∑
i=1

mhi∑
j=1

whij((ln(πhij))
′yhij + ln(πhij(C)))yhij(C) (4.53)
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4.5. Results from the logistic models

As with logistic regression, the maximum likelihood estimator, β̂, is obtained by
solving for an iterative equation with the Fisher scoring or Newton Raphson tech-
nique (see Anthony (2002)).

Survey logistic regression differs from logistic regression in variance estimation. The
complex sample design is taken into account in Taylor expansion approximation
for variance estimation. Variances within each stratum are computed and pooled
together. When considering Taylor approximation, the estimated covariance matrix
of β̂ is given by

V̂ (β̂) = Q̂
−1
ĜQ̂

−1
(4.54)

where

Q̂ =
H∑
h=1

nh∑
i=1

m∑
j=1

whijD̂hij(diag(π̂hij)− π̂hijπ̂′hij)−1D̂
′
hij (4.55)

Ĝ =
n− 1

n− p

H∑
h=1

nh(1− fh)

nh − 1

∑
i=1

nh(ehi. − ēh..)′(ehi. − ēh..) (4.56)

ehi. =

mhi∑
j=1

whijD̂hij(diag(π̂hij)− π̂hijπ̂′hij)−1(yhij − π̂hij) (4.57)

ēh.. =
1

nh

nh∑
i=1

ehi. (4.58)

and D̂hij is the matrix of partial derivatives of the link function with respect to β
evaluated at β̂ and π̂hij is also evaluated at β̂ (Anthony, 2002).

4.5 Results from the logistic models

4.5.1 Proportional odds model and partial proportional odds model

The survey logistic regression model was initially considered in order to account
for the complex survey design of the data. The household sampling weights could
thus be considered as well as the strata and cluster level. The ordinal nature of the re-
sponse level was considered by applying the cumulative logit link. The score test for
proportional odds assumption yielded a Chi-square value of 732.8 (p-value<0.0001)
which suggested that the model was not a good fit. The AIC was 10045.6 and the
model had an accuracy of 68.1%. The concordance index was 64.2% and thus the
model was low in predictive power. This model’s results can be found in Table 4.1
where the estimate, odds ratio (OR) and 95% confidence interval (CI) is given.
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4.5. Results from the logistic models

Table 4.1: Proportional odds model regression results

Variable Estimate OR (95% CI)

Gender (ref=male)

Female -0.0280 0.972 (0.802-1.179)

Race (ref=other)

Black/African 0.1373 1.147 (0.897-1.466)

Age 0.0118* 1.012 (1.007-1.017)

Highest education level (ref=no education)

Primary 0.00222* 1.002 (0.803-1.250)

Secondary -0.1552* 0.856 (0.670-1.094)

Higher -0.1649* 0.848 (0.615-1.169)

BMI category (ref=underweight)

Normal -0.2712 0.762 (0.563-1.032)

Overweight to obese -0.3049 0.737 (0.535-1.016)

Rohrers’ Index -0.0101 0.990 (0.959-1.022)

Waist circumference -0.03977 0.996 (0.979-1.013)

Waist-to-height ratio 4.4620* 86.664 (3.581->999.99

Haemoglobin level adjusted for altitude and smoking 0.00459 1.005 (0.967-1.043)

Blood pressure (ref=normal)

Abnormal 0.0356 1.036 (0.903-1.189)

Taking high blood pressure medication (ref=no)

Yes 0.2972* 1.346 (1.110-1.632)

Taking Medication (ref=no)

Yes 0.0758 1.079 (0.903-1.288)

Household’s perception of health (ref=good to excellent)

Poor to average 0.0878 1.092 (0.961-1.240)

Household’s approach towards salt consumption (ref=positive)

Negative 0.0255 1.026 (0.892-1.179)

Household’s consumption of processed foods -0.0851* 0.918 (0.861-0.980)

Household’s consumption of fruit the previous day (ref=no)

Yes 0.00558 1.006 (0.883-1.145)
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4.5. Results from the logistic models

Table 4.1 – Continued from previous page

Variable Estimate OR (95% CI)

Household’s consumption of vegetables the previous day (ref=no)

Yes 0.0672 1.069 (0.941-1.216)

Household’s consumption of sugary drinks the previous day (ref=no)

Yes -0.00255 0.997 (0.860-1.157)

Household’s consumption of fruit juice the previous day (ref=no)

Yes 0.1207 1.128 (0.921-1.383)

Smoking the previous 24hrs (ref=no)

Yes -0.1266 0.881 (0.719-1.080)

Wealth index factor score combined 0.0508 1.052 (0.969-1.142)

*significant at 5% level of significance

Next, a partial proportional odds model was of interest to account for certain vari-
ables not following the proportional odds assumption, which were violated in the
proportional odds model. In order to determine those variables that satisfy the pro-
portional odds assumption, a linear hypothesis test was performed for each variable
in the non-proportional odds model. A variable that was significant at a relaxed p-
value of 10% did not satisfy the proportional odds assumption. Variables that did
satisfy the proportional odds assumption were gender and having had fruit juice the
previous day. Results of the partial proportional odds model can be found in Tables
4.2 and 4.3.

Table 4.2: Partial proportional odds model regression results for pre-diabetic vs non-
diabetic

Variable Estimate OR (95% CI)

Gender (ref=male)

Female -0.2328 0.792 (0.620-1.012)

Race (ref=other)

Black/African 0.4415* 1.1555 (1.201-2.013)

Age -0.0198* 0.980 (0.974-0.987)

Highest education level (ref=no education)

Primary -0.2431 0.784 (0.526-1.169)

Secondary -0.2681 0.765 (0.517-1.131)
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Table 4.2 – Continued from previous page

Variable Estimate OR (95% CI)

Higher -0.2526 0.777 (0.478-1.262)

BMI category (ref=underweight)

Normal -0.1115 0.895 (0.663-1.207)

Overweight to obese -0.1604 0.852 (0.551-1.316)

Rohrers’ Index -0.0857* 0.918 (0.871-0.967)

Waist circumference -0.0351* 0.965 (0.941-1.990)

Waist-to-height ratio 6.4640* 641.605 (6.991->999.99

Haemoglobin level adjusted for altitude and smoking 14.9388* 1.092 (1.044-1.142)

Blood pressure (ref=normal)

Abnormal -0.0849 0.919 (0.760-1.110)

Taking high blood pressure medication (ref=no)

Yes -0.0847 0.919 (0.675-1.250)

Taking Medication (ref=no)

Yes -0.1035 0.902 (0.676-1.202)

Household’s perception of health (ref=good to excellent)

Poor to average -0.0439 0.957 (0.812-1.129)

Household’s approach towards salt consumption (ref=positive)

Negative 0.0101 1.010 (0.853-1.197)

Household’s consumption of processed foods -0.0415 0.959 (0.873-1.054)

Household’s consumption of fruit the previous day (ref=no)

Yes -0.0920 0.912 (0.771-1.079)

Household’s consumption of vegetables the previous day (ref=no)

Yes -0.0311 0.969 (0.820-1.146)

Household’s consumption of sugary drinks the previous day (ref=no)

Yes 0.00772 1.008 (0.848-1.198)

Household’s consumption of fruit juice the previous day (ref=no)

Yes 0.2529* 1.288 (1.081-1.630)

Smoking the previous 24hrs (ref=no)

Yes 0.1910 1.210 (0.971-1.509)
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Table 4.2 – Continued from previous page

Variable Estimate OR (95% CI)

Wealth index factor score combined 0.0851 1.089 (0.989-1.198)

*significant at 5% level of significance

Table 4.3: Partial proportional odds model regression results for diabetic vs pre -diabetic

Variable Estimate OR (95% CI)

Gender (ref=male)

Female -0.0889 0.915 (0.748-1.119)

Race (ref=other)

Black/African 0.2129 1.237 (0.987-1.551)

Age -0.0246* 0.976 (0.971-0.981)

Highest education level (ref=no education)

Primary -0.1165 0.890 (0.703-1.128)

Secondary -0.0723 0.930 (0.727-1.190)

Higher 0.0485 1.050 (0.744-1.481)

BMI category (ref=underweight)

Normal -0.0325 0.968 (0.658-1.424)

Overweight to obese -0.0855 0.918 (0.600-1.404)

Rohrers’ Index -0.0105 0.990 (0.959-1.021)

Waist circumference -0.0225* 0.978 (0.961-0.995)

Waist-to-height ratio -1.0992 0.333 (0.014-8.117)

Haemoglobin level adjusted for altitude and smoking 0.0576* 1.059 (1.023-1.097)

Blood pressure (ref=normal)

Abnormal -0.0880 0.916 (0.797-1.052)

Taking high blood pressure medication (ref=no)

Yes -0.2767* 0.758 (0.628-0.916)

Taking Medication (ref=no)

Yes -0.1048 0.901 (0.751-1.079)

Household’s perception of health (ref=good to excellent)

Poor to average -0.0810 0.922 (0.805-1.056)
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Table 4.3 – Continued from previous page

Variable Estimate OR (95% CI)

Household’s approach towards salt consumption (ref=positive)

Negative 0.0170 1.017 (0.881-1.174)

Household’s consumption of processed foods 0.0726* 1.075 (1.001-1.155)

Household’s consumption of fruit the previous day (ref=no)

Yes 0.00905 1.009 (0.880-1.158)

Household’s consumption of vegetables the previous day (ref=no)

Yes -0.0978 0.907 (0.789-1.042)

Household’s consumption of sugary drinks the previous day (ref=no)

Yes -0.0328 0.968 (0.838-1.117)

Household’s consumption of fruit juice the previous day (ref=no)

Yes -0.1285 0.879 (0.721-1.072)

Smoking the previous 24hrs (ref=no)

Yes 0.1940 1.214 (0.974-1.514)

Wealth index factor score combined 0.00996 1.010 (0.932-1.094)

*significant at 5% level of significance

To further examine the the proportional odds assumption, we fitted two separate
binary logistic regression models for each dichotomised response (non-diabetic ver-
sus pre-diabetic and diabetic versus pre-diabetic). These two regression models in-
dicated different significant variables. For the first binary logistic regression model
of non-diabetic versus pre-diabetic, the significant variables were race, age, Rohrers’
index, waist circumference, waist-to-height ratio, haemoglobin level and fruit juice.
For the second binary logistic regression model of diabetic versus pre-diabetic, the
significant variables were race, age, waist circumference, haemoglobin level, high
blood pressure medication being taken and consumption of processed foods. The
variables that do not correlate between the two models (Rohrers’ index, waist-to-
height ratio, fruit juice, high blood pressure medication and consumption of pro-
cessed foods) further suggest that the proportional odds model is not a good fit.
Furthermore, the significance of fruit juice only in the first binary logistic regression
model violates the finding from the linear hypothesis test that this variable satisfies
the proportional odds assumption.

When comparing the results of the proportional odds model and the two binary lo-
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gistic regression models, violation of the proportional odds assumption is apparent.
The ordinal beta coefficient for waist-to-height ratio in the proportional odds model
is 4.4620. Taking the ordinal beta coefficient for waist-to-height ratio (6.4640) in the
logistic regression model of non-diabetic vs pre-diabetic, this model overestimates
the impact of waist-to-height ratio. Whereas, the model of diabetic vs pre-diabetic
underestimates the impact of waist-to-height ratio (beta coefficient of -1.0992). The
use of an ordered logit model when its assumptions are violated creates a misleading
impression of how the outcome and explanatory variables are related.

4.5.2 Final survey logistic regression model

Finally, a multinomial survey logistic regression model was fitted. Diabetic status,
non-diabetic and diabetic, were each modelled against pre-diabetic. Interaction ef-
fects were then considered. Every pair of variables was considered as interaction
effects. Each interaction was entered into the main model one at a time with the
main model effects alone and no other interaction term. The interaction’s signifi-
cance (p-value) and the model’s Akaike information criterion (AIC) were recorded.
The interaction term that produced the lowest AIC was then put into the main model
and one by one the next four interaction terms that produced the lowest AIC were
considered. The interaction term salt consumption and waist-to-height ratio yielded
the lowest AIC and was thus permanently entered into the model. The next four in-
teraction terms were entered back into the model one at a time and their p-value and
the model’s AIC again recorded. Highest education level and age yielded the low-
est AIC with interaction terms being significant and was then permanently added
into the model. The same process followed with BMI and waist-to-height ratio, per-
ception of health and fruit juice consumed, and salt consumption and fruit juice, all
yielding a lower AIC and thus permanently entered into the model. The main model
thus consists of 5 interaction effects and the resulting AIC was 10045.594.

Results from the multinomial survey logistic regression model can be found in Table
4.4. A separate model for non-diabetic against pre-diabetic and diabetic against pre-
diabetic was formed. First, consider the multinomial survey logistic regression of
non-diabetics against pre-diabetics. The odds of a female being non-diabetic rather
than pre-diabetic is 1.336 times that of males. For a unit increase in Rohrers’ Index,
the odds of being non-diabetic is 0.911 times that of being pre-diabetic. For a unit
increase in waist circumference, the odds of being non-diabetic is 0.958 times that of
being pre-diabetic. For a unit increase in haemoglobin level, the odds of being non-
diabetic is 1.110 that of being pre-diabetic. For a unit increase in wealth index score
factor, the odds of being non-diabetic is 1.138 times that of being pre-diabetic. Note
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that the odds ratios and their 95% confidence intervals for variables involved in the
interaction terms are not displayed in Table 4.4 below as they are not meaningful to
be interpreted on their own.

Table 4.4: Multinomial survey logistic regression results

Variable
Non-diabetic Diabetic

Estimate OR (95%CI) Estimate OR (95%CI)

Gender (ref=male)

Female 0.2899* 1.336 (1.030-1.734) -0.05390 0.948 (0.766-1.172)

Race (ref=other)

Black/African -0.2497 0.779 (0.584-1.039) 0.3073* 1.360 (1.063-1.738)

Age -0.04878* -0.00032

Highest education level (ref=no education)

Primary -1.8625* -1.5298*

Secondary -1.8561* -1.9035*

Higher -1.5278 -0.8961

BMI category (ref=underweight)

Normal -1.7590 -5.4770*

Overweight to obese -1.3796 -7.2601*

Rohrers’ Index -0.09354* 0.911 (0.857-0.967) -0.03442 0.966 (0.931-1.002)

Waist circumference -0.04314* 0.958 (0.932-0.984) 0.005697 1.006 (0.987-1.025)

Waist-to-height ratio 3.3204 -11.5736*

Haemoglobin level 0.1046* 1.110 (1.058-1.165) -0.04185* 0.959 (0.924-0.996)

Blood pressure (ref=normal)

Abnormal -0.2026 0.817 (0.664-1.004) 0.09351 1.098 (0.948-1.272)

Taking high blood pressure medication (ref=no)

Yes -0.1126 0.893 (0.649-1.230) 0.2474* 1.281 (1.052-1.560)

Taking Medication (ref=no)

Yes -0.2118 0.809 (0.601-1.090) 0.1218 1.129 (0.936-1.363)

Household’s perception of health (ref=good to excellent)

Poor to average 0.002898 0.04444

Household’s approach towards salt consumption (ref=positive)
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Table 4.4 – Continued from previous page

Variable
Non-diabetic Diabetic

Estimate OR (95%CI) Estimate OR (95%CI)

Negative -2.3892* -0.6598

Processed foods -0.08509 0.981 (0.829-1.017) -0.07581 0.927 (0.857-1.002)

Household’s consumption of fruit the previous day (ref=no)

Yes -0.00413 -0.02819

Household’s consumption of vegetables the previous day (ref=no)

Yes -0.01871 0.1236

Household’s consumption of sugary drinks the previous day (ref=no)

Yes -0.1034 0.02797

Household’s consumption of fruit juice the previous day (ref=no)

Yes 0.09669 -0.3394*

Smoking the previous 24hrs (ref=no)

Yes 0.2044 -0.1941

Wealth index factor score 0.1296* 1.138 (1.029-1.259) -0.01392 0.986 (0.907-1.072)

Interaction terms

Waist-to-height ratio & Salt consumption

Negative 4.6544* 1.1367

Positive (ref)

Age & Highest education level

Primary 0.03240* 0.984 (0.971-0.997) 0.02563* 1.026 (1.016-1.035)

Secondary 0.03359* 0.985 (0.976-0.994) 0.03130* 1.031 (1.025-1.038)

Higher 0.02529 0.977 (0.956-0.998) 0.008625 1.008 (0.993-1.024)

No education (ref)

Waist-to-height ratio & BMI

Normal 3.7008 13.2402*

Overweight to obese 3.0405 17.0990*

Underweight (ref)

Perception of health & Fruit juice

Poor to average, Yes -0.6577* 0.6341*
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Table 4.4 – Continued from previous page

Variable
Non-diabetic Diabetic

Estimate OR (95%CI) Estimate OR (95%CI)

Good to excellent, No (ref)

Salt Consumption & Fruit juice

Negative, Yes 0.8404* 0.7212*

Positive, No (ref)

*significant at 5% level of significance

4.5.3 Confusion Matrix

The individual probabilities for each response level from the multinomial survey
logistic regression model were considered. The largest individual predicted proba-
bility was then noted as the predicted response for the model. A confusion matrix is
shown in Table 4.5.

Table 4.5: Confusion matrix for the multinomial survey logistic regression model

Observed
Predicted

Total
Non-diabetic Pre-diabetic Diabetic

Non-diabetic 0 727 15 742
Pre-diabetic 1 4057 234 4292
Diabetic 2 1044 362 1408

Total 3 5828 611 6442

From the above table (Table 4.5), it was calculated that 68.6% of the observations
were correctly classified by the model. The sensitivity for being pre-diabetic is 94.5%,
25.7% for diabetic and 0% for non-diabetic. The model is thus poor at finding rel-
evant instances of being non-diabetic. This can also been seen by the precision of
being classified as non-diabetic which is 0. All the observed non-diabetics were clas-
sified as pre-diabetic (98.0%) or diabetic (2.0%). Our concern though, is primarily
the predicted classes of the observed diabetics. It is of importance that the observed
diabetics do not get classified as a lower class (pre-diabetic and more importantly,
non-diabetic).
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Chapter 5

Spatial Linear Mixed Model

It is important to account for spatial autocorrelation in a model else, the model’s
interpretability is unreliable (Cressie, 1992). The presence of spatial autocorrelation
in the residuals of a model can be accounted for by including the effects of longitude
and latitude in a model (Haining, 2003). We present here how to include the effects
of longitude and latitude in a mixed model to account for the spatial autocorrelation
observed in the previous chapter.

5.1 Spatial autocorrelation with results

Spatial autocorrelation can be defined as the degree to which one object is similar
to other nearby objects. Strongly correlated data reduces the statistical power of
inference making a model untrustworthy. Given a set of features and an associated
attribute, Moran’s Index (I) evaluates whether the pattern expressed is clustered,
dispersed or random. Moran’s I statistic for spatial autocorrelation is given by

I =
n
∑n

j=1wij(zi − z̄)(zj − z̄)
W
∑n

i=1(zi − z̄)
(5.1)

where wij is the spatial weight between feature i and j, W =
∑n

i=1

∑n
j=1wij and zi

is the location of an attribute for feature i with mean z̄ (Cliff & Ord, 1972).

The sampling design and the sampling weights are well accounted for in the survey
logistic model. Accordingly, the goodness of fit as well as all the model diagnos-
tics show the model is an acceptable fit. However, the spatial plot of the residuals
from this model (Figures 5.1 and 5.2) indicate pockets of spatial residual clusters.
Both the non-diabetic set and the diabetic set were found to be significantly spatially
autocorrelated (Moran’s I: 0.014068 and 0.042885, p-value: 0.000517 and 0.019463,
respectively). Here, Anselin Local Moran’s I for cluster and outlier analysis was
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5.1. Spatial autocorrelation with results

applied to both the non-diabetic and diabetic set of mean residuals. From Figure
5.1, it can be seen that in the Northern Cape, North West and Gauteng provinces,
high-high clusters of non-diabetics can be seen as well as low-high outliers among
these. While in the Eastern Cape and Free State, low-low clusters of non-diabetics
and high-low outliers are observed. From Figure 5.2, low-low clusters of diabet-
ics are found in Gauteng and the North West province while high-high clusters of
diabetics are observed in Limpopo. High-low outliers can be seen in Gauteng, the
Eastern Cape and the Western Cape.

Figure 5.1: Anselin local Moran’s I applied to the mixed model for non-diabetics

Figure 5.2: Anselin local Moran’s I applied to the mixed model for diabetics
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Based on the presence of significant autocorrelation in the residuals, it is therefore
necessary to account for this spatial autocorrelation in order to obtain trust worthy
results. Ways in which to do so will be discussed in the next chapter, specifically
ways in which to include the effects of longitude and latitude.

5.2 Generalized mixed models

A generalized linear mixed model allows response variables to come from distribu-
tions (namely, the exponential family of distributions) other than the normal distri-
bution. For this to be possible a link function is required. Let the linear predictor, η,
be the combination of fixed and random effects excluding the residuals

η = Xβ +Zγ. (5.2)

The link function, g(.), relates the conditional mean outcome y to the linear predictor

g(E(y|γ)) = η = Xβ +Zγ (5.3)

where

• y is an n× 1 vector of response variables, where
m∑
i=1

ni = n is the total number

of observations and m is the number of values that y takes.

• X is the n× (p+ 1) design matrix for the fixed-effects.

• β is a (p+ 1)× 1 vector of fixed effect coefficients.

• Z is the n× q design matrix for the random effects.

• γ is a q × 1 vector of random effect coefficients.

We assume that, for an n× 1 vector of errors, ε, and the random effects in γ

ε ∼N(0,Rn×n)

γ ∼N(0,Gq×q)

and
Cov(ε,γ) = 0n×q.

Therefore, for y|γ a member of the exponential family of distributions, it follows
that

E(y|γ) = µ = g−1(Xβ +Zγ)
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5.2. Generalized mixed models

V ar(γ) = G

V ar(y|γ) = Aµ1/2RAµ1/2

V ar(y) = A1/2RA1/2

where Aµ is a diagonal matrix containing variance functions since V ar(y) = φv(µ)

for distributions belonging to the exponential family of distributions. G is the variance-
covariance matrix of the random effects, R. It is square, symmetric and positive
semidefinite. R is the error term variance-covariance matrix which includes the
spatial correlation (McCulloch et al., 2001).

There are many methods to estimating the unknown parameters. The method of
least squares is commonly used for normally distributed linear models however,
proves to be problematic for other distributions. Thus, only the maximum likeli-
hood estimation method will be outlined.

Issues in estimation for generalized linear mixed models exist, namely obtaining the

marginal log-likelihood function by integrating out the random effects from the joint

distribution. Numerical integration is only successful when the number of random

effects is small. The contribution of the ith cluster to the likelihood is given by

fi(yij |β,G, φ) =
∫ ni∏

j=1

fij(yij |γi,β, φ)f(γi |G) dγi (5.4)

where f(γi |G) is the distribution of the random effects.

Therefore, the complete likelihood function for β,G and φ is given by

L(β,G, φ) =
m∏
i=1

fi(yij |β,G, φ)

=
m∏
i=1

∫ ni∏
j=1

fij(yij |γi,β, φ)f(γi |G) dγi. (5.5)

From here we require approximations to evaluate the likelihood function given in

Equation 5.5. We explain here Laplace approximation. This method involves ap-

proximating the integrand itself (Jiang, 2007). Suppose one wishes to approximate

an integral in the form ∫
eQ(x)dx (5.6)

where Q(x) is a known, unimodal function, and x is a q × 1 vector of variables and
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5.3. Generalized additive mixed models

achieves its minimum value at x = x̃ with Q′(x̃) = 0 and Q′′(x̃) < 0. Then, by Taylor
expansion

Q(x) ≈ Q(x̃) +
1

2
(x− x̃)′Q′′(x̃)(x− x̃) (5.7)

where Q′′(x̃) is the Hessian of Q evaluated at x̃.

This yields an approximation to Equation 5.6:∫
eQ(x)dx ≈ (2π)

q
2 |Q′′(x̃)|−

1
2 e−Q

′(x̃). (5.8)

Other methods of estimation include penalized quasi-likelihood, tests of zero vari-
ance components, maximum hierarchical likelihood estimation (Jiang, 2007).

5.3 Generalized additive mixed models

Unlike the generalized linear model, the generalized additive mixed model are flexi-
ble statistical methods allowing nonlinear effects in the model. Generalized additive
models take the following form

g(µ) = η = α+ f1(x1) + f2(x2) + ...+ fp(xp) (5.9)

where the mean µ of the response is related to g(µ) = η which is a link function,
f1(x1), f2(x2), ..., fp(xp) are smooth functions making up the additive component
(Hastie & Tibshirani, 1990).
Generalized additive mixed models can be extended from generalized linear mixed
models Chen (2000):

Figure 5.3: Diagram of mixed model extensions by Chen (2000)

The nonlinear form can be selected from several non-parametric smooth functions.
Here, we will focus on splines specifically, B-splines or ”basis splines”.
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5.4. Results from the spatial model

B splines take the following form

f(x) =

K∑
k=1

ξkBk(x) (5.10)

where Bk(x) is the kth B-spline basis function of degree d over the domain [a, b].
A B-spline includes all polynomials of the same degree or less.

5.4 Results from the spatial model

Upon finding the residuals of the survey logistic regression model to be spatially
autocorrelated in the 5.1, we go on to include the effects of longitude and latitude in
the model. These are based on the geographical coordinates of the clusters selected
in the SADHS.

Using the separate models discussed in 5.1, we considered fitting spatial covariance
structure models based on longitude and latitude. No change in regression estimates
were seen with the different spatial covariance structures. We utilised an exponen-
tial spatial covariance structure (with longitude and latitude as coordinates) for both
models. Next, the different estimation methods were considered. Since, the Laplace
method resulted in the most number of significant variables for both models, it was
utilised. Mean residuals from each model were again obtained and Moran’s I was
used to check for spatial autocorrelation. Still, both models, were found to be spa-
tially autocorrelated.

Next, we focused on surface correlation by adding longitude and latitude as fixed
spline effects into the model to account for the non-linear nature of the coordinates.
We utilised B-spline basis for longitude and latitude separately. All other effects
were considered to be linear. Again, Moran’s I was used to check for spatial au-
tocorrelation. The residuals of each of the two models were no longer found to be
spatially autocorrelated, where Moran’s I was -0.003071 (p-value=0.716986) for the
non-diabetic set and Moran’s Index was 0.000685 (p-value=0.634226) for the diabetic
set. Thus, the addition of the fixed spline effects of longitude and latitude was suffi-
cient to account for spatial autocorrelation in the models.

Again, Anselin local Moran’s I was applied to the two generalized additive models.
The impact of the addition of the spline effects of longitude and latitude can be seen
by less significant clustering in Figures 5.4 and 5.5 compared to Figures 5.1 and 5.2.
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5.4. Results from the spatial model

Figure 5.4: Anselin local Moran’s I applied to the generalized additive models for non-
diabetics

Figure 5.5: Anselin local Moran’s I applied to the generalized additive model for diabetics
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5.4. Results from the spatial model

As spatial autocorrelation is no longer significant in the two separate models after
the inclusion of the spline effects of longitude and latitude we therefore can conclude
that the addition of those spline effects into a multinomial model would be sufficient
to account for spatial autocorrelation in the residuals. The resulting model being a
multinomial generalized additive mixed model. The final results for the multinomial
generalized additive mixed model are given in Table 5.1. Laplace approximation
was used for maximum likelihood estimation. Significant effects included age, high-
est education level, BMI, Rohrer’s Index, waist circumference, waist-to-height ratio,
haemoglobin level, taking high blood pressure medication, perception of health, ap-
proach towards salt consumption, consumption of fruit juice the previous day, the
interaction of waist-to-height ratio and salt consumption, waist-to-height ratio and
BMI, consumption of salt and fruit juice, perception of health and fruit juice con-
sumption, highest education level and age as well as the non-linear effect of latitude.

Table 5.2 gives the estimated odds ratios and their 95% confidence intervals for
variables not included in any interaction effects. Considering non-diabetics vs pre-
diabetics: for a unit increase in Rohrer’s index, individuals were less likely to be
non-diabetic rather than pre-diabetic (OR=0.899; 95% CI:0.841-0.960). Similarly, for
a unit increase in waist circumference, individuals were 0.959 times less likely to
be non-diabetic rather than pre-diabetic (95% CI: 0.930-0.989). For a unit increase
in haemoglobin level, individuals were 1.109 times more likely to be non-diabetic
rather than pre-diabetic (95% CI: 1.051-1.172). Considering diabetics vs pre-diabetics:
Black/Africans were more likely to be diabetic (OR=1.429; 95% CI: 1.032-1.978) com-
pared to other race groups. Individuals taking high blood pressure medication were
1.444 times more likely to be diabetic than pre-diabetic (95% CI: 1.167-1.786).
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Table 5.1: Type 3 results for multinomial generalized additive mixed model

Main Effects F value P-value
Longitude bspline 1.55 0.0990
Latitude bspline 4.02 < .0001*
Gender 2.78 0.0622
Race 2.64 0.0711
Age 25.72 < .0001*
EdLevel 4.40 0.0002*
BMI 4.53 0.0012*
Rohrers’ Index 6.16 0.0021*
Waist circumference 3.97 0.0189*
WtHR 3.30 0.0370*
Haemoglobin level adjusted for altitude and smoking 11.80 < .0001*
BP 1.15 0.3162
Taking high BP medication 6.11 0.0022*
Taking medication 2.17 0.1141
Perception of health 8.64 0.0002*
Consumption of processed foods 2.36 0.0944
Salt consumption approach 4.59 0.0102*
Consumption of fruit the previous day 0.44 0.6435
Consumption of vegetables the previous day 0.97 0.3802
Consumption of sugary drinks the previous day 0.68 0.5086
Consumption of fruit juice the previous day 3.90 0.0204*
Smoking the previous 24hrs 1.89 0.1510
Wealth index Z-score 1.62 0.1987
Interaction Effects
WtHR & Salt consumption approach 7.65 0.0005*
WtHR & BMI 4.62 0.0010*
Salt consumption approach & Fruit juice consumption 7.06 0.0009*
Perception of health & Fruit juice consumption 8.03 0.0003*
Education level & Age 4.61 0.0001*
∗ significant at 5% level of significance
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Table 5.2: Multinomial generalized additive mixed model results

Variable
Non-diabetic Diabetic
OR (95% CI) OR (95% CI)

Gender (ref=male)
Female 1.368 (1.023-1.830) 0.913 (0.729-1.143)
Race (ref=other)
Black/African 0.873 (0.557-1.370) 1.429 (1.032-1.978)
Rohrer’s Index 0.899 (0.841-0.960) 0.962 (0.925-1.001)
Waist circumference 0.959 (0.930-0.989) 1.006 (0.985-1.026)
Haemoglobin level adjusted for altitude and smoking 1.109 (1.051-1.172) 0.947 (0.909-0.986)
Blood pressure (ref=normal)
Abnormal 0.907 (0.720-1.141) 1.098 (0.937-1.287)
Taking high blood pressure medication (ref=no)
Yes 0.927 (0.650-1.323) 1.444 (1.167-1.786)
Taking Medication (ref=no)
Yes 0.753 (0.540-1.051) 1.111 (0.908-1.360)
Household’s consumption of processed foods 0.909 (0.807-1.024) 0.929 (0.853-1.012)
Household’s consumption of fruit the previous day (ref=no)
Yes 1.050 (0.855-1.290) 0.941 (0.805-1.012)
Household’s consumption of vegetables the previous day (ref=no)
Yes 0.976 (0.797-1.195) 1.114 (0.951-1.305)
Household’s consumption of sugary drinks the previous day (ref=no)
Yes 0.911 (0.736-1.127) 1.059 (0.899-1.248)
Smoking the previous 24hrs (ref=no)
Yes 1.217 (0.929-1.593) 0.868 (0.680-1.108)
Wealth index factor score combined 1.037 (0.902-1.193) 1.099 (0.990-1.221)
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Figures 5.6 to 5.9 display the effects of the interaction terms in the multinomial gen-
eralized additive mixed model. From Figure 5.6, it can be observed that an increase
in waist-to-height leads to an increased chance in being non-diabetic rather than
pre-diabetic. Approach towards salt consumption is noted as positive for individu-
als who have or believe they should decrease their salt consumption and negative
otherwise. At a waist-to-height ratio of over 0.5, a negative approach towards salt
consumption leads to a higher chance of being non-diabetic rather than pre-diabetic
when compared to a positive approach towards salt consumption. Individuals with
an increased waist-to-height ratio were less likely to be diabetic rather than pre-
diabetic. Similar interactions can be seen in Figures 5.7 to 5.9.

Figure 5.6: Interaction plot of waist-to-height ratio and salt consumption

Figure 5.7: Interaction plot of waist-to-height ratio and BMI category
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Figure 5.8: Interaction plot of approach towards salt consumption and consumption of fruit
juice

Figure 5.9: Interaction plot of age and education level

Figure 5.10: Interaction plot of perception of health and consumption of fruit juice
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The predicted probabilities of diabetic status for each observation was extracted
from the linear predictor. The diabetic status that yielded the highest probability
was then the predicted outcome. The classification can be seen in Table 5.3 on the
next page. This surface correlation adjusted model was found to be the best fit with
an accuracy of 70.8%.

The last chapter in this thesis summarises the important findings, and discusses the
accuracy of each statistical method considered for classifying a person’s diabetic sta-
tus. This chapter also discusses the limitations to the thesis as well as recommenda-
tions for future research.

Table 5.3: Confusion matrix for the multinomial generalized additive mixed model

Observed
Predicted

Total
Non-diabetic Pre-diabetic Diabetic

Non-diabetic 62 667 13 742

Pre-diabetic 24 4057 211 4292

Diabetic 3 966 439 1408

Total 89 5690 663 6442
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Chapter 6

Discussion and Conclusion

This study aimed to investigate the prevalence and risk factors associated with di-
abetes in the South African population aged 15 years and older. Based on the data
used in this study, the majority of individuals are facing, or are soon to face, the
effects of this disease, where 22% were found to be diabetic and 67% found to be
pre-diabetic. This high prevalence of pre-diabetes suggests that there will likely be
a high prevalence of T2DM if no measures are put in place to prevent this. From
the exploratory analysis, it was seen that both females and males had the peak di-
abetes prevalence in 70-100 year old participants. This result is similar to the study
done by King et al. (1998) who reported that in developed countries, diabetes pre-
dominantly occurs in older age groups (65 years and older). The positive associa-
tion of the wealth index score factor and being non-diabetic rather than pre-diabetic
contradicts the study done by Peer et al. (2012) among urban-dwelling black South
Africans. The significant association of BMI, Rohrer’s Index and waist circumference
with diabetes concurs with findings from other studies, specifically where measures
of central obesity were found to be more strongly associated with diabetes risk (Hux-
ley et al., 2010; Motala et al., 2008; Peer et al., 2012).

T2DM has been found to be so closely related to obesity that the term diabesity has
been coined by Fung (2018). Our results are consistent with the finding of Motala
et al. (2008) where there is a positive association of waist circumference and diabetes.

Our results indicated that having smoked in the previous 24 hours was not a risk
factor for being diabetic. However, smoking while diabetic is the strongest risk fac-
tor for peripheral vascular disease caused by atherosclerosis of the large blood ves-
sels supplying the legs. Thus, the two together can accelerate the progression of
peripheral vascular disease and ultimately could lead to the need for amputation
(American Diabetes Association et al., 2003). Individuals taking high blood pressure
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medication were found to be at an increased risk for diabetes. However, according
to Brunström & Carlberg (2016), such medications should be used with caution as
diabetic individuals with a systolic blood pressure less than 140mm Hg that were on
antihypertensive treatment were at an increased risk of cardiovascular death . It was
observed that diabetes prevalence differed among provinces. This may be due to the
lifestyle (e.g. diet, access to health facilities, education, culture etc.) accustomed in
the provinces.

The final objective of the study was to explore various statistical methods of clas-
sifying a person’s diabetic status. Accuracy was calculated for the overall model
fit. Sensitivity, specificity and precision were calculated according to each outcome:
non-diabetic, pre-diabetic or diabetic. This is summarized in Table 6.1. Although
the decision tree and random forest may appear to be better in terms of sensitivity,
specificity and precision, these two methods could not fully incorporate the survey
design of the data (Zhang, 2014). Therefore, results from the decision tree and ran-
dom forest are not reliable (UCLA, 2020). The Bayesian neural network yielded the
highest accuracy (76.3%) however, it does not take the complex sampling design
into account nor corrects for spatial autocorrelation in the residuals SAS Institute
Inc. (2015). In addition, these classification techniques do not assist in determining
the significant risk factors, only which risk factors are important (Livingston, 2005;
Kenton, 2020). Thus, regression models were also considered.

Table 6.1: Classification statistics for the different models fit across the three classes: non-
diabetic (N), pre-diabetic (P) and diabetic (D)

Model
Accuracy Sensitivity (%) Specificity (%) Precision (%)

(%) N P D N P D N P D

Decision tree 70.0 4.2 91.7 35.8 100 26.0 92.5 100 72.0 56.4
Random forest 68.2 0 97.0 16.3 100 11.2 97.2 0 68.9 62.0
Bayesian neural network 76.3 38.1 87.9 60.9 96.8 56.2 92.0 60.5 80.0 68.1
Ordinal survey logistic regression 68.1 0 96.4 18.0 100 12.3 96.6 0 68.7 59.9
Multinomial survey logistic regression 68.6 0 94.5 25.7 99.9 17.6 95.1 0 69.6 59.2
Multinomial generalized additive mixed model 70.8 54.7 94.5 31.2 99.5 24.0 95.6 69.7 71.3 66.2

The survey logistic model was able to account for the sampling design. However,
the residuals were found to be spatially autocorrelated and therefore, results from
the model were not reliable. The multinomial generalized additive mixed model,
which accounts for spatial autocorrelation by adjusting for surface correlation and
accounts for the survey design, best fits the data owing to its accuracy being the
greatest. This is unsurprising as this was the only model that was able to incorpo-
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rate the sampling design as well as account for spatial autocorrelation in the data
(Zhang, 2014).

Some limitations of this study include a lack of variables in the SADHS 2016 data that
have been found to be modifiable risk factors in previous studies such as cholesterol
(lipids) level (Motala et al., 2008), carbohydrate and fat consumption (Noakes, 2013;
Malhotra et al., 2015; Fung, 2018; Feinman et al., 2015) where dietary variables in this
study were more sugar-based. Consumption of foods and drink and whether having
smoked cigarettes were only recorded from the previous 24 hours. Also, variables
related to diet were on a household level rather than an individual level. In addition
to these limitations, this study was also based on data from a cross-sectional design.
Therefore, a temporal relationship between diabetic status and the risk factors con-
sidered could not be established.

The future direction of this study includes

1. Assessment of more classification methods, such as support vector machines
and deep learning.

2. Examining the change in the prevalence of diabetes and pre-diabetes in the
South African population over time, by making use of additional data collected
after the 2016 SADHS.

3. Investigating the joint effects of other diseases with diabetes, such as heart
disease, hypertension, and stroke, among others.

4. Assessing diabetes prevalence and how it differs across the provinces of South
Africa. Further, estimating disaggregated statistics at the district municipality
or local municipality level using small area estimation.
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