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2.

AIM OF THE RESEARCH

When a fault develops in a chemical plant process,
the plant operator must identify the fault rapidly and
take immediate corrective action.

The interaction of process Tactors varies from fairly
to highly compiex {(in extreme cases, this interaction
is not yet fully understood even by chemical engineers)
and consequences of faulis can occur in chainreactions.

The operators task is to control all process parameters
until the plant is brought back to normal conditions.
Doing this, he is fully aware of the fact, that the
consequences of wrong corrective action or failure

to bring the plant under control can be grave in
economic terxms, extremely sericus (lethal) in terms

of the operator's hazards and potentially catastrophic.

Thus a considerable amount of stress can be built Up,
which is potentially interfering with the "cool" re-
guired fo succeed in overcoming the emergency as
quickly and efficiently as possible.

This project attempts to explore presumed correlations
between personality factors and performance under stress,

Where such correlations exist in significant manifeste-
tion, their rank of magnitude was established and their
predicitive value investigated. -
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3.

PERSONALITY FACTORS AND COPING IN STRESSFUL SITUATIONS:
A BRIEF REVIEW WITH PARTICULAR REFERENCE TO THIS
INVESTIGATION.

In LAZARUS' model of coping with stress {Lazarus 1966)
he found that personality factors influence the
appraisal of threat as well as determining the coping
process and the secondary appraisal of threat. He
states:

"Three main classes of factors in the individual
psychological structure influence threat apprai-
sal. They do so by providing the capacity and
dispositional bases for interpreting the
significance of the stimulus cues.

The three classes are:

1 motivational characteristics of the indivi-
dual;

2 belief systems concerning transactions with
the environment;

3 intellectual resources, education, and
sophistication”.

These personality factors shape the inferences the indivi-
dual can and will make about the stimulus econfiguration.

In discussing and specifying these three categories
LAZARUS summarises that

1 The pattern and the strength of the motiva-
tion determines stress reactions. Situations
will be appraised as threatening to the extent
that they communicate with important goals;

2 Belief systems that deal with the confron-
tation of threat, e.g. beliefs that the
environment was hostile and dangerous, could
shape threat appraisal in any situation.
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He argues that such general beliefs about the
environment and one's ability to deal with

it probably underlie (chro-ic) anxiety, and
that thus anxiety is the original dispositio-
nal trait, if interpreted as the dispositdion

'to be threatened in a wide (or narrow) variety

of situaticns;

Intellectual resources play an important
part in influencing threat appraisal, but
they are nondirectional with respect to
whether they yield greater or less threat.

The conclusion is drawn that although the
influence is non-directicnal, it does appear
that lack of sophistication should increase
the prospects of incorrect evaluations of the
situation.

How personality traits may affect coping with stress can
be divided into three main categories. LAZARUS siates:

"The factors within the psychological structure
that we shall discuss as influencing coping
include some which do so by affecting secondary
appraisal, some which do so directly because
they refer to capacities, and some which are
treated as dispositional variables which are
neutral with respect to this issue of how they
work.

We shall consider four classes of factors within
the psychological structure that influence

coping:

l pattern of motivation,

2 w©go resources,

3 defensive dispositions,

4 general beliefs about the environment and

one's resaources.m
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These four classes can be summarized with respect‘to
the direction of influence as follows:

~ Motivation determines which kind of action
poses additional threat via 2 psycho-econcmic
decision within the secondary appraisal and
therefore influences the coping process
indirectly.

~ Certain ego resources, especially the capacity
for impulse control and sgo strength, influence
coping directly rather than via appraisal.

- Those defensive dispositions (i.e. persona-
lity traits comprising the tendency to use-
one or another type of defense when the
individual is threatened) that influence
the reaction to threat in a particular way,

are:

-  tendency to cope ar avoid

= the trait of "defensiveness" (tendency to
deny weakness in oneself’) :

- pexceptual defence tendencies (e.g.
sensitisation vs. repression)

- consistency and/or generality of defence

-~ Beliefs about one's. resources influence the
individual's choice how to cope via secondary
appraisal. LAZARUS however emphasises that
this cognitive determination does not imply
that the coping process is conscious, ratio-
nal, or adaptive; any irrationality does
not come from the interposition of emotion
in thought, but is a reflection of the
particular cognitive structure of the indi-
vidual which disposes him to interpret situa-
tions in particular ways,

LAZARUS' theorem of interaction between personality
factors and the coping process may be summarized as
follows:
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CLASSES OF FACTORS

l. Motivation

Motivation pattern

Motive stirength

1 Personality traits

Anxiety
(as the disposition to be

threatened by situations
consequential to and/or

implied by belief systems
cencerning transactions
with the environment)

Defense dispositions

Ego resources

Cognitive belief systems

1‘ EE . ‘.:-
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These include the cognitive
aspects of such belief
systems that underlie
anxiety and general beliefs
about aspects of the envi-
ronment (irrespective of
their rationality) and
concerning one's ability.

Intellectual resources

(intelligence and sophisti-
cation)

INFLUENCE ON STRESS
REACTION

primary threat appraisal

detexrmines coping via
secondary appraisal

primary threat appraisal

coping process v.a se-
condary threat appraisal

coping process and
coping strategy

coping process via
secondary threat apprai-
sal.

primary and secondary
threat appraisal, non-
directional to the
process.
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10.

Research since then (1966) seems to have accepted this
theorem in general.

The research activities in relation to derivatives and
components of the overall theory can be divided into
two principle parts, according to the breadth of
approach.

Two selected studies which are of relevance to this
investigation may be taken as examples of the broader
approach, i.e. where it was attempted to establish
eonnections between a battery of personality factors,
several stress reactions and a variety of performance
criteria, and the aim was the establishment of syndromes
with respect to predictive quality rather than an in-depth
exploration of the interaction of single variables.

JENNINGS, KREUZ & ROSE (1974) related military performan-
ce to measures of personality and stress. The design
they used was a parallel one, i.e. personality measures
and stress measures were equally and unilaterally valued
as one-dimensional variables for the prediction of
performance as the dependent variable. Ss were 69
candidates of an Officer Candidate School (0OCS). The
hypothesis put under test was that certain personality
factors and styles of coping with stress should be
predictor variables for the pexformancs of candidates/
officers during and after OCS,

Their findings distinguished between performance as
officers (after graduation from OCS) and performance
during the course (expressed as class-standing). Cexrtain
personality-factors and "maturationsl" veriables seemed
to correlate favourable with performance as officers,
while no relation was found between coping with stress
and the performance on duty as efficers.

The data presented indicates that there may be a cross-
correlation between personality itraits, the occureence
of stress during the OCS and later officer-performance.
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{The correlaticn-coefficients found, however, were so
small and mostly insignificant, that, in a strict statis-
tical sence, no conclusion whatsoever should have been
drawn).

The second study, that uses a‘similar approach; is the
investigation of J. DANIELS (1973) about personality
traits and the adaption to "psychological™ stress. *)

DANIELS supposes that previous research hes implied that
through the adaption to stress conditions, cextain
psychological and physiological indicators in the indi-
vidual's stress reaction show a tendency to change and
then differ from those observed under short-term stress.
The objective of nis study was to examine how and if
personality traits, which are considered to be relatively
stable, become altered under the effect of adaption to
longer-term stress—conditions. Scores for personality
traits (measured by the 16PF) were obtained from 85
parachutists, 40 experienced and 45 navice (first-time)

-jumpers.

DANIELS found that experienced parachutisis showed high-
er scores in Factar A (Affectothymia), in Factor B
(Scholastic Mental Ability) in Factor C (Ego Strength),
in Factor E (Dominance} in Factor G (Superego Strength),
in Factor Q1 (Radicalism) and in Factor Q2 (Self-
sufficiency). , .

Expressing these findings in Catiells second and third
stratum factors {Cattell et al, 1970), this means that
experienced jumpers are higher on "Stxength" (3rd-
stratum factor), lower on "Anxiety" {(2nd - stratum factor)
and higher on "Independence" (2nd stratum factor).

*¥) = Adopting the distinction batween psychological
and physiological stress after Lamb (1976}, as
- mentioned below, one would rather classify the
stress experienced in parachute jumping as
physiological. '
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12.

From data presented however, it is not conclusive that

"these differences are in any correlation to any adaption

to stress that may be present in experienced parachutists.
What is shown is that experienced parachutists differ

in certain personality traits from individuals who try
parachute jumping for the first time. It is equally
likely that there is a selection process: only indivi-
duals with the configuration of persenality traits con-
ducive to endure stress, as shown by Daniel, become
experienced parachute jumpers, the remaining proportiaon
of novices drop cut due te lack of sufficient coping
"ability". ¥*)

However, for the question, which set of personality traits
correlates favourably with criteria for performance undex
stress, the establishment of significant differences in
personality factors is sufficient.,. It may only be noted

"here, that DANIEL's results do conform with other fin-

dings in this field.

Where recent research work has concentrated more on the
exploration of specific perseonality traits and their
connection with stress and the coping process, an  in-
creasing emphasis was put on distinguishing between
transitory emotional states and relatively stable
personality traits, the latter regarded as primary, or
basic, dispositions of the individual. 0Gf particular
interest, especially regarding the subject of this inves-
tigation was the development of a siate-irait-anxiety -
theory, and much of this research has employed the
STATE - TRAIT ANXIETY INVENTORY (STAI), developed by
SPIELBERGER et al, '

*) = Due to the asuthors personal experience as a
moderately experienced parachutist the average drop-
out rate of student jumpers is as high as 96%
_ during the first ten jumps, i.e. only one in twen-
tyfive novices reaches the eleventh jump {on ave-
rage the first "free-falli").
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This inventory, showing good internal censistency
(STAI-Manual, SPIELBERGER et. al 1970}, defines TRAIT -
ANXIETY as the individual's proneness to experience
anxiety in a particular situation as a relatively stable
dispositional variable. STATE - ANXIETY is the correspon-
ding transitory conditian, characterised by feeling of
apprehension, tension, heightened activity of the
automatic nervous system as a direct consequence to
stress-inducing stimuli. ’

With regard to the character of the stress-inducing
stimulus, a distinction has been made between psycholo-
gical (threats to self-esteem) and physiological stress
(anticipation of physical harm}, Given the same situa-
tional stress, persons with high A-trait tend to be higher in
A-state, and individuals with low anxiety proneness -
low A-trait - tend to bes lower in A-state. While the
ahsolute magnitude of A-state varies according to
A-trait levels, the amount of change in A-state scores
during stress does not differ. This was shown, in
particular for the case of physical stressors {dental
treatment) by LAMB (1976).

A factor-analytical investigation by KENDALL et al
(1976) added tc the distinction between A-trait and
A-state. They found the A-trait scale unidimensional

and guite homogeneous, with factor loadings of +.350 in one

factor in 14 out of 20 items. This factor was labelled
"Cognitive Anxiety", operational to the description of
ego~threats (in the 14 items) rather than physical
threat situations. .

For A-state two fTactors were found, which seem to corres-
pond to the descriptors used in the scale (and may
represent artefacts of the scoring system).

To validate their findings, KENDALL et al (1976) further
investigated the reliability of the two A-state factors
in stressful situations, using both psychological and
physiological stressors., The results supported the
above ocutlined trait-state distinction and underlined
LAMB's (1976) findings in general, Some interesting
indications were alsoc given: A-Trait scores showed a
tendency to Tluctuate with time and situation.
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Using s physical stressor, it was found that both
A-state factors reflecied stress well, and in addition,

‘that both low and high A-trait levels tend to converge

to. the same overall A-state score, which seems to indi-
cate that the mere amount of stress should be considered
an additional variable. This could be explained by the

.fact that, as the factor loadings above showed, A-trait

is orientated to reflect the reaction to psychological
threat rather than to physical harm - stimuli.

In concluding this brief review it may be summarized

that LAZARUS's theorem of interaction of personality
traits and coping has been supported on the whole. _
Especially the importance of the group af "ego resources?
has bezn highlighted and the development of the State-
Trait-Anxiety - model seems to open a new field faor
refined investigatian of the influence of anxiety on

the coping process.

" This consolidation may be considered as the initial encou-

ragement for the project on hand. In the investigation

it is attempted to establish a directly predictive 1ink
between a syndrome of primary personality factors and
anxiety traits and coping as a highly specialised operatio-
nal performance under stress.

The next ssction will cover the undexrlying hypothesis and
the experimental layout in more detail.
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4'1‘

BASIC HYPOTHESIS

fFollowing LAZARUS' theocrem, personality factors,
especially what he labelled 'ego resources' and
anxiety play & vital role in the coping process,
partly directly and partly via appraisals. Research
since then has generally confirmed these facts

. and on the part of anxiety, the phenomenon has been
researched in greater detail, _

The basic hypothesis underlying this project can
be formulated as follows:

Coping in & task-performance-situation under
stress is (alsc) determined by and can be
directly predicted from a quantifiable syndrome
of measurable hersonality factors.

The detailed definitions of the main components
of the hypothesis are:

~ Coping is understood as achieving the objec-
tive of the task satisfactorily, i.e.
performing well according %o set standards.

~ Stress is mainly understood as task-based
stress, increased by eventual failure-stress.

-~ Direct prediction implies that it is
possible to establish a predictive link
between personality-structure and performan-
ce in the task without any reference to or
dependence on the intsrnal mechanies of
the actual coping process.

.= BQuantification of the syndrome imposes the
constraint that the syndrome's structure -
can be defined by computable variables.

- . Measurability of the personality faectors
restricts the investigation to the use of
recognised personality-tests,
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16.

It might be helpful for better understanding of the
detailed derivates of the basic hypothesis and the

set of supporting assumptions, if a brief anticipatory
description of the experimental layout is given

here.

The task given was the control of a Chemical-Plant-
Simulator. Task-based stressor was a series of
'emergencies', i.e. simulated breakdowns, .The

. required performance was a combination of fault-

finding and corrective action. The pattern of
emergencies was such that complete success within
the allowed time was impossible and furthermoze,
failure to cope with each emergency in time increa-~
sed the complexity and magnitude of the overall
problem.

The Ubjectiﬁe of the task was explicitly defined.

HACKMANN {(1970) introduced a framework for the
description of tasks and task performance in re-
search on stress, which was found quite useful for
detailing and operationalizing the basic hypethesis.

HACKMANN distinglishes between the objective stimuli
input and the psychological interacticns in assessing
the effects of tasks. The chjective task input is
'redefined' by the individual corresponding to his
persanality structure. Then & 'hypothesis' on

how to cope is Tormed, followed by the 'process'

of coping with the task which leads to a 'trial
outcome'., 'System evaluation', i.,e. task-inherent

feed back, and 'personal eveluation' might result

in adapting the 'hypothesis' until a 'final outcome'
is produced.

Using the terms of HACKMANN's framework, the hypothe-
s8is, incorporating the essentials of the experimental
layout, can be described as follows (an illustrating
diagram is given in Fig. L. p.18):

e i e s T

L)
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17.

The task stimuli were the objectives of the task and
the actual indications of the 'emergency'. The
redefinition introduces task-based-stress, which
influences the formulation of the hypothesis, i.e.’
the intended coping strategy. Alsoc of influence

is an increment in the task based stress, initially
only determined by anxiety. The process of action
taken results in indications of the system, which -
are interpreted in the personal evaluation of this

- Y$rial outcome'., Depending on the cutcome of this

evaluation, the hypothesis is adapted or confirmed.
It the personal ‘evaluation was positive, no additio-
nal stress occurs. If the trial outcome was taken
as. unsatisfactory, additional stress in the form

of task-based-stress (through the now increasing
complexity of the task) and failure stress occurs,
which results in a consequent redefinition of the
task. This feed-back-loop continues until the time
limit bas expired and/or the experiment is termi-
nated. '

The similarity: of 'redefinition' and 'persocnal eva-
luatiaon' in HACKMANN's framework to LAZARUS'S
primary and secondary threat appraisal is obvious.
Following the summary of LAZARUS's theorem of inter-
action between personality factors and the cdping
mechanisms, ego resources would be of determing in-
fluence on 'hypothesis' and 'pracess', while anxiety
would determine the stress increment in or due to
its influence on the threat appraisal. (The

layout being a continous loop blurs the distinction

between primary and secondary appraisal to some extent).

It was furthermore expected, that the very condition
of increasing stress and increasing complexity of
the task and the thus decreasing probability of
solving the task problem consequential to coping
failure in the outlined experimental design should
amplify and 'purify' the infldence of personality
factors and lessen the importance of cognitive or
intellectual resources considerably.
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4.2.

EXPERIMENTAL LAYOUT

The participants in. the =xperlment were 35 Plant-
operators and 17 Plani-operator trainess, all ‘white
males and emplnyees af AECI LTD; Umbogintwini Fac»n*y.

All 52 S's underwent a two weeks training, resp, re-
training course at the. factory training centre, con-
sisting of one wesk thcnrehwral training on technical
equipment and second wesk of intensive training on
operating a chemical-process~plant, using the CHEMICAL
PLANT SIMULATOR, ' '

During the first week %he 5's completed the personality
and intelligence tests and the A-Trait questionaire
in group administration.

The actual experiment on the Simulator was carried
out during the last day of the second wssk., Each

participant was . given the A-State questionaire to

complete immediately before his 'turn'.

The 'outcome' of the simulator task, i.e. the level
of performance for every subject was assessed
individually during task-completion.by an experisncad
trainer. To increase the accuracy of the assessment,
the task was broken down into a seriss of logieal
components and & rating score was issued at every
step.

Thus a set of data, comprising a prcfile of persenality
factors, an estimate of the intelligence level, scalars
for State- and Trait-Anxisty and a rating score of
task—pemfnrmance,'ccmpLenented by records of age and
prev1uuq experience as plant-operator wers obtained

for further statistical analysis.

Details of the psychological tests ussd, the simuls-
tor~task and the statistical analysis are to follow
further below.

The 'field work' was carried out from July 1976 to
early November 197 5 at LmboglntW1n1.
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20.

Selection of. psychological tests

The selection of the personality inventory to use
followed in general the selection criteria listed
below:

~ The ihventmry had to be comprehensive. Since
in many ways this project can be considered a
'pilot-study', and no particular cluster of

personality factors was to be assumed influentially

a priori, the inventory used was .to have a fair
degree of generality, covering as wide a spec-
trum as possible.

~ The test would be established and proven. The
small size of the sample used would result in
quite broad confidence limits. To minimise an
error-variance introduced by a test lacking the
desired levels of reliability and validity, this
constraint was imposed.

-~ Also to ensure a minimum quality level of the
ensuinyg statistical analysis the measurements
attained with the test should be clear and
statistically sound.

- 'Considexing possible further use, the test should
be economical in use.

Evaluating several inventories according to
these criterias, it was decided to use the
CATELL SIXTEEN PERSONALITY FACTORS test.

This test has bezen stardardised on vast populations
(CATELL. et al. 1970),is ressonably factorially valid
(as recently shown by KARSON et al, 1974) and is

in wide use for a wide variety of projects. (A

scan through recent literature revealed the
following articles: BOWMANN et =l. 1974; BARTON

et al, 1972, 1573, BACHTOLD et al. 1373; MYRICK

et al. 1972; ASHTON et al. 1972, 1972)
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The STATE TRAIT ANXIETY INVENTORY (SPIELBERGER

et al., 1970} was used because it seems to be at
present the best inventory tc measure A-S5tate and
A-Trait with an optimum in accuracy of the
score-scalar and economy of use.

It was felt that some measure of intelligence levels
was needed. 3Since & reasonably reliable umifactorial-
measurement with good discrimination in the medium

to lower intelligence range was felt sufficient,
RAVEN's PROGRESSIVE MATRICES TEST was chosen.
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22.

The simulator task

The Chemical Plant Simulator used is a single three
tank-three pump System, but equipped with most of
the controls and features of a real chemical
process plant. A flow diagram of the CPS is
enclosed in Appendix A.1l.

The operation simulated in the experiment was
control of an acid plant, and the task
objective was explicitly defined in terms of
flow rates, pressure rates and tank levels.

The 'plant' was handed over to the subject in
perfect (i.e. fully conforming to the abave
definitions) running conditions. It was then
explained to him that he was to hand over the plant
in these conditions at the end of the ‘'shift' (i.e.
30 minutes). Eventual faults have to be diagnosed
and corrected.

After a 'warm-up'! of two minutes a sexries of faults
were introduced by the Training Officer in charge

-from a remote control consple. A set of altogether

five fault-conditions, standardized in time and
character, was used. (A detailed description is
enclosed in App. A.Z2.)}

The timing was chosen such that correcting the
fault was just not quite poseible, resulting in

a constant state of emergency. T7The sequence of
fault conditions was furthermore selected in a

way that failure to cope with esach emergency fairly
rapidly increased the magnitude of the overall
problem.

The fault finding &nd correcting for each set of
conditions was broken down into logical steps. The
performance in each step was rated by the Training
Officer. Fault finding and correction were uniquely
defined for each step.
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THe task-based stressors were:

- Overall time limit of thirty minutes, whereby
the elapsed time was visually displayed.
The Training Officer also gave a verbal 'count-
down' in five minute intervals.

-~ The increasing complexity of the task itself.

- High achievement pressure, introduced by enforced
self-reliance: The subiects only alternatives
were to either overcome the emergency without
help or to initiate a complete shutdown of the
plant (which had been reinforced during the pre-
vious weeks of training as the greatest possible
evil ever to befall any operator).

In the case of gross failure, the Training officer
would declare 'catastrophic conditions! (i.e.
uncontrollable gverflow of acid and escape of
highly toxic fumes) and terminate the experiment.

-~ Noise, caused by the simulator itself and two
very loud alarm sirens, which were turned hypersenti-
tive for the experiment.

- Uncomfortable and hindering protective cleothing

{(hard-hat, dust-coat, gum boots, goggles, eax-
muffs, rubbergloves and respirator).

A considerable potential of failure stress can be -
assumed.

An illustration of the simulator is given in Fig. 2.




‘Corrective action’ in a ‘hazard
area’. The back of the remote-
control-console can be seen on
the left.

View of the main circuit.

View of the control panel.
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STATISTICAL AMALYSIS

The objective of the statistical analysis was to establisﬁ

8 directly predictive link between a set of personality
factors and the performance in the simulator-task.

The direct way seemed to be the use of Multiple Regre-
ssion Analysis as the main analytical tool.

The applicability of Multiple Regression Analysis depends
mainly on two conditions:

A. the measurements for all variables have %o
have at least interval-scale-properties.

B, the sample~population dealt with should be
homogeneous With respect to its representative-
ness of the universe to be inferred.

Ad, A. While interval-scale-properties may be assumned to
some degree of validity for the test-scores obtained
by the psychological tests, the quality of the
measurement applied to performance in the simulator-
task had to be investigated. Applying criteria
outlined by Guilford (1954) sufficient approxima-
tion to an interval-scale was concluded. '

Ad. B. The sample dealt with consisted of two different
groups: Operators and trainee opsrators. Several
facts indicated that there should not be a significant
difference between the two groups. An Analysis
of Variance supported this assumption.

The Multiple Regression Analysis was carried out in several
steps: first a linear model was Titted, secondly the
fitting of & second-order-equation was atiempted. The
hyperplanes created by the quadratic model were finally
investigated in a Response Surface Analysis.

In the following section the methods of Multiple Linear
and Quadratic Regression as well as the principles of
Response Surface Analysis are described in more detasil.
The chapter is ther concluded with a scrutiny of the basic
statistics concerning the statistical analysis.
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Multiple Regression Analvsis and Response Surface

Analysis

The basic model to be fitted to a set of observations
in a Multiple Regression Apalysis is of the form

= ; A
Yo bg By Xy by % P % g
whereby Y is called the dependent variable and

xl, x2 “ue xn are the independent variables. The

'constant term! bU and the coefVicients bl’ b2 ese b

determine the form of the equation.

In a Multiple Regression it is thus attempted to
construct an equation such that for any particular

set of values of the independent variables an expected
value for the dependent variablz can be estimated.

According to the basic hypothesis the variable

to be predicted, i.e. the 'dependent' variahble,

is to be the pexformance in the simulaior-task.

The hypothesis further states that the dependent
variable is to be predicted directly from the
persorality factors that characterise the perfforming
individual, i.e. the 'independenti' variables.

The above regression efustion prav1des the tnol for
this direct prediction. N

To obtain an estimate for the 'real' relationship

of variables as detexmined by constant term and
coefficients, the Multiple Regression method 'fits!

a model to the observational data. The 'fit' is
achieved by obtaining a solution foxr the least squares
"hest" values for the coefficients for the particular
set of equations defined by the sample of observations.
The solution also provides a measure of the relia-
bility of each of the coefficients so that inferences
can be made regarding the parameters of the popula-
tion from which the sample was taken.

There is a multitude of techniques available to
obtain the multiple regression solution (DAVIES,
1968 gives a brief summary of the major techniques).
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The algorithm selected for this project was developed
by EFROYMSGON, 1967.

This technique adepts a stepwise procedure and uses
the Gaussiam elimination method to solve the Normal
equatians.

In the stepwise procedure one variable at a time

is added and thus the following intermediate equatians

are cbtained:

STEP 1 | Y = UbU + Dbl xl
= b b
STEP 21 Y lbu + 1P xl + 1P x2
= b
STEP n Y an + nP1 xl + nbz x2 + nbn X

The variable added is the one which makes the greatest

improvement in the overall 'Goodness of Fit! (i.=.
the multiple correlation coefficient of the variables
included in the particular sub-equation). The coe-
fficients represent the best values at each stage

the equation is fitted by the specific variables
included in the equaticn.

The selection of variables to enter the equation
is governed by F-values, or 'F-levels' as they will

‘be called further on, which are supplied by the

experimenter, obviously to suit the specific condi-
tions of the observational data and the level of
significance to be achieved.

The criterion used to select the Xji variable to
enter or leave the regression equation is thus:

~ If the variance contribution of a variable
in the equation is insignificant at the
specified 'F-level to leave', this variable
is removed from the regression.

If no variable is to be removed, then the
following cxriterion is used:

Shepegr e
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-~ If the variance reduction obtained by adding

'~ a variable to the regression is significant
at a prespecified 'F-level to enter', this
variable is entered into the regression,

In the technique used this decision of adding or
removing is made at each stage in the elimination
procedure, so¢ that not only the final soplution is

of interest, but at svery stage a "partial regression
equation® is produced, whereby the - significant -
variables already eliminated are in the equation,
others are not. According %o the add-or-delets
decision, the elimination procedure is then "reset”
at each stage.

This clever cembination achieves an optimum of
automatic procedurs on one side and a great deal
of experimenter-contral on the other.

Multiple regression can also be used for nonlinearx
models of the general form:

‘ 2 .
Y = bg + blzl + bzz‘ + hazlLZ cee + bnfn (zl, z,

In the specific case of a guadratic medel with n
basic {linear} terms the regression equation takes

the form:
: n

n .
Y =bh -kz b EE 2 b, x. X.
o 4 ; i i-2n 1
1=1

i=n+1 L=2n+1

This equation is made equivalent to the basic regres-

sion model of
W

Y =08 f d;. Bi Vi
i=1

by the substitutions:
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V, = X, for n¥il
i i ‘
and V, = X2 for 2nY iy n+l
i~ Ti-n 7
n .
and Ui =X, o for > (3+n)>/ 3.2, 2n+1

which means that each power or product entering

the regression squation is treated as if it were

a seperate independent variable in setting up the
least-squares equations for the regression coefficients,
i.e.:

and V = X

-
|
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The maximum value of the subscript M of the trans-
formed variables out of n basic varisbles thus con-
sists of n lirnrear terms

+

3J

square terms

+ n (n-1) cross products

2

This steep increase in (secondary) variables somehow

limits the applicability of Multiple Quadratic
Regression Analysis. 0On the other hand, the
dinclusion of cross products widens the scape of the
analysis considerably as interactions can be of
particular interest especially with psychological
variables.

A common difficulty experienced with Multiple
Regression Analysis is that generally the full
implications of the relations expressed in the
regression equation are hard to comprehend and
interpret, the more so, when the nuomber of indepen-
dent variables increases.

The problem escalates drastically if a higher
order model is Fitted. '

Several techniques have been developed to aid in
the interpretation of complex regression equations.

A very helpful technique especially with smaller
samples and in pilet studies, is the construction
of a profile based on the coefficients obtained for
the set of independent variables conducive to a |
specified level of response. Since the independent

variables are personality factors which are generally

displayed in the form of a profile this technique
is particularly applicable and was used in the
interpretation of the linear regressiaon equatdion.

A further technique used to investigate complex
relationship of variables is Response Surface
Analysis.
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Any equation can be interpreted geometrically accor-
ding to the number of variables it centains, i.e.
two variables define a curve, three or more a plane
or a hyperplane. '

The regression equation containing only the dependent
variable {the 'response') and one independent variable
therefore would yield a twe dimensional curve. If

two independent variables are included in the equation,

the relationship may be represented as a three-dimen-~

sional surface, called the Response Surface (RA}.

The common way of a graphical display of the RA is

the drawing of lines of egual response in a *wo
dimensional graph whose co-ordinates denote the

values of the independent variables. These contour
lines (termed Response Contours) may then be read

like a geographical map or a weather chart: Eontour
lines which are close together in any region imply

a rapid change in the response for relatively small
changes in the variables, and vice versa. Thus the
direction and steepness of ascent/descent in response
for sets of variable-configuration can be investigated.
A linear regression equation produces a set of straight-
line contours.

For a quadratic relationship, contour lines generally
consist of either concertric ellipses, conceniric
hyperbolas or open-ended parabmlas. Ellipses indicate
a positive minimum or maximum, hypesrbolas imply a
'saddle' and parabolas can be interpreted as a 'zidge'.

The technique of Response Surface Analysis had been
originally developed for the chemical industry-.

(BOX, 1960; DAVIES, 1968; BOX AND DRAPER, 1969),

but at least one application in psychological research
could be found in the literature (CLARK & WILLIGES,
1973, MILLS AND WILLIGES, 1973).

In this project Response Surface Analysis was used
as an additional investigation to explore the
regression equation obtained by the Multiple
fuadratic Regression Analysis.
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Basic Statistics

In this section three topics will be discussed:
~ Sample characteristics

- Quality of the rating~scores for performance
in the Simulator-task

- Procedure and F-levels for the MRA's.

Appendix B contains all the relevant graphs, tables
and illustrations for this section.

Sample characteristics
Overall sample size was 52 Ss,
The sample contained two groups:

- NEW STARTERS, i.e. 5s who were newly employed
ol " and were undergoing the compulsory
-induction training

- RETRAINED OPERATORS, i.e. operators on a
retraining session

To clarify the question of sample homogeneity, an
Analysis of Variance was carried out. The analysis
principally indicated no significant differences
between the two groups, although not quite conclusi-
vely: Due to differences in magnitude between the
scoxes (STENS vs. untransformed Performance-

scores) high SS5's of ERROR were experienced, which
could method-inherently supress significancy in extreme
cases.,

Further findings, however, support ithe 'no-difference’
hypothesis:

= Considering the mean profile in the L6PF-scores
it appears that the experimental group represents
2 "good mix" with no characteristics in the profile.
With three exceptions (B+, L+, 02+) th= mean scores
lie within the range of STENS 5 and 6, which re-
presents 38,2% of the underlying score distribution,
and is the "average" range.
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The Intelligence- and Anxiety-mean Scores are
also fairly close to the average range, although
Intelligence represents the highest mean-score
of all the psychological variables,

- lYExperience', the factor mainly expected to influence
the performance-score and thus distort a relation
between personality factors and performance, had
a highly skewed disteibution with the main bias
towards 'lesser experience': nearly 50% of all
participants had less than one year of experience
as a plant operator.

~ Anather factor, supporting the hypothesis of a
homogeneous group, was the relative simplicity of
the actual aperation of the simulator together
with the extensive specific training given.

Thus the initial training for 'new starters' proved
to be enough counterweight %o offset the sdvantage
of previous experience on the side of the
‘retrained operstors'.

Considering these additional facts, it was fTelt that
the hypothesis of sample-homogeneity was sufficiently
supported. ‘

The age distribution is also fairly skewed towards
the age group of 19 to 25.. -

(These highly skewed frequency-polygons of 'AGE' and
'EXPERIENCE' were the main reason that these two
variables were later excluded from the fuxrther ana-
lysis). :

To standardise the range of numerical magnitude of
the test scores for the psychological variablas,
all test scores were transformed to STENS.

The score for perfeormance in the Simulator-~task,
although showing a good approximation of a NMormal
distribution, was not transformed into STENS, with
its confidence interval being 17, 24 and a STEN-width
of only 18,5, the probality of an 'overlap', i.e.

the 'true' value might lie in any ane of twc
neighboured STENS would introduce an actually uncon-
trollable second-order error.
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Quality of the rating scores for performance in the
simulator task

The total score for performance here was the sum
of ratings issued in each of the logical steps of the
task. The applied rating was numerical.

In strict terms of measurement theory therefore, the
scale thus constructed should principally be considered
an ordinal scale, and therefore certain restrictions

in the choice of methods of statistical analysis

apply.

As GUILFORD (1954} points out, however, a numerical
rating-scale can be considered to hold at least
interval-properties, if certain qualitative and
gquantitative criteria are applicable:

~ Sufficient experience of the rating individual

- Simplicity and directness of the allocation
of number properties to the aobservations

The rating was done by an experienced training officer.
The procedure of rating was simplified by comparing
the rating {from one to ten) to giving "schoolmarks™
in full perxcentages only. ’

To increase the directness of the rating, the perfor-
mance to be judged was broken down into as many little
units as logically possible.

GUILFORD (1954) suggests two empirical checks, mainly
to ensure rating-consistency:

a., the frequency - distribution of the rating scale
should not be different from the distribution of
the rated phenomenon,

b. the ratings should be considerably reliable (in
terms of test-reliability)

N mmg peeen e RN = WU e mmw, e e e e

Serpamae et

i ]



m i

-

3

™

34,

Ad a. Perforinance was rated positively, i.e. the
rating depends on the appearance of a certain
reaction (corrective action) to a standardized
stimulus (the "fault"). The reaction "chosen™
stems from a finite set of possible reactions.

Thus the phenonenon is primarily binomially
"and consequently normally distributed.

A simple check (using the Chi-square method,
Pfanzagl 1966) showed that the obtained
distribution of rating - scores is not signi-
ficantly different from a normal distribu-
tion (95% significance-level).

Ad b. The parameter chasen for estimating the

cansistency of the rating-~scores was a split-
half--correlation.

The observations were thoroughly mixed, to
achleve a quasi-random sequence, separated

in a one-for-one mode and rearranged into

two distributions. Then the correlation-coeffi-
cient was computed. Simultaneously a regressinn
equation for the "first" half on the "second"
half was establisked.

The correlaticn-coefficient is high {0.,3683)

and the regression-coefficient close to

1.0, so that a fair consistency of ratings

can be assumed.

The analysis of the data thus sufficiently supports
the assumption that the performance score can bes con-
sidered a measurement from an interval-scale.

Hence its use in a regression analysis can be con-
sidered statistically justified.

The analysis of the distributicn cof the simulatoz-
scores also served its purpose as a check against
any existing constant errors (commonly expected in
any rating).
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The rather slim distribution (with a coeffiecient
of variation *} of 19.9 the narxowest of all)
indicates the presence of the error of "central
tendency" (GUILFORD, 1354). The reason for this
can probably be found in too markedly a formulation
of the end-of-scale statements as “extreme poor-",
resp. "extreme good performance'.

The slight "overweight" on the high-score side of
the distribution suggests the existence of the
"erpor of positive leniency™ (GUILFORD 1954), i.e.
a one-sided bias in form of a tendency to allocate
higher scores.

This is partly underlined by the fact, thai the
regression equation obtained for the two "half" -
distributions contains a positive constant term (al-
though here it is equally preobable that the quasi-
random sequence of the observations was not randomised
sufficiently befaore the split).

Both errors, although recognisable, were not consi-
dered serious enough to have a significantly biasing
impact on the ocbtained resulis.

There were 28 logical steps in the task at which
ratings were issued. The ratings ranged from 1
(textremely poor performance'} to 10 ('extremely -
good pexrformance!), ’

The maximum score was therefore 280; +the minimum,
however was 9 and not 28: This was the point

at which, with no corrective action taken, the
‘accumulated effects of the faults had reached
"catastrophe" - level and the Training Officer had
to initiate a shutdown of the simulator.

¥) = This statistic is usually not applicable to
an interval scale because it assumes an.
absolute origin of zero. Since this condi-
tion, however, applies in a very common sense
to test-scares (if we equate 'not measureable’
with zero) the coef. o.v. 15 used for demon-
stration purpouses only throughout this thesis.
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Procedure and F-levels for the MRA

Every MRA was initially carried out as a survey ana-
lysis without any reference to significance of inclu-
ded variables. This was done to check mainly for
algorithm validity and to gain a first impression

of variable configurations.

The consequent MRA's- were carried out with applying
the appropriate F-values, which are defined as
follows: '

~ The F-level for a variable to enter the equation
is determined by the F-ratio within the total
number of variables.

- The critical F-value for a variable to be removed
from the equation is determined by sample-size

versus the number of variables.

The applied F-lsvels were:

MRA F-Level F-Lavel No, of
ENTER -~ LEAVE variables
MLRA III 2,12 1,74 .18
MLRA 1V 3,14 2,07 g
MQRA II 1,88 1,69 27
MOQRA V 2,48 1,89 14

" Throughout the statistical analysis a significance

level of 95% was applied.
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6. FINDINGS

6.1, MULTIPLE LINEAR REGRESSION ANALYSIS (MLRA)

6.1.1. SUMMARY OF FINDINGS

Four sets of variables were analysed in
MLRA I to MLRA V.

The first analysis MLRAI included all

basic variables, i.e. all 16-PF, STATE-

and TRAIT-ANXIETY, INTELLIGENCE (RAVEN PM),
~ AGE and Experience.

Te gather a first overall impression of
the possible structure of the regression
equation and in order to carry out cerctain
checks to determine the validity of the
algorithm, &1l varilables without reference
to their significance were allowed to
enter the equation.

The thus fitted model achieved a fairly
high Goodness of Fit, i.e. it can be ex-
pected that a high propertion of variance
would be "explained" by the model. The
structure of the model indicated that the
variables 16PF-03 (SELF-CONCEPT--CONTROL},
16PF-L (ALAXIA), 16PF-L (EGO-STRENGTH) and
TRAIT-ANXIETY would probably be of importance
in the final model. Due to their skewed
distribution, the variables AGE and EX-
PERIENCE were exeluded from Turther
analysis. O0Otherwise this analysis confir-
med the validity of the algorithm used.

The exclusion of two variables, however,
made a second survey - analysis recommen-
dable. MLRA II confirmed and stabilised
the structure of the model indicated by
MLRA 1. Additional variables such as
INTELLIGENCE (RAVEN PM)} and STATE-ANXIETY
gained importance. The exclusion of AGE
and EXPERIENCE had only a minar effect on
the Goodness of Fit.

In MLRA III only significant variables

N.B.: A COMPENDIUM OF BRIEF DESCRIPTIONS
GF THE PERSONALITY VARIABLES USED
.IS INCLUDED AS A FOLD-0UT DN THE
LAST PAGE OF THIS THESIS.
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were included into the fitted model. The
model included eleven significant wvariables
and achieved a Goodness of Fit of 82,5%.
The configuration of the eleven variables
conducive to good performance can be clus-
tered inte a syndrome of three main groups
of personality traits and two clusters of
lesser importance:

1. EGD STABILITY CONTROL (low 16PF-L, low
A~TRAIT, high 16PF-L)

2. SELF ORIENTATION (high 16PF-Q2, low
16PF-03, low 16PF~G, low 16PF-I)

3. ACTIVATION POTENTIAL (high A-STATE,
high 16PF-0Q4)

4, CYCLOTHYMIA (high 16PF-A)
5. INTELLIGENCE (below average).

Since this construct follows roughly the
relation hetween Cattell's first oxder
traits to second-stratum factors, in
MLRA IV it was attempted to fit a model
using these second--stratum-factors as
basic variables.

MLRA IV was completely unsuccessful: the
survey-analysis (including all variables
regardless of their significance) achieved
a fit of only 41,8%, “to which TRAIT-ANXIETY
{being substituted for Cattell's QII} was a
major contributor. Considering only sig-
nificant variables, it proved impossible

to fit an squation at all.

The following is a more detailed descrip-
tion of MLRA I +to MLRA IV,

All relevant iliustrations (print-outs, etc)
can be found in Appendix C.
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MLRA I: ALL VARIABLES/F-LEVELS SET TO 0.0

Variable 16PF-Q3 shows by far the highest
gsignificant caontribution.

The positive ceefficient (high, small
variance) indicates that the Q3-high-score
manifestation ("High self concept control")
is of relevance. Having only entered in
the fourth step with a fit contribution of
only 8.2%, 03 gained importance during the
steps.

Trait-anxiety, supplying the greatest

fit-contribution, is the second highly

significant variable. Its negative coef-
ficient (high, small variance) emphasises
the low - score range of the variable.
A-Trait has alsc gained significance during
the selection procedure.

The third variable with a two-digit F-value
is 16PF-L in the low-score - manifestation
("Alaxia"). The coefficient is fairly
stable with a variation of roughly 19% *).
Entering in Step 2, 16PF-L is second in
it contribution (23%).

"High .Ego S'treng-hh" (lGPF—C_}.) is ranked
rext, following by "Stete-Anxisty", which
is interestingly represented in the high -
score - range.

The coefficients for both variables show
a variation around 20%. '

("Experience", which showed also high con=-
tribution, will be dealt with later).

The least significant variables were:

~ 16PF-D (Untroubled Adequacy VvS.
Guilt Proneness)

Intelligence {(Progr, Matr. Test),
which is surprising, because L6PF-B
is fairly significant contributor.

*) STD, DEV expressed as percentage of

the estimated coefTicient.
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~ 16PF-N (Artlessness vs. Shrewdness)

- 16PF-~E (Submissiveness vs. Dominan-
ce) -

and - 16PF-F {Desurgency vs. Surgency)

The equation achieved .a Goodness of Fit
of 90, 99%, with a standard error of the
derived estimate of 14.478 (i.e. a
confidence interval of + 24,32 on a sig-
nificance level of 95% applies).

As an additional check, the residuals
(i.e. the deviations between observed
values for the simulator score and esti-
mates, calculated via the obtained equa-
tions} were plotted against each varisble
in turn, including the dependent variable,
Davies (1968) suggests this visual, but
powerful technique for the fallewing
reasons: a major assumption underlying
MLRA is, that the residuals, i.e. errors
unexplained by the independent wvariables
are independent with zero mean, constant
variance and consequently Normally
distributed. If these assumptions are
fulfilled, the residuals should lie
roughly in a horizontal bank around the
mean of the independent variable, locking
"randomly”.

With two exceptions, a2ll variables indica-
ted Normally distributed residuals, although
in some cases curvatures were suspected.

Age and Experience, however, due to their
highly skewed distribution, gave a fairly
distorted picture.

Since "freak" observation——distributions
can easily produce algorithm——inherent
artefacts (Davies, 1968), it was decided
to eliminate these two variables from the
further analysis: +the relatively high

fit contribution of Experience is conside-
red to be mainly due to such method parti-
culars, and Age proved to be rather insig-
nificant in any case.

4
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The analysis of the veriables in rank order of their contribu-
tion to the Goodness of Fit showed the following piciure:

STEP NO. VARIABLE %

oW oN

A= I v« B I = LS & ]

10

TO G/F%

TRAIT-ANXIETY 29,3280
ALAXIA (L) 22,9574

" EXPERIENCE 7,6938
INTEGRATION (Q3) 8,1580

GROUP ADHERENCE (Q2) 5,5127
S1Z0/CYCLOTHYMIA (A) 3,0597

STATE-ANXIETY 3,8142
THRECTIA (H) 1,3450
EGO STRENGTH (C) 2,3929

SCHOL. M. ABILITY (B) 1,8070

CONTRIBUTION

G/F%

OF SUB-EQUA-
TION
29,3280
52,2854
59,9792
68,1372
73,6499
76,7096
80,5238
81,8688
B4,2647
86,0717

The other 11 variables together increased the G/F by a

" mere 4,9205% to 90,992% G/F of the final equation.

This represents an average &/F contribution of ohly
0,4473%.

*)

16-PF variables are sometimes named in their low-scors.

manifestation only.

G/F = Goodness of Fit.



(-

1

—

|

R o D

1 o .4

]

J

T

(o

42.

6.1.3. MLRA II: VARIABLES: 16PF, A-TRAIT/STATE,

INTELLIGENCE/F-LEVELS SET TO 0.0

The exclusion of the variables and
Experience had mainly a moderating effect
on the equation. Also, the structure of
the included variables changed.

16PF-Q3 high - score is still the most
significant contributor, while. 16PF-L

{low -~ score) helds now second rank before
Trait-Anxiety (low-score) and 16PF - C
(high - score).

Intelligence (measured with the Progz.
Matr. ~ Test) has slightly gained importan-
ce, against 16PF-B, which has declined in
significance. Interestingly the coeifi-
cients have contrary signs: 16PF-B is
positively influencing, while the coeffi-
cient for Intelligence is negatively
represented (i.e. a lower score here is
conducive to satisfactory performance).

Another interesting contrast is seen in

the configuration of A-Trait and A-State,
with A-State being positively and A-Trait -
fairly markedly - negatively "lcaded".

The +raits in rank-order of least signifi-
cance in this equation are:

16PF-Q1 (Conservatism vs. Radicalism)

16PF-E (Submissiveness vs. Dominance)

16PF1M {Praxernia vs. Autia)

16PF-B (Scholastic Mental Capacity)
The equation achieved a Goodness of Fit)
of 85.9% and showed a standard error of

estimate of 17.54, which implies confiden-
ce limits of +/- 29.47.
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The exclusion of the variables Age and
Experience has decreased the Goodness
of Fit by only S5%. The confidence inter-
val for estimating the simulator - score
from the equation has widened from F24,32
to F29.47 (i.e. a percentage increase in

width of 8.25%).

An analysis of the variables in rank-order
of their contribution to the Goodness of
Fit showed the following picture:

STEP VARIABLE CONTRIBUTION. G/F% OF SUB-

I0 G/F% EQUATION

1 TRAIT ANXIETY 29,3280 29,3280
2 ALAXIA (L) 22,9574 52,2854
3 INTEGRATION (Q3) . 5,6745 57,9599
4 GROUP ADHERENCE (G2} 9,6179 67,5778
5  SUPEREGD STRENGTH (G) 3,3845 70,9623
6  EGD STRENGTH (C) ©2,9920 73,9543
7 SIZO/CYCLOTHYMIA (A) 2,2855 76,2398
8  INTELLIGENCE (RAVEN) 1,7263 77,9681

The remaining 11 variables together increased the G/F only
7,928% to a final 85,8968%, which represents an average G/F
contribution per variable of a mere 0,7208%.
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MLRA IIT: VARIABLES: 16PF, A-STATE/TRAIT,
INTELLIGENCE

The equation, containing only significant
variables, consists of eleven variables and

achieves @& Goodness of Fit of B82.4438%,
only 3,4538% less than the equation which
also included insignificant variables.

The rank order of variables by significance
remained unchanged as the following listing
shows

1. 16PF-03 (high-score) "HighISElf_
concept Control"

2. -16PF-L {low-score) "Alaxia®

3., A-TRAIT {(low-score} low leyel of
trait-anxiety

4, 16PF-02 (high-score) "Seilf-Suffi-
ciency"

5. 16PF-C (high-score) "Higher Ego-
Strength".

6. 16PF-A (high~score) "Cyclathymia™
(Affectothymia)

7. 16PF-G (low-score) "Weaker Superego
Strength"

8. A-STATE (high-score) high level
of transient anxiety.

9. 16PF-I {low-score) “"Harria"
10, 16PF-Q4 (high-score) "Frgic Tension"

11. Intelligence (low-score)



.

-~
]

3 -3

€ e b gL e

45,

To gain a better overall picture of the
variable configuration, Fig, 3 shows a
plot of cosfficients against variables,

the middle line representing zero and the
coefficients directed towards the low or
high-score range of the variables according
to the sign of the coefficients.

(Coefficients for non-significant variables
are set to zero)

Grouping the significant traits, one can
separate five clusters of xelated traits
(roughly guided by similar loadings of
first - oxder - traits in second ~ stratum
factors of the 16PF, Catell et al., 1970).
Taking into account the particular confi-
guration found, these can be labelled:

- Ego- Stability Control (a-neuroticism,
represented by low A-TRAIT, C+, L-,
Q3+), _

-~ Self - Orientation (Q2+, G-, under-
lined by I-),

~ Hyperactivation - Potential (Q4,
A-STATE, underlined by I-)

~and

~ Cyclothymia (A+)

-~ Low Intelligence
The importance of these five groups of
variables for achieving optimum performance

seems to Tollow the zbove order.

1t should be emphasized here that the clus-

. texring is merely of a syndromatic nature,

i.e., it does not imply any underlying
factorial structuxe of any nature. The
"label® given is purely descriptive.
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(A) SIZOTHYM

—

(B) LOW INTELL. (16PF)

—_

(C) LOW EGD STRENGTH

(E) SUBMISSIVE

(F) DESURGENCY

(G) WEAK SUPEREGO

—

(H) THRECTIA

- =

(I) HARRIA

(L) ALAXIA

(M) PRAXERNIA

(N) ARTLESS

(0) PLACID

(Ql) CONSERVATIVE

(Q2) GROUP ADHERENCE
(Q3) LOW INTEGRATION
(Q4) LOW ERGIC TENSION
LOW STATE ANXIETY

LOW TRAIT ANXIETY

LOW INTELL. (RAVEN)

CYCLOTHYM
HIGH INTELL, (16PF)

HIGH EGO STRENGTH
DOMINANT

SURGENCY

STRONG SUPEREGO

PARMIA

PREMSIA

PROTENSION

AUTIA

SHREWD

APPREHENS IVE

RADICAL

SELF SUFFICIENCY

HIGH SELF-CONCEPT CONTROL
HIGH ERGIC TENSION

HIGH STATE ANXIETY (STAI)
HIGH TRAIT ANXIETY (STAI)

HIGH INTELL. (RAVEN)

Fig.3. MLRA III-coefficient values in profile.
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Since, however, consideration of Catell's
second-stratum traits proved helpful to
arrange the variables in a psychologically
plausible cluster-pattern, it was decided -’
to investigate the predictive quality of
second stratum - trait - scores further.

The scores obtained for the first-order-
factors were therefore transformed into
STENS for second-stratum—traits (using
weights and constants of Catell et, al.

The results of this analysis are described
further below. : )

App. C4 shows the scattergram and the
histogram of residuals plotted against the
actually obtained simulator score. Thers
is a small bias towards higher scoxes,
i.e. the higher the actual scoxe the more
the model over-estimates.

Sipce - a bias in the same direction was

found in the basic Trequency-polygon of the
simulator-scores (possibly due to a
"leniency-error" in the rating), the consis-
tent deviation of estimates preduced by

the eguation seems to simply reflect an
extrapolation - effect within the model. -

The analysis of variables in rank order of
their contribution to the Goodness of fit
showed the following picture: {see next
page).
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STEP NO. VARIABLE CONTRIBUTION  GOGDNESS OF
TO GOODN/FIT  FIT _OF EQUA-
: Ji0N

1 TRAIT ANXIETY (STAI) 29,3280 29,3280

2 ALAXIA/PROTENSION 22,9574 52,2854

3 SELF CONCEPT CONTROL 5,6745 57,9599

4 GROUP ADHERENCE/SELF-SUFF  9,6179 67,5778

5 SUPEREGO STRENGTH 3,3845 70,9623

6 EGD STRENGTH 2,9920 73,9543

7 SIZOTHYMIA/CYCLOTHMIA 2,2885 76,2398
8 INTELLIGENCE (RAVEN/PROG.

MATR.) 1,7283 77,9681

9 HARRIA-PREMSIA 1,3358 79,3039

10 STATE-ANXIETY (STAI) 1,4827 80,7857

11 ERGIC TENSION 1,6581 82,4438

The zank order is the same as in the previous analysis
(with Zero-F-lLevels). No variables have been deleted.
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MLRA IV: VARIARLES: 16PF-SECOND-STRATUM-

FACTORS

EXCLUDING: ANXIETY, INTELLIGENCE

F-LEVELS SET TO ZERO

To avoid the amplifying effect of having
two correlated variables amongst the inde-
pendent variables, the 16PF~second-stratum
trait "anxiety" was excluded in favour of
A~TRAIT {STAI) and 16PF - second-stratum
factor "intelligence" was left out because
of the presence of the score for intelli-
gence measured by the Progressive -
Matrices-Test, which was felt to be a more
consolidated and reliable score for this
variable.

App, C5 shows the transformed data matrix
and the results of this analysis.

This set of variables only achieved a fit
of 41.8487%.

The level of significance is fairly low
throughout all variables,

Howesver, the important role of A-Trait was
supported here again: it is the most
significantly contributing variable, and
adds 29.328% to the fit. S$ince the overall
fit was only 41.8, the six 16PF - second-
stratums together contributed only 12,521%
or not even a third of the total fit-per-
centage,

Two explanations {or this surprising resuli
Seem plausible:

- The relatively high dmpurity of

" Cattell's second-stratum-Tactors and
the particular configuration of
their intercorrelations might coun-
teract and suppress ths effects
attained by the analysis of the
first-order-traits.
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- Only 2ight first-order-traits showed
a satisfactorily significant it~
contribution in the previous analysis,
while the second-stratum-factors
were derived from all sixteen primaries.

A further amalysis showed that no variable
in this configuration is significant enough
to model an equation (F-level enter for

9/9 of = 3,18, F-Level for leave for 50/9
of = 2,07). ’

Applying the F2levels appropriate foxr the
underlying variables (i.e. 2,1244 and
1,7444 respectively), which is statisti-
cally dubious and stretches the significance
level to an estimated 78%, only produced
two variables in the equation,

Expectedly one was A-Trait. Surprisingly
the second one was Qv i.e. "Discreetness",
a second~order-trait that is neariy solely
lcaded by the primary N, which in turn was
fgund to be highly insignificant in MLRA
III.

A possible explanation may again refer to
the above mentioned high impurities: QV
not only has the highest intercorrelations
amongst the 16-PF primaries, it is also
highly int=rcorrelated with nearly all
other second-stratum-factors.

Summarizing, it can be said that no signi-
ficant relation between 16PF-second-stratum-—
factors and the dependent variable (simu-
lator-score) could be found.
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6.2, MULTIPLE QUADRATIC REGRESSION ANALYSIS (MQRA)

6.2.1.

INTRODUCYION

The scrutiny of the scattergrams of resi-
duals, as menticned in the description
of the findings of MLRA I, serves two pur-
poses:

a) To provide a visual check if the under-
lying assumptions for any MRA are ful-
filled, i.e. if the residuals are
normally distributed with zero-mean
and constant variance. (The inherent
Analysis of Variance for the multiple
regression demands both criterias, t-
tests and F-tasts of significance only
require Nermal distribution)}. Thus,
ill-distributed variables, or cutlying
observations may be recognised and
consequently omitted to obtain an
improved fit of the medel.

Furthermore, systematic erroxs in the
analysis might be diagnosed,

b) If the ‘band' of plotted residuals
describes a curved path rather than a
straight line, this could indicate +the
need for a polynomially expressed

_underlying relationship.

In MLRA I the examination of the residuals
was utilised to delete two variables, and

a systematic error (the model's extrapola-
tionary reflection of the 'errcr of leniency'

" inherent to the rating) was detected.

In order to investigate if the linear model
achieved so far is yielding the optimal
degree of fit-exhaustion cbtainable through
the available observation-data, the scatter-
gram of residuals was scrutinized with res-
pect to curvatures.

N.B.: Appendix D contains all the xelevant
print--outs for this section.
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A cuxved path was suspected for seven of
the eleven variables that were included in
the MLRA III - model.

The variables whose residuals indicated
a curvature were:

S1Z0/CYCLOTHYMIA (A)
EGD STRENGTH (C)
- SUPEREGD STRENGTH (G)
ALAXIA (L)

GROUP ADHERENCE (Q2)
INTEGRATION (Q3)
TRAIT-ANXIETY

Despite the fact +that the suspected curva-
ture was not distinct in any of the seven
variables (and the selection was therefore
somewhat subjective) it was decided to
attempt to fit a quadratic model.

Two additional considerations supported
this decision:

Davies (1968) suggests that whenever a set
of optimum conditions for the independent
{(response) variable is thought possible,
consideration should be given to fitting

a second-order-model, especially to
multivariable data.

The given experimental layout by definition .
implies 'optimum conditions'. The test-
score-range clearly limits the feasible
set of values for the independent variables,

- and by defining the highest observed per-

formance as the 'maximum response', a
set of optimum conditions is formulated
eo ipso.

Furthermore, the equation arrived at by
the MLRA III does not allow conclusions

as to the rank order of importvance of
variables other than by magnitude of
coefficients. :
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The inclusion of square terms and cross-
praducts in a quadratic model could, haw-
ever, provide an increased insight into
the interdependencies of variables bevond
the unidimensional boundaries of the
linear medel.

Since the amount of terms (%) in a quadra-
tic model constructed of p basic variables
increases with t = 0,5 p {3 + p) and, as

a general rule (Davies 1968) the number of
observations should at least be twice as
great as the number of coefficients to be
estimated, only six variables could be
included in a second order model.

Also the consequences of a guadratic trans-
formation to the significance of variables
included into the regression equations had
to be considered. The unavoidable increase
of artificial intercorrelations between
linear terms, square terms and crossproducts
can have an uncontrollable influence on
variable selection -~ in particular in the
stepwise method, and especially since the
algorithm used provides an automatic check
against the possibility of 'degeneracy’
(Efroymson, 1967). To counteract this

only the six most significent variebles of
MLRA III were to be included in a MIORA.

These were:
SIZ0/CYCLOTHYMIA (A)
EGD STRENGTH (C)
ALAXIA (L)
GROUP ADHERENCE (Q2)
INTEGRATION (83)
TRAIT ANXIETY
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SUMMARY OF FINDINGS

Three attempis were undertaken to fit a
second order wodel.

MORA I was carried out as the initial
survey-analysis to obtain an overall pic-
ture of the possible structure of the re-
gression equation and to check algorithm-
validity.

The high number of variables taken into the
equation and the unavoidable lack of variable
independence (i.e. increased correlations
between linear and square terms and cross-—
products) resulted in an levelling effect

on the importance of individual variables.

It could be seen, however, that crossproducts
of the basic variables seem 1o have the

main influence.

The achieved Goodness of Fit was quite high

Applying the significance ~ 'filters' in
MORA II reduced the number of variables
included in the equation to five and only
resulted in & drop of the 'explained'
variance to 77%. All six basic variables
were represented in the model:

~ 16PF-L. and TRAIT-ANXIETY in their
. crossproduct term

- 16PF-Q2 in the square term

~ 16PF-Q3 in linear Torm

- 16PF-A and 16PF-C as crossproduct

" and - the crossproduct of 16PF-02 and 16PF

-Q3.

The dominance of crossproducts is a secure
indicator for the fact that obvicusly the
interaction of variables is the main deter-
mining factor in predictiing.performance.
Furthermore the importance of 16PF-Q2 and
16PF-Q3 is underlined by the individual

~appearance of both variables.
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The configuration of the variables conforms
in principle with the clustered syndrome
constructed in following the linear model.

MORA III was conducted as an experiment
with subsets of the basic variables, ‘
A survey-analysis with the subset 16PF-A,
16PF-C and 16PF-0Q2 only achieved a Goodness
of Fit ratio of 30%. Analysing the steps
of assembling the final model, {2 was found
to be the main contributoxr.

The second subset consisted of 16PF-L,
16PF-Q3 and TRAIT-ANXIETY. The fitted model
showed a.G/F-Ratio of 64%, whereby the
crossproduct of l6PF-L and A-TRAIT was the
major contributor. It was then decided to
form a third subset including 16PF-L,
16PF--02, 16PF~Q3 and A~TRAIT., 1In MORA IV
the survey-analysis was carried out.
Allowing only significant variables tc
enter the model, MURA V fiited an equation
consisting of only two variahles and still
a Goodness of Fit of 65% could be achieved.
Bothovariables in the eguation were
crossproducts:

- 16PF-L and A-TRAIT
- 16PF-02 and 16PF-0Q3

Referring to the syndrome derived from the
linear model, this result clearly puts a
strong emphasis on the predictive value of
the clusters 'EGO STABILITY CONTROL' and
'SELF ORIENTATION'.

-The following is a more detailed description

of MQRA T to MQRA V.
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6.2.3. MORA I: 16PF PRIMARIES: A, C, L, 02, 03, A-TRAIT

In this first survey-analysis a Goodness of Fit
of B86,7% was obtained.

The fact that only seven variables - significantly =
contributed to approximately 90% of the overall
fit (78,1%) characterized this analysis.

The twenty insignificant contributor-variables
very obviously levelled the overall signifiecance
of the equation cut to a fairly low level.

Extreme distoxrtions in contribution-significance
occured: the crossproduct of L x A-TRAIT,
contributing 55% to the overall fit, plummeted
from an initial F-Ratioc on entering the equation
of 61,24 to a barely significant 1,99 and so did
the Crossproduct of Q2 x Q3: It dropped from

a highly significant 13,8 to a final - unsig-
nificant - 0,9.

The expexienced levelling effect seems to be
mainly due to the fact that this analysis is
probably testing the limits of the method by
introducing a number of variables more than 50%
of the total number of observations.

The algorithm used, however, combines the elimi-
nation-procedure with the stepwise decision of
including or excluding variables, The application
of the proper significance-Tilters should
thexefore overcome the distorting effect of the
high number of variables.
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MORA II. 16PF-PRIMARIES: A,C,L.02,03,

A-TRAILT

Only five variables entered the final equa-
tion. These five variables, however, are
highly significant and a fairly high
percentage fit could be achieved: 77,0079%.

This is only 9,6425% less than the equation
with all 27 variables achieved, and a mere
5,4359% less than the equation obtained in
MLRA 111. :

Included variables are:

"Crossproduct Alaxia - A-TRAIT", which
contributed 55% to the overall fit. The
coefficient is slightly greater than one,
which indicates a rather "puxre" contribu-
tion of the score-products, The sign of
the coefficient is negative, hence low-
scores in "Alaxia" and "Trait-Anxiety" lead
to a high performance ~ score on the
simulator.

This corresponds with the fiﬁdings for lineal
terms only {MLRA 111), where both "ALAXIA"
and "A-TRAIT" showed negative coefficients.

The next variable in the rank oxrder of
significance is the gquadratic term of
16PF-Q2, i.e. “"SELF-SUFFICIENCY". Its
coefficient is also only slightly greatsexr
than one and positive, i.e. high-scores
contribute most to a good performance-
score.

The linear term of 16PF-Q3, "SLLF-CONCEPT
CONTROL" also has a positive coefficient,
which makes high-scores in this variable
conducive tp good simulator-performance.
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The high numerical value of the
coefficient further suggests that already
low scores in Q3 may contribute markedly.

The crossproducts of Q2 and Q3 as well as
A and C are alsoc included in the equation.

The analysis of variables in rank order
of their contribution to Goodness of Fit
showed the following.

. L A

(4)

VARIABLE CONTRIBUTION GOODN/OF
. T0 GOOGDN/FIT FIT OF
EQUATION
CRP: ALAXIA x A-TRAIT 55,0511 55,0511
CRP: GROUP ADH x SELF CONC/C  9,5109 64,9562
CRP: SIZO/CYCLO x EGD STRENGTH 3,9392 68,8954
(CRP: EGOD STRENGTH x ALAXIA) (1,6760  (70,5714)
SQUARE: GROUP ADHERENCE 1,5995 72,1709
'SELF CONCEPT CONTROL 5,1903 77,3612

DELETION OF VARIABLE: :
CRP: EGO STRENGTH x ALAXIA 00,3533 77,0079

The CRP: 16PF-C/16PF-L was taken in with

a F-Ratio of 2,677. The addition of square term

16PF-Q2 dincreased the ratio to 2,903, the
inclusion of 16PF-03 (linsar %term) caused
the ratio to drop to D0,7021, well belaw
_the minimum F-level,

All six variables are represented in the
final equation in czoss-products. Group
Adherence appears in the quadratic
transformation, only Self-Concept-Contzol
is included as the linesar texm.
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The high significance together with the rela-
tively high overall-fit achieved indicates

a fairly stringent discriminatory gquality

of the quadratic transformaticn.

The rank order of contribution follows quite
closely the rank order found for the linear
terms. Additional emphasls is placed on
factors 16PF-~02 and 16PF-03.
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MORA ITXI: 16-pF PRIMARIES A,C,02 and

16-PF PRIMARIES L,Q3, A-TRAIT (STAI)

To enable a further distinction of varia-
ble-importance, the set of six basic
variables was divided into two subsets for
further analysis., These subsets were:

Ast subset

16-PF A {SIZ0O/CYCLOTHYMIA)
16-PF C (EGD STRENGTH)
16-PF Q2 (GROUP ADHERENCE/SELF SUFFICIENCY)

2nd subset

16-PF L (ALAXIA/PROTENSIDN)
16~-PF 03 (LOW/HIGH SELF CONCEPT CONTROL)
A-TRAIT (STAI)

Since only a first survey was intended, the
F-Levels to enter/leave were set to ZERD
in both runs.

The analysis of the first subset showed a
comparatively low gverall Goodness of Fit
of the obtained equation: a mere 30,4%
was achieved. :

16PF - primary A proved to be the most
significant contributor, bheing represented
in the square term and both crossproducts.
02 and C were only included in crossproduct
terms., '

. The low fit is also reflected in the rela-

tively high variances of the coefficient-~
estimates: the confidence interval for the
coefficient includes zero Tor six variables.
Only the three most significant variables
(SQU:A, CRP: A x 02, CRP:A xC) show a2
coefficient of variation less than 100%.

" The insignificance of Q2 in this analysis

is slightly surprising, especially after
MQRA II had included 02 both in the square
term and in the crossproduct Q2 x Q3.
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A possible explanation could be that A and

C were represented in Crossproduct form

in MGRA II, thus indicating a strong inter-
relation, in which A seems to dominate.

This, together with the levelling effect
caused by the inclusion of insignificant
terms might have suppressed a possible influ-
ence of Q2.

An indication of the validity of +this
explanation cam be seen in the fact that

.02 (square term) entered the equation in

step 2 with a fit-centribution of 7,5%

and an F-ratio of 4,750, The successive
inclusion of non-significant variables then
caused its F-ratioc to fall to a final
insignificant 0,5287.

The analysis of wvariables in rank-order
of fit-contribution showed the following:

STEP  VARIABLE CONTRIBUTION G/F_OF
T0 G/F% SUBEQUA-
TiCN

1 CRP: A x C 15,3806 15,3806

2 s5QU: Q2 7,4782 22,8588

3 SQU: A 1,5964 ' 24,4552 -
4 CRP: A x Q2 . 4,0218 28,4770

5 LIN: A ' 0,8222 29,2992

6 LIN: C

0,7777 30,0769

"The ather 3 variables could increase the

Goodness of Fit by only 0,3432% to
30,4201%. This is equivalent to an average
variable contribution of 0,1144%.

The fitting of the guadratic moedel including
the second subset showed a good fit with

63,6594%.
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The significant variables in the equation
were (in order of significance)

-~ Crossproduct L x A-TRAIT
- Square term of {3
- Square term of L

Excessive variance of coefficients of insig-
nificant variables (i.e. including zero

in the confidence interval) was experienced
in this analysis too.

The stepwise induction of variables into the
equation followed the above rank order of
final significance,thus indicating a 'genuine!
rather than a spurious significance:

STEP  VARIABLE CONTRIBUTION  G/F% OF
10_G/F% SUB-EQUA-
TION
1 CRP: L x A-TRAIT 55,0511 55,0511
2 sQU: 03 6,5693 61,6204
3 SQU: L 0,2386 62,8590

The other six variables increased the over-
all Goodness of fit only marginally by
1,8004% to a final 63,6594%. This represents
an average fit-contribution of 0,3001%.

The main-contributor, the crossproduct L

x A-TRAIT, can be considered as a relatively
‘pure' variable, as a check on correlations
- revealed: Both linear and square texms

are virtually uncorrelated with coefficients
not greater than 0,06. The interxcorrelations
of the crossproducts with its components

in linear and square form are - expectedly -
higher with 0,6 to L and 0,8 to A, which

may indicate increased importancs of A-TRAIT
by itself,
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6.2.6. MORA IV: 16-PF PRIMARIES L, @2, G3, A-TRAIT
{STAIL)

Although Q2 did not contribute significantly
in the analysis of subset 1 in MORA III,

on account of the strength shown in MORA II,
it was included in this anelysis,

The first survey of significance (baoth F-
levels set to ZERO) showed a high Goodness
of Fit with 77,0299%,

The inclusion of insignificant variables
brought the expected leveling effect.

Despite this artificial halance, however,
significance seemed to spread nearly
equally over 211 variables included in
this subset. The relative homogeneity of
this combinaticn of variables seems to be
further underlined by the fact that
crossproducts dominate amongst the more -
significant variables.

This predominant role of crossproducts was
confirmed as the analysis was repeated
with the appropriate F-level-filter %o
induce only significant variables.

Only two variabies were included in the
final equation;

- crossproduct L x A~TRAIT
- crossproduct 02 x Q3

The achieved Goodness of Fit was 64,9562% -
"only a mere 17,5% less than the linear fit
derived from eleven variables achieved.

Both variables are highly significant with
relatively stable coefficients. A scrutiny
of the residuals showed a slight positive
slope of the band - this model shows the
same tendency to overestimate high scores
and undersstimate low scores as the linesar
equation.
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6.3. RESPONSE SURFACE ANALYSIS (RSA)

6’3‘1‘

INTRODUCTION

It was felt that the dramatic reductior

of variables in the quadratic model, toget-
her with the high percentage of fit, could not
be excepted without further analysis.

Respanse Surface Apalysis was chosen as the
main tool for this aralysis,

"The main objectives for this further inves-

tigaticn were:

- To explore in depth the interrelations
between the variables inecluded in the
model and the connex.of model and
predicted response.

- to determine the existence of optimum
conditions.

~ to confirm if the fitting is genuineg,
i.e. if the underlying 'itrus'
relation betwesn the included varia-
bles can in fact be best described
with a guadratic model, or if the
high fit was a mere 'arithmetical®
artefact.

If there is a 'true' underlying second
ordexr relation then it can be expected
that the system of contour-curves

{the 'response surface', RS) has its
centre within or very near the feasi-
ble region (Davies, 1968; Bax 1960).
The curves produced by a quadratic
model are conics, i.=2. have a

strictly defined vertex.

There is some argument in the literature,

whether a final guadratic model should
have a balanced form. (DAVIES, 19Y6B, Box
1960, BOX & DRAPER 1969).
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This means, that despite certain indivi-

dual terms having been discarded by the
regression algorithm as insignificant,

the final equation should always include a
complete set of all terms concerned: if a
crossproduct remains, both linear and square
terms should be included; if square terms
remain, than crossproducts should also appear
in the final model, etc.

The disadvantages of an unbalanced medel
appear to be:

~ the supression of a non-significant
linear term in one of the variables
of a quadratic model might result
in the implication that the vertex of
the hyperplane concerned oecurs at
the origin of that variable, which
~ depending on the nature of the
variable - can be an artefact.

—~ the inclusion of interaction terms
only might result in a degree of symmetry

of the final model -which is probably
spurious.
The advantage of an unbalanced model is,
however, that the confidence limits of the
predictions are kept to a minimum.

It was decided to include solely the un-
balanced egquations in the RSA.

The reasons for this decision were:

-~ having the vertex of the resulting

" conic correspond with the origin of the
variables concerned can be a perfectly
valid resuli., Since the test-scores have
not been scaled in any way, the origin
(i.e. a test-score of zero) is a 'true'
value and not an arbitrarily chosen wor-
king origin.
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- The argument of a pfobable 'spurious

degree of symmetry' is not really
applicable to this analysis. What

it means is that successive layers of
of contour-curves might be artifi-
cially brought into a position of
concentric vertices, whereby the 'true’
surface might show a skew centre-line

_of vertices, thus showing different

degrees of slope in different sections
of the RS (whereas concentric vertices
result in a constant slope in all
sections of the RS)

This is of importance only in an
environment of continuous variables
which can be set by the experimenter
at his sole discretion, e.g. to
approach an optimum region via the
path of steepest ascent of the RS.

This is not the case in this analysis:
the variables are discrete and cennot
be influenced by the experimenter.

a scrutiny of the 'halanced' model,
i.e. the equation containing all
variables, showed that due to the
excessive variability of coefficients
of insignificant variables, the resul-
ting picture of the RS would be extreme-
ly distorted. And principally: +to
analyse a hyperplane, which, by defi-
nition, can have virtually sny slope,
with the present one just being the
one that happened to suggest itself

by the data, seems s somewhat fulils
exercise. |

In terms of the RS created, the

Jlevelling effect observed in the
balanced models produced a singulax

pattern for all combinations of
variables: flat parabolas (indicatirg
a near-linear staticnary ridge) with
positive siope, consistently and
indiscriminately showing high test
scores to produce high responses.
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The sets of variables included in the RSA
were:

RSA I: 16-PF A, C, L, 02, Q3 and
A-TRAIT (5TAI)

RSA TI: 16-PF L, Q2, Q3 and A-TRAIT
{STAIL)

The analysis was concludad in two steps.
The first step restricted the RS to the
feasible region, i.e. variable-values

from 1 to 10 only. To obtain a picture

of the more complete structure of RS, the
boundaries of the investigated region were
extended to include -10 to +20 for
variable values in the second step.

The following nomenclature is being used:

FR - Feasible Region
RS - Respomnse surface
RL - Response levels ('contour heights') :

25 (i.e. simulator score)
50

75

100

125

150

175

200

225

250

1

{13

CRrITOMMmOO >
nu

[

Direction of Slopes:

W - towards top-left-hand-corner;
opt. response: high ordinate-variable
low abscissa - variable

NE ~ +towards top-right-hand corner;
opt. response: high ordinate -
' variable
high abscissa ~ variable

R S e
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SE - towards bottom - right-hand-cover;
opt. response: low ordinate -
variable.
high abscissa -~ variable.

SW ~ towards bottom -~ left-hand-corner
opt. response: low ordinate-
variable.
low -abscissa - variable,
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SUMMARY OF FINDINGS

This analysis of the response surfaces
yielded by the quadratic models was married
cut to determine and explore the relevance
of strengths of the personality-variables
to the expected performance level in more
depth.

In RS5A I the contour diagrams of the model
fitted in MQRA II were investigated.

The variables 16PF-A and 16PF-C were found
to be of importance mainly for higher levels
of pexformance. The interaction of A-TRAIT
and 16PF-L spreads over a broader spectrum
of performance levels. This spectrum,
however, covers only the area of mediccre
pexrformance.

16PF-02 and 16PF-03 was found to be the
only combination of variables that produced
optimum performance. High scores in Q2

are of more influence than high scores in

Q3.

RSA 11, carried out on the surfaces yielded
by the model developed in MORA V, confirmed
the findings of RSA I, although the impor-
tance of the interaction of 02 and Q3 was
found to be more evenly spread between

both variables.
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RSA I: 16-PF PRIMARIES A, C, L, 02, (3

and A-TRAIT (STAI)

(Unbalanced Model)

Interaction A x C: Only one response

level (RL) is manifest in the feasible
region (FR). 1Its curve indicates

that either high A with only 50% of C
or vice vexrsa leads to a upper-region
simulator score.

Extending the boundaries, it was Tound
that the RS created is a hyperbolie
plane with a distinct saddle about
G-level. The centre of the system is
approximately at the crigin of both
variables., The low levels are sloped
NW/SE, the ascending slope runs NE/SW,

The RS opbtained seems to indicate that
both variables comeé to importance at
high performance level only.

Ynteraction L. x A-TRAIT: four contours
are crossing the FR: C to G. The
slope is to SW and flattening out with
increasing RL.

Extending the RS beyond the FR, a
hyperbolic plane is found, again centred

-at the origin of both variables and

with a saddle at G-level. The axes

of the system are nearly congruent with
the axes found for A x C, the slopes,
however, are inversed: Low-RL's are

on NE/SW, higher responses ascend
along NW/SE.

In accordance with the magnitude and
sign of the coefficients for L x A-TRAIT
(around 1,0 and negative) the RS indi-
cates clearly increasing response with
decreasing variable- values,
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The range of manifest RL's seems to

indicate that both variables are of

importance rather in the low-perfor-
mance-region.

The near perfect symmetry of the conic
system is clearly a result of the fact that
both variable-ccmbinations were represented
in the model in crossproduct form only.

Interaction 02 x 03: The obtained
hyperplane within the FR is obviously
the saddle of a hyperbolic surface.
Only high RL's are represented: H to
J, and the high level slope runs NW/SE.
The region SW/NE appears as a flattened
saddle about, or just below H-level.

In exceeding the FR-boundaries, the RS
becomes a longstretched hyperbolic
plane, with the longitudinal axis in
NE/SW {descending RL's), and the axis
of ascending RL's at right angles to it.
The saddls, around H-level, covers
quite a large ares, with steep inclines
towards I and J in NW, resp. SE.

The specific character of the hyperplane,
expecially the dominating flat saddle at
high RL seems tc indicate that virtually

all combinations of 02 and 03 would predict
high performance. 02, due to the J-contour
in NW, would be the variable, whose high-
score carries more weight. This is some-
how underlined by the fact that 02 was

- introduced intc the model as square term, Q3
as linear term, and their crossproduct had

a negative coefficient (as a levelling
effect this probably caused the flat saddle).

Generally therefore, any combinations of
02 and N3 should yield a good performance-
level. The optimum however could be seen
in a combination of high Q2 and not too
low Q3.



1-B—ﬁ—------a.----i—-..qn-uu‘..-_..--t._.-.v-o---_, Somal, . Amaa e mmmg Im®a - B m®a imwee

S J T H™ &
! J ~d % 1~ I/ ’ H/ ]
H o 1
! J~ 1~ H// 1
! ‘/J” ) el W 1
1 4] ] T~ 1
1 J= 17 H// 1
t J_J9° ) N :
1 . A= i P 1
I S s 1= /A 8
= 1 -1 !
t 1— H '
! , . B : ,///y !
1 ) B} ¢ /H ]
1 1 /I/ H H
! ¥ s " !
! T el t
= N !
B /,Hf’ 1
4 H 1
: /u/ t
| H_-H 1
1 /H — '
t H__H t
: . H H_H— '
] H H_H— :
{_H_H_-H—H— 1
H ?
1 !
i '
t !
! 3
t t
H 1
t ]
' 1
) t
t _H—H —H
t _H—H—H t
1 —H=H . t
H H—H 1
' T '
1 H~H 1
t - !
' "t :
' W s
! H !
t " 1
-------’------.--------ﬁ---------------..--‘-H{-n--.----------.‘------.-..-.--.--------------' oe'sa

RESPUNSE SURFACE OF VARIABLE &4 ON THE y=AxIS
AND VARIABLE % ON THE: X=AXIS

KEY TO ¢ONTOyYR HEIGHTS (RESPONSE LEVELS)!

SYMBULS1A B c 0 EN i G H 1 J
RESPeLot 25 50 7S 100 125 150 175 200 225 250

Fig. B: 16PF-02 (Var. 4) versus 16PF-03 (Var. 5) in the FS

-9)-



L EE R P e e L e L e L L L Y L e L L e T L L LT T L L L]

1 J / F
[ //I H® G
: 1 F E
t /ﬂ/,‘//H//;// / //1
t J T F t
1 i M G/ VAR
t o I//ﬁ / F // p
t J L1 G 7t
] J'/ i // £ ]
H J/ /I / E / I i
H 1 H G | ¢
: /J / / / / ' 1
1 J 4 G F E :
' ' g . g* //A // |
t v I/’ S H G '
L - T ar A i
: el 1/I M ( E [}
| N 1 H \ :
' - 1-1 / f £, ¢
! ; J-Jd e ~H F\ €. 1
f = _1-1 . B OF !
el . . 3=11 _~H . \ F~F—F
Jeel =] = ——1" _H-H"H 6.6 6
t __H__H_H—H—H ~—6-6-6—-6—6—G
“H—=H—H™H™H™H™H ™ H : !
G—G6—G6G—6—6—6— 06— G— 6—0 L 1
' Ng : _H H—H"H™FTHTH=H=H—=H—H
F ’ _H—H RS (S QRIS A,
FeeF =—F _H-H L ——171 I J
f e S 8« = ,i’” e AT J_j_,_J-J—J—J-J
£ F H e 3
v I-1 /J
) st ¢ J
\ E ¢ W’ it

. ~ s
// //F /'G /, H //I J J

™ s %0 ee e 2% e wa bs va &5 [ es

D
D
0

RESPUNSE SURFACE OF VARIABLE 4 ON THE Y=AXIS
AND VARIABLE 5 ON THE xX=AXIS

KEY TO CONTOUR HEIGHTS (RESPONSE LEVELS)!

SYMBOLStA B c D £ F G H 2 ]
RESPeLat 25 S50 7S 100 125 150 175 200 225 250

Fig. 9: 16PF-Q2 (Var. 4) versus 16PF-Q3 (Var. 5) in +the extended FS

H gl
/ B
-am - -----------H_-------JJ-----u- .---------------------.------.'---.------------..--------.--.-

1
]
L]
i
'
]
]
H]
1
t
i
L]
t
t
t

L

(\2)

@ © O O

9 o @ 6 O

=

R TP T P A B S AT W s e A AT YN T A g e Y ey R A RS

& ¢ & 6 0 o0 O O ©

XS AL L ol

L A B B e gy e g T

ey



78.

Since A-TRAIT was included into the model
in crossproduct with L only, the RS of

02 x A-TRAIT and Q3 x A-TRAIT is meaning-
less.
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RSA II: 16-PF PRIMARIES L,Q2, 03 and

A-TRAIT

(Unbalanced model)

Interaction L ¥ A-TRAIT: The RS contains

the RL-range from C up to G, the slope is
SW. The contour heights are equally
spaced. The FR covers a higher rangs of
RL's than the same interaction in RSA I,
but the actual slope of the hyperplane
seem to be virtually the same.

This is confirmed by the extension of the
RS beyond the FR to include a range from
-10 to +20. The resulting surface is a
hyperbolic plane with the centre of the
system approximately coinciding with the
origin of both variables. The low-level
slope is NE/SW, the high-level axis runs
through NW/SE. Ascents and descents seem
to be rather steep, with a high saddle
point at H-level.

Interaction 02 x Q3: Only three RL's (H

to J) lie within the FR. The slope is NE,
with the ascent steepening towards the op-
timum contour-line. The extended RS shows
again a system of hyperbolics, with a saddle

(H) coinciding roughly with the centre of the
system in the origin of both variables. The

descending slope is NW/SE, with the ascending
axis joining at right angles.

The high degree of symmetry of both systems
is again explained by the fact that no

" linear or square terms were included in

the model.

While the RS of L x A-TRAIT remained un=-
changed against RSAI, the interaction of
Q2 x Q3 in this model points unmista-
kably in the direction of high perfor-
mance due to high variable values in
both variables. The optimum

contour, however, also recognises 50%
values in both variables, provided the
other is at maximum.
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A comparison of the extended RS's shows
that the RS yielded in this model is
rotated by approximately 90° against the
conic system obtained in the previous
analysis.

Although, due to the dominant saddle

area in the hyperplane of RSA II, which
saturated virtually all of the FR with
high-level response, there is no direct
contradiction in the interpretation of the
contour-systems, it was decided to disregard
the RS of 02 x Q3 obtained in this analysis
in any further interpretation. The corres-
ponding RS of RSA I, yielded by a model
which also includes linear and sgquare

terms, is regarded as more valid.
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SUMMARY AND CONCLUSION

The Multiple Linear Regression Analysis has yielded a
prediction equation with a reasonable Goodness of Fit
and, furthermore, a fairly comprehensive set of psycho-
logically plausible personality factors conducive to
good operational performance under stress conditions
could be derived.

The attempt to fit a second-order-model to the observa-
tional data did not prove successful with respect to
predictive gualities. It was felt that the relatively
small sample in conjunction with the drastic reduction

of predictor variables could easily represent "too much
coincidence", i.e. there might be a considerable probabi-
lity that an unmeasurable amount of value configuration
particular to the sample and amplified by the guadratic
transformation influenced the outcome beyond the boun-
daries of routine significance considerations.

This suspicion was further underlined by the obtained
RS's, which tended to be for one rather meagre and
secondly possessed a fairly high degree of obviously
artificial symmetry. Thirdly, the dominating form of
hyperplane found turned out to be a saddle-plane, which
is basically the least conclusive form of RS possible.

It was therefore decided to accept the model yielded

‘by MLRA III as the main predictive link obtained from

this project.

This linear model suggested a syndrome of personality-
factors conducive to good operational performance which
can be characterised by the following descriptive factor-
clusters:

- EGO STABILITY CONTROL (low A-TRAIT, C+, L-, Q3)

- SELF ORIENTATION (Q2+, G-, I-}

- HYPER ACTIVATION-POTENTIAL (Q4+, high A-STATE)
and, or minor importance

- CYCLOTHYMIA {A+)

- LOW INTELLIGENCE (RAVEN PM)
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Using, and merging, CATELL's verbalizations of persona-
lity factors, the following - first - picture of the
"emergency resistant operator" (in general terms)
emerges:

He can be socially precise, and he tries to live up
to his self-image. This, combined with the tendency
to be rather resolute and being basically not an
anxious person outlines a personality mainly
characterised by a-neuroticism. Adding further to
this impression is a certain capacity for emotional
control with particular reference to exercising
pragmatism where the realities of a situation may
demand it.

Normally he is easy going and shows a fair degree of
participating relaxedness.

The "rough edges" of this personality come through

in a strong sense of self-reliance, expressed in a
pronounced "no-nonsense" attitude. There is further

a strong tendency to evade cbligations and rules,

the more when they collide with his own ideas.

Also "underneath" the generally controlled, relaxed
balance and the only thinly covered strong egocentrism,
there is a moment of "hidden" tension and irritabi-
lity, combined with a certain ability for arriving
fairly rapidly at a relatively high level of (basically
anxious) alertness in situations of a threatening
character.

He need not be intelligent.

Although the findings of the MORA and the RSA did not
directly contribute to the main objective of this project,
both methods proved very valuable as diagnostic tools,
i.e. both methods of further analysis helped considerably
in obtaining more insight into the structure of the above

syndrome.

The findings of the Quadratic Regression principally
underlined the outlines of the above syndrome.
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In addition the component of EGD STABILITY CONTROL was
clearly emphasised and in its infrastructure the inter-
action of L- and A-TRAIT was assigned a daominating weight
above the other two factors indicated by the linear model.

The importance that the interaction of Q2 and 03 was

given by the MQRA results in a slight shift of character
of the cluster SELF ORIENTATION: Under the aspect of
interacting with 03-, the predominantly positive character
of self-sufficiency, rather strengthenad by an element

of ego-centrism, could now be seen as one sclution of

the "undisciplined self-conflict" that Q3 suggests.

The Response Surface Analysis served mainly to differen-
tiate between the effects that the clusters have on
performance levels, and further added to the understanding
of the infrastructure of the syndrome.

The interaction of relaxedness and low anxiety(L x A-TRAIT)
was again confirmed to be the basic cluster conducive to
good operational pexrformance. The response surface
yielded by these two variables covered the largest

section of response levels of all other variables.

02 and Q3, the two main components of the cluster SELF
ORIENTATION, were found to be mainly indicators of the
higher performance levels: interestingly, the RS
suggested a combination of low O3 and high 02 as a set-
variation conducive to favourable performance.

The response surface created by A (Cyclothymia) and C
(Ego Strength) indicated also stme importance in the
upper performance range only.

(Q4 and A-STATE were not included in the variables selec-
ted for the MQRA and RSA)

With respect to the dimensions Performance Level,
Variable Influence and Score-Range, the findings of the
MQRA and RSA can be summarized as follows:

- L and A-TRAIT, both low-score, are the broad founda-
tion of the syndrome -~ of relatively high influence,
but only for the low~tc-medium-level performance
range.
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- The interaction of A and C, both in the above-average-
score range, is interpreted as the enhancement of
L x A-TRAIT (C+ is part of the cluster EGO STABILITY
CONTROL) which effects the upper performance levels.
Its importance is classed as minor to medium.

- 02 x 03, with Q2+ and Q3 rather in the low score
area, are of minor importance as variables, but,
since their syndrome seems to play a major part in
the actual capacity of stress-tolerance, are predomi-
nantly effective in the medium-to-high performance
class only.

Figure 14 is a graphic approximation of the assumed
influence-spaces of the above variable combinations.

Incorporating the additional findings obtained by the
MQRA and the RSA, the original syndrome as derived from
the linear model can be reduced to three main clusters
with supporting sybsyndromes.

The main and basic set of personality factors needed

to resist the operational stress in this experiment

seems to be EGOD STABILITY CONTROL, now defined as being
basically consistent of lecw score L and low A-TRAIT.

The extrovert element in A+ is to be seen as a strengthening
agent to L-, as the overall emoticnal stability represented
in C+ reinforces low anxiety. The interaction of A+

and C+ then would form the presupposition to achieve higher-
performance levels.

The secondary condition needed to capacitate stress-
fesistance (at least in this experiment) is described

as SELF ORIENTATICN. It is based mainly on the interac-
tion of Q2 and Q3, whereby the combination Q2+/Q3- seems
to preferable., Due to this particular configuration,
the combination may be termed "“unstable self-sufficiency',
implying that Q2+ is at least partly @ compensation

for the low degree of social irtegration represented

by Q3-. The supporting structure of the syndroms may

be found in the subsyndrome of Ego-Centrism, represented
by G- and I-.

The cluster termed HYPERACTIVATION POTENTIAL, consisting
of Q4+ and high A-STATE, stays unchanged, since neither
of its variables were included in the MURA or RSA.
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(Since it could be rightly argued that the fact that a
lower degree of Intelligence was found to be conducive
to higher performance in this experiment could be mainly
due to the simplicity of the simulated operation, Inte-
lligence is not included in this final clustering.)

The conclusions drawn above are - to some degree -
supported by other findings in the field of research

on performance under stress. DANIELS (1973) in his above
cited article on parachutists found A+, C+ and Q2+

of importance in the endurance of stress. BUCKY &
SPIELBERGER (1973) in investigating correlates to with-
drawal from flight training found an interesting connec-
tion between the relative degree of A-STATE and different
kinds of "flight training drop outs": a very high degrees
of A-STATE seemed to lead to voluntary withdrawals
(because cf 'physical' reasons) and a low degree of State-
Anxiety was correlated to failure-drop out. This seems
to underline the 'breaking point theory': +too high a
degree of A-STATE tends to support escape-reactions,
while too low a degree of A-STATE represents an
insufficient degree of alertness to cope with sudden
changes.

The relevance of the cluster of self-orientation is
underlined by findings of BIERSNER & RYMAN (1974) in

their research on performance-prediction for scuba-
divers., They found that sucessful divers are high in

Q2, low in Q3 and low in G. (Their term for this syndrome
was "asocial").

No support could be found in the literature for the
combination of L- and low A-TRAIT.

Due to the fact that in the literature there is only
narrow support to be found for the conclusions come to
in this project, and considering the small sample this
project was based on, it sesms only fair to classify
the ahove described findings and derivaticns as pilot
results only, and a guide to future research in this
field.

Some recommendations for future research are given in
the next section.
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RECOMMENDATIONS FOR FUTURE RESEARCH

If the findings and conclusions in this study should be
investigated further, the following list of recommen-
dations may prove helpful:

- To verify the validity of the obtained linear model
(in order to determine any inherent weaknesses)
in a controlled experiment.

- To use a larger sample to improve the quality of the
statistics obtained.

~ To use a sufficiently large sample to be able to
construct a Central Composite Design of the experiment
in order to deploy the full capacity of Response
Surface Methodology.

- To use specialised scales to measure the personality
factors indicated in this project.

-~ To use sophisticated scaling methods in trying to
fit a higher-order-model.

- To develop a better method for measuring performance
in the task.
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APPENDIX A

A.1l. Flow diagram of the CHEMICAL PLANT SIMULATOR

A.2. Description of Simulator-Task
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Description of Simulator-=Task

The following instruction was issued (verbally) to
the S's:

"You are handed this plant over in perfect running
condition. We expect you to hand over the plant

to your successor in exactly the same condition.
Your shift is 30 min., long. During the shift faults
and defects will occur.

You have to fix them all up within the 30 min., which
is quite possible if you keep your cool. The clock

on the wall gives you the elapsed time, and the training

officer will tell you the elapsed time in five
minute intervals. He will also keep a score of how
you are doing. These are the safety regulations;
any violation will bring your score down. If you
make a lethal mistake, the experiment will

be terminated immediately".

Then followed detailed instructions on what pressure-,
flow-rates and tank-level-readings were to be
maintained and in which areas of the 'plant' to wear
specific safety equipment, e.g. goggles, etc.

The table overleaf shows a detailed breakdown of the
standardized series of faulty conditions:



Time*)

11

16

20

*)

Legend:

Fault

Pump 2 stopped
PAV I inoperable
FAV I inoperable

PAV I reset
FAV I reset
LAV II fully open

Pump I stopped
LAV II inoperable

FAV I inoperable

Pump 2 stopped
PAV I inoperable

See overleaf

Indication of

Fault

Main circulation comes
to a standstill, no '
flow-readings available

Pressure rates drop (ALARM),
"flow rates increase (ALARM),
level in T103 increases (ALARM)

Level in
level in

Level in
pressure
(ALARM)

. Level in

level in
level in

103 drops (ALARM),

101 increases (ALARM)

101 drops (slowly),

increases rapidly

103 drops (ALARM),

101 drops,
102 increases (ALARM)

Corrective action

Isnlate valves a to f,
start up pump,

establish bypasses around
PAV I, FAV I

Open LAV III and establish bypass,
isolate valve h,

close LAV II - adjust flow,
pressure/levels

Adjust flows/levels,

open valve h,

close bypass around LAV III,
adjust LAV III,

isolate valve i,

Start up pump,

adjust LAV I

Establish FAV I bypass,
adjust flow rates

Isolate valves a to f,

start up pump,

establish bypass around PAV I,
balance and adjust flows

*G6
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TIME : =2lapsed time in minutes; at this point
in time the fault-conditions were set via a re-
mote-control-console

INDICATION OF FAULT :

where 'ALARM' is mentioned the change in condi-
tions occured so rapidly that on average the
appropriate alarm would go off.

The alarms were set to very narrow limits around
the levels to be maintained and were set to
maximum loudness (siren) and increased flash-rate
(visual indication).
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APPENDIX B

B.l. Original Data Matrix

B.2. Analysis of Variance

B.3. Mean profile of 16PF scores

B.4. Distribution of the variables EXPERIENCE and AGE

B.5. STEN - Transformation of STAI- and RAVEN (PM) - scores

B.6. Distribution of the simulator - score

B.7. Scattergram and split-half-regression of the simulator - score
B.8. Distribution of the sample split
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S
6o
6
Ts
G
N
b
6o
7T
6o
5.
S
Te
9.
9.
7o
f)n
G
6o
7o
ie
5
8
6
Je
Y
7
9.
B
X0
7
S
T
9

173.
161
115
I‘Jgo
169
179
193
1%
219,
223
2300
235,
121.
1620
172-
199,
201

101
138,
139,
142
155.
169,
g?ﬂ.
190
]93.
195

2058 -

210
218.
2%
95 s
1u0.
163,
165
1704
178
180
181
187
167
1Hbe
1 HH,
18Y
205
?(]T.
222
223
226,
?31 ®
231

251
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SOURCE
BETHWEEN SusJ
FACTOR A
SUBJ W GRP
WITHIN SUBJ
FACTOR B

FACTOR AB

B X S5 W GRP

SS

3599.162
1.108
35Y8.4054
et danan
raneTAeanh
55,412

693764619

SIMPLE EFFECTS ANALYSIS

FACTOR A AT LEVEL?®

B10

Bl1

B12

OF

50

19
15

950

55
Be28
4.31
0:08
5.87
2166
0410
0+08
0:06
1456
4417
2430
0+26

0e21

MS

1.108

710961

84015,258

24916

73049

DF

0.02 .

LE R &1 J

0404

MS

8428

4431

008

587

2466

156

4417

2430

026

0s21

011

006

0402
006
0-05
0.00

000

814

B15

Bl6

B1T

p1@

B19

B20

ERROR

FACTOR B AT LEVEL!

A2

i ERRUR

L

043
11656
006;
1017
4.33
6:93

{455

72994467

L1
520662005
1075683423

69396462

1000

DF

19

18

950

0.43 0,01
11.56 0s16
0s62 0401
1017 0402
8433 0:06
6493 0409
1455 0e02
T2499
MS F
27803427 tenee
56614491 anakn
73405

‘00T

T/ v'e 'ddd
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. B.a‘

by ebour 23% 44% 92% 150% 19.0% 19.1% 150% 92% 44% 23% of adulls

g LOW SCORE STANDARD TEN SCORE (STEN)
[ HIGH SCORE
9] DESCRIPTION - Average -6 DESCRIPTION
= 1 2 3 4 8 ’ 10
1 1 i | VNS, M e L
RESEAVED, DETACHED, CRITICAL, CCOL ) [|oRr RN, AR ARTED, RS (G OING,
A PARTICIPATING
{Sizothymia)
‘Affectothymia or cvclorhymial
B LESS INTELLIGENT, CONCRETETHINKING Pas INISIGINT AssRACTINNE NG,
Lower wcholasnc mental capacity) {Highes scholasticimental cipaci
AFFECTED BY FEELINGS, EMOTIONALLY EMOTIONALLY STABLE, FACES REALITY,
G LESS STABLE, EASILY UP3ET CALM
(Lower g0 strength) (Higher #go strenqgth)
. INDEPEND RESe |V
E HU/ABLE, MILD, OSEDIENT, CONFORMING i | TTRATREL, ASAEANE
{Svbmissiveness) © :‘:ﬂkl -
F SOBER, PRUDENT, SERIOUS, TACITLRN :":T”;:s"f:s}:'cc" HEEDRESSGRY.
(Desurgency) (Surgeney)
EXPEDIZINT, A LAV TO HIFASELF, CONSCIENTIOUS, PERSEVERING, 3T&ID,
G BY.PASSES O3LIGATICNS RULE-BOLND
(Weaker superego sireng'n) iSrranger superega atrengih)
. - & VENTURESOME, 50CiALLY ECLD,
H SHY, RESTRAINED, DJFrIDENT_. Tiruo UNINHIBITED, SPONTANECUS
(Theectia)
. (Parmia)
TOUGH-MINDED, SELFRELIANT, TENDER-MINDED, DEPEMNDENT,
1 REALISTIC, NO-NONSENSE OVER-PROTECTED, SENSITIVE
(Harria) Premsial
TRUSTING, ADAPTASLE, FREE OF JTALDUSY SUSPICIOUS. SELF.OPINIONATED
L g EASY TO GET CN wilH HARD IO FSOL
(Alaxia) (Prot=nsan)
. PRACTICAL, CA2EEL | CONVENTIONAL, IMAGINATIVE, '"WRAPEED UP IN
M REGULATED 8Y EXTIRNAL REALILES, URGENCIES, CARELEES OF PRA
PROPER \Pranerrial (Autia) MATIZRS, BOHER
FORTHRIGHT, NATUPAL, ARTLESS, SHREWD, CALCULATING, WORLDLY,
!\Y SENTIMENTAL PENETRATING
{Arriesiness) {Shrewdress)
0 PLACID, !:[T.F-.-\SSUEED‘ CONF.CENT, ScRENE APPREHENSIVE, WORRYING, TEPRESSIVE.
(Untroucled adequacy) “QU?’L“
(Guilt prenencss!
CONSERVATIVE, REIPECTING ESTAILISHED = EXPERIMENTING, CRITICAL, LIBERAL.
Ql | IDEAS, TOLERANT OF TRADITIONAL ANALYTICAL, FREE.TRINKING
| DIFFsCULTIES iConservatism) - (Radicatism)
! CROUP-DEFENCENT, A "JOINEI" AND SELF-SUFFICIENT, PREFEPS OWN
Q, l SOUND FOLLOWER DECISIONS, RESCURCEFUL
- (Group adherence! (Selfsufficiency!
CASUAL, CARELESS CF PRPOTOCOL. U Y. CONTROLLED, SOCIALLY-PRECISE,
Q FSHLON QWL RGES SELF-DISCIPLINED, COMPULSIVE
{Low integranon) 1, remsm =, |(High teif-concepr conreo’)
RILAXED, TRANQUIL, TOPID, ‘ TENSE, DRIVEN, OVERWROUGHT,
Q| © UNFRUSTRATED FROTFUL
{Low ergic 1enta=) y " High rrgic tersiond
A sten of | 2 3. 4 5 [ 7 (] L] 10 is obtained

Mean profile of 16PF-scores
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25 4
25 DISTRIRUTION
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DisTRIBUTION
vaz. AGE
h X=29,l0
20 2\ . S= 692
15 -
& —
g 6
a
0 - 215' = 3‘0 -3‘5' -_'40 -n:s - %o

RGE N YERRS

B.4. Distribution of the variables EXPERIENCE and AGE
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o RPEGRESSION) Row B
2 ° Y=18,56+093 X
SAMPLE -
foe & 2o $T040ef = 0,041
i: ngq% 9.20- ./: . r‘nB = 0‘q7
sto= 37,4 8 SW.€.€ = 93
200 - e
e
0”0
8o 1 e
V4
-
\bod Q9
[
40~ A -
Qo Y
loo - &
>l
fo 106 1o \-lo 120 ‘l'fo 2-00 2‘20 ’.l:t-o Zléo
SRMPLE HALF R
X =1£8,4
ST = 36‘5'

B.7. Scattergram and split-half-regression of the simulator-score
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APPENDIX C

C.l.
_C.Z.
.35
C.4.

C.5.

Results of MLRA 1

Results of MLRA II

MLRA III - full analysis

MLRA III - Plot and histogram of residuals

MLRA IV - Transformed data matrix and results.



STFP NUMBER 21

ENTER VARIABLE 12

STANDARD FRROR OF ESTIMATE=
MULTIPLE CORRELATIUN COEFFICIENT = 04953
GONDNESS OF FITt 9V.99222

CONSTANT TERM=

VAR

COEFF

s4682C
+S5CHY9F
«6913EF
®+1100E
+1203E
=a3429F
=« 3U76F
=:2978EC
~sBBALE
+20S8E
IATIE
"e1956E
= 27236
W 2891F
9755
+23R0f
«Bu9ug
--QQQ?E
l36ﬂ3f
‘a?OT'r"E
lkﬂ?@[

01

01
01
01
01
01
01

127.07
STD

43
nLy

COrFF

*1868E
o1 753K
*1554€
*1551E
*17369€
1 UATE
*1582E
+1826F
1 T29E
*1385E
«1081E
*2033E
*1A51F
«1510E
*1275E
1723k
+2133€
«1461F
+1680€
*4263F
*1090E

01
01
01
UB|
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
no
01

14.478

F=RATIO BETA COEFF

VAR,COUTR
«6283F 01
«R360F 01
«1978F 02
25034F 00
WTT2HF 00
+5313F 01
«6001F 01
2654F G
126U0E 02
«2208F 01
WAU263F DO
2 9254F =02
«14%9F 01
2 2557F 01
1S527aF (2
W1Y21F 01
+15PKF 02
«?2833F 02
+BRO2F=01
#2757F 01}

s1681F 02 )

*+1700E
«2818F
«37327

00
on
00

=«5279C"01
+63567 =01

= 16080
"y197hF
=1 240F

on
0n
00

=ca624€ 00
296966 =01
15336801

=.96550"

= 1031F
«1318¢
S4RSE
1391 F
¢315E62F
=s5344F

0?
(1]¢]
co
0
00
00
G0

«1605F =011

=e1325€
«4115¢

(1))
vo

80T

<} =2 ‘ddt]

1 gdafl 20 saO0SIy




STEp NyMBER 19
STANDARD ERROR OF ESTIMATE=
MULTIPLE CORRELATIUN CDEFFICIENT = 0,927
GONDNESS OF FIT: B8548968%
CONSTANT TERM=
COEFF

VAR

- s
WRN = O DN D W=

v6396F
s1707E
15972
«3522F
s242YE
= 44R2F
=s1756E
=s4703E
=2 9720F
WBA4TSE
+2305¢E
1 2206F
¢ 2335E
+S99TE
+B2239F
*4313F
«0900F
=s9252L
=e2220F

01

01
G1
0c¢
01
01
01
01
01
co
01
01
00
01
01
01
01
01
01

108,84
STO

ENTER VARIABLE 13

29
NEv

COEFF

+2194EF
+1809€
*1845F
*1796E
s1561E
*1773E
*1785E
*2142E
*2074E
¢ 1626F
1 TUHE
*2335¢E
s2122E
*1991E
*1508E
1974
*2345¢€
*219b6€
+1815¢€

01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01

174540

F=pATIO BETA COEFF

VARSCONTR
+A49HF 01
«B8902F NO
P 10ABF 07
»IBIAF =01
24722F 01
6391F 01
W96T9F 00
s48P21F 01
«21597C 02
27108 00
+1T3RF 01
+8943F 00
+1212E%01
«9077E 01
«2984F 02
WUTTuF 01
*4366F 01
$1772F 02
«1497F 01

«2323EF

00

+8140L=01

+3224€

00

+1690€=01

«1283€
*.2154F

oo
0o

=« H954E =04

=s19SPF
=.5059

00
o0

V3I9EAF=0]

11272¢
+1090F

«1077E"

«2T 34y
CHBALF
«2LOLF
v 2706F
-l“q(’3’

oo
on
01
on
on
00
on
uo

= 94755701

*60T

eyt 340

T BoIA 20 su1ns3



" NBSeND«PF/A FF/R PF/C PF/C PF/F PF/G PF/H PF/1 PF/L PF/M PF/N PF/0 P/QY PFQ2 P/703 P/QA STATE1ﬂA;T

PERSONALITY CORRELATES TOo PERFORMANCE UNDER STRESS

ORIGINAL DATA MATRIX

HaPoLEHMANN

1 6 5 54 4. 8. 44 3. Ts Ts as Te 4 A 6 .1 b Se

2 h4e B -0 b 9 T 8e 5¢ S5 3 LT 6 4 54 6o 2e

3 6 LY 3 2 2 44 3. Ts 8 3 Ts .0 LY Ta d., Te Ts

4 6 Ta ' 4 54 3. 5 6 6 6 4e B 5. 6o Ja b 6

5 3¢ 10 3. B8 Se 4 S5e 6 [ 9 54 58 . 5a ‘b S5« 10 3.

é Ts B 5 0 5 ' 6e b 64 S5 4 b 24 7 3. S a4,

74 S He 2 4 3 Ts ) Sae (-1 Te Te B A B T L 4.

6 € de S Te 54 B T ' 5 4 6o (X Gs - U 9. Se B

9 3. 7e Se 6 b 4, 2 b Ts ' 6o 9 6o 84 54 94 6o
10 9 Qs 9 S X L1 b Ts 5 .0 9 Fe T Ts 5. ' 4.
11 T 6 Te 6 S5 0 Be 3 - 3 3 5 5 Ta Te S 1e
12 k) G be 1 4. 4 he Sa 2 2 100 S5 5 5 9. 3. 5
13° 4. ] 44 Be b 4 He 6s 104 3 ba Te s 3. Te Te 7o
14 b 5 3 ' 3. S -1 b 64 Ga kX e 5 S -1 Te ba
15 3 &6 8 as 4. 9 4 L Te 6 T Se B B 6 5. 6
16 6 a0 1 4 4, 5% ' T 2. 8 L) S Te Te 9, X S5
17 S T Te Sa Ts 6 bs 4 4. 8. L He kI B Te T B 5
18 5a 9 6 T T & T Ba B 24 6s ° S 5 4, 3. 1 S5
19 5 Y T 6 b ' Te B 9, 5 'Y 7T 3 S 2. doe X
20 () B 4 k) 3 Te b be 6 5 fe -0 5 T S 8 “ S5
21 b 3 B 5 5. ' X Te B X e 6 A 6s Q. s 6
22 Se 3 g 54 ba 5 4 Ts 7, 5 5a e 5, S A, 7. 6
23 B G 20 5 5 3 'K Ta 9. .Y 4s .Y 2 Te 1 9. B
24 5 5¢ ' 6s 10 Te T b .1 -0 5 5 kL) S5 b e B
25 T 8 he T 8. k) 5 Te B Ts ' b ba S S5 5e Te
26 5+ B* 54 64" Ss  As 30 S5s 10s  6e Te 6+ 8s  Bs 3. 9. S
27 b 8 Te B 3. 6 Te A b 3 As. 3 9 S5 T L 5s
28 Te 6 T S T 2 T 3. 92, fa 1 S S Se Ts 5. 3.
29 B8 B T 5 b 5 (X B 6 5 5 4o T 54 Qs - T (. X0
30 Ts B 3 Bs T 44 4 4 4, 20 G 6o S 4, 94 Ts 5
31 Te T+ 10 X 3s 10 6 5 L0 8 Te 3 Ts Se 9. 2 2
32, 6 Re 20 Te 8. () ' B 9 Te 1 9 e 4 S 9 5
13 5 5 5 6 S 6o 3 ' 9, 8. s 8 T B A Te Te
34 b B 3 LYY 5 4. 3 5 (.Y B B T O T ) b 3
3s 5e 9 3 9 6o b6 3 6 6. . 6 b 3 B 5. S5 3.
16 S Be ' 'Y T 4 Pe S 6 5 3 8 Te B T e 7s
a7 U 8 58 Ba 10 X} Joe 9 ba k) 6 Ts 5 7s S b 7
38 7Te 9 4 Ge 3 3 1 be 8. 54 2 9 & 7a 3s 10» G
39 5 o 5e 3 3 X 2 6 6 7s b 9 S5 Y 3. Ve R
ue Te Te 5a P A 7 T 5 6 S B s e S 5 S G
41 Sa 9 2 4 3 2 3 L) 3 5 b B 5 9 2 7 Te
42 6s 10 ') 6 P G b B fs B 3 he 5 Ts Fis b '
a3 6e 5 5 T 5e e 4 Aa 6 Te ha 6o 5 3 5. b 4
i S 7o -G T Ba Ba Te Ts 6 Te 6a qe & B 5 L Te
45 Te b 5 5 e e [ b Te T fe B e Ha T Se S
46 T Te 3 ' Te B S5 ' Al fa Ta 4 P b R, 4 2
47 6o b 2 5. 6 A0 4 Se 4 5 Ts 5a 7 7Te [ 4 3 6
48 8 be 5 6 B T 5 Je b 44 -1 4 B4 ' . J Ss
349 6 . B 4 3. b 6 2 4 L S5 B 3. T 54 B 2 3.
50 b be 4 9. 7 de 10 .1 6a 6o 3. T Ty 10 3. 9. S5
51 . T L 6w ' b 7Ta b e 9. 4 As B S ta 9, £ 3.
52 7o 7e B be s T 5 1 3. ' Qe e A 9 5. 7 )

PERS«CURNe/STRESS = FIN TWOTWELVESFQUT ANESEVENTEIGHT/

.
£
B4
Te
4
4
6,
Ts
6
1
3.
Se
7a
Ta
5
6
3.
S5
T
B
6
5
He
6
S5a
2e
2
1.
Te
T
1
8.
Ts
54
S
S5
5
Te
9.
3
B
S
‘l.
- X
5
3.
Se
3.
4.
a.
24

1

INT.
B
9
Ts
k)
T

10.
SI
Be
b
S
9
Te
6o
Ts
Te
(.Y
Ye
Ts
S

| 6
boe
Te
. X
[ X
G
b
T
b
5
5
Te
9
9
Te
6
.Y
be
Te
e
5
Be
.Y
3.
9.
0
9.
B.
.1
T
S5
Te
9

AGE EXPe SCORE
173
16l
1154
159,
169
179,
193
1960
219,
223,
2304
235,
121
1624
172
199
241
101
138,
139
142
155
169
174
190
193
195
205
2100
2168,
259

95
180
163
165
170
175-
180
181
182
187
188,
183.
17
205
207,
222
223
228,
231
231
251

B3N - GISMoNe 170
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0 OO NOADL WK e
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W W = P N = W N YW N O N W N D N O N O W N e O Y e

[ B ®
D000 OOV O DA NNNNIITOGASTUI NSD B D WWWW NN DN e

—

5081 134

6:92 176
8483 2400
542 1.78
5.484 1.95
Bu23 1.78
neB3 1.89
5.48 1.54
6431 . 1.93
5429 1.74
S5.40 2.04
5.41 1.83
5.38 171 ;
6431 1.69 ) i
5.50 219 : i
6:02 2406 .
5.04 173 i
Sal2 2.00
;G 1461 i
185437 37.00 t
- 1
SIMPLE CURRELATION CO=EFFICIENTS ;
1.0000 1 2 02350 1 3 De1189 1 4 =0.0557 1 8 "0.0267 .| & 0s0107
0.2032 1 8 “0s1155 1 9 =0s0600 1 .10 0e0912 1 11 <0.1070 1 1?2 ®0.279)
0s1014 1 1a =0:0772 1 15 0+1065 1 16 “0.2321 ° 1 1T =0.2166 1 18 =0.1816
00644 1 20 0+2886 :
0:2350 2 2 1.0000 ? 3 =0.1698 2 4 042583 2 % "0.0436 2 6 0.0a881
=0.0089 2 8 =0.0545 ? 9 =ne1620 2 10 0e1704 2 11 0+0066 2 12 =0.0400
0+1509 2 14 ,0+2301 ? 15 =pe0532 2 16 "0.0320 ' .2 A7 "0s23724 2 1M "0.2040
00974 2 20 04+2334
041189 3 2 "0.1697 k] 1 10000 3 A 00930 3 S 0e125%5 3 6 043191
0414551 3 B T0e1445 k] 9 01059 3 10 "Ne1545 3 11 0+108% 3 1?2 "0.a284
0+3193 3 14 =0+0770 3 15 0e11867 3 16 *0+2895 3 ? “0.2h8q 3 18 =p.ay28
01911 3 20 0+2734
040557 q 2 042583 4 3 00930 4 4 1s+0000 4 5 0+4310 [ & "u.0812
0+2800 ] 8 (Qs+0Taf L] 9 0e23068 4 10 00149 a 11 T0.259 4 1?2 0.0316
00289 4 14 *ps1360 4 15 =penbs? 4 16 0s12370 4 17 "ps0%502 4 18 =0e1302
040161 .84 20 *0e0532
2040267 5 2 "0.04736 5 '3 g#2ss 5 4 044310 5 10000 5 6 00265
0.2818 5 8 (+1238 5 9 01090 5 10 =0+2226 S 11 *0s0800 5 12 =0.17%0
“0s:0u62 5 14 Tpe2800 5 15 0e«0755 5 16 =0.0FaB 5 17 “0s0110 5 18 =0.15%0
0.1097 5 20 0.0232
os0107 6 2 0+04M 6 3 0+3151 6 n "G.08)2 6 5 00265 6 4 140000
01817 6 8 "0+2633 6 9 =0.2732 6 10 “0s«0a00Y & 11 0+3250 6 12 =0s3665
043323 6 14 T0s0699 6 15 08377 6 16 =0eaa50 6 17 "0+322a 6 18 =0.2617
042425 6 20 01624 )
0+2032 T 2 “0s0uCHY9 4 3 0+4551 7 4 0290 7T 5 02818 7 & 041817
10000 7 8 =0+0383 T 9 00096 T 10 *“ns+1039 T 11 *01597 T 12 =0.3T9%9
0s0455 T 14 =0+22133 T 15 0+1399 7 16 "nel6n4 T 17 S0s2810 7 18 =0+35Y1
00864 7 20 O0a1181
“0.,1155 8 2 =0.0545 8 3 =0s+1445 8 & 0.0748 8 5 (.l23a B 6 =u.2633
=0.0383 8 A 10000 [} 9 0e2599 R 10 0snke2 A 11 “0.1827 8 12 02566
“0.3779 B 14 =0.0505 B 15 =0.270) A 16 0.3550 A 1T 0s47Y7 B 1R 0.4790
“0.2272 B 20 =0.4890
=0.0600 9 2 01670 9 3 N+1059 9 a4 0.2108 9 5 0+10%0 9 6 =0.2732
0.0U96 9 H N2%99 LY 9 140000 9 10 0.04DT 9 11 T0.41b64 9 12 0.3731
=0+4010 9 14 00599 =19 15 *n36T0 9 16 045210 9 17 042912 Y 1B 0509
"0.1098 9 20 =0.509? .
00912 10 2 Gelzod 10 1 "nelHab 10 4 =0+0149 10 5 ®0e2226 10 & =0.0409
=0+1039 10 B 0s0f&2 10 9 n.0607 10 10 140000 10 11 =0.2375 10 12 G.1473
040015 10 14 0.2367 10 15 =0.15647 10+ 16 02166 10 17 00078 10 18 040635
=0,1734 10 20 =0.09n3 .



— - - — . —

-

17%041070 11 2 000066 11 3 0-1089 11 4 "0.2591 ) 5 "0.0800 11 6 0.3250
T =0a1597 11 8 "0«1627 11 9 =n.41648 11 10 ®=0.2375 11 11 10000 11 1?2 =0.8101
3 0e1629 11 14 0+0714 11 15 o0+2608 11 16 "DeaT22 11 17 ®0.1770 11 18 “0e1656
9 0.0718 11 20 0.3262

1 =0.2791 12 2 =0.0400 1? 3 "n.4a286 12 8 (.0316 12 5 =0.179%0 12 6 =043665
7 ~0.,3799 12 B 02566 12 9 03741 12 10 0+1473 12 11 “0.4101 12 1?7 1enpun
3 03976 12 1a 0+2233 12 15 ®=0.a017 12 16 045996 12 17 044005 12 18 o0.5278
9 =0,2655 12 20 =~6.4319

1 041014 13 ?2 0.1509 13 3 N.3193 13 4 =0.0289 53 5 "0.0462 13 6 0.433223
T 0.0455 - 13 B =0.,3779 13 9 =0,4070 13 10 04,0015 13 11 01629 13 12 =0413976
13 1.0000 13 14 0s1£626 13 15 03357 13 16 *De«3756 13 17 "0.1%4a 13 JA =0.2R40
19 n.2407 13 20 0s5220

1 "0.0772 14 2 042301 14 3 =0n.0770 14 4 "0.1340 14 S *0.2800 14 6 040699
T =0.2233 14 B =0+0505 14 9 =0:0599 18 10 0421362 19 11 0+«0714 14 12 0.2233
3 0.1626 14 14 10000 14 1% "ne3183 18 16 0e1955 18 1T 0e0767 1a 1B "0s0166
9 01414 14 20 0+2348

1 041065 15 ? =0+0532 15 3 0n.1187 15 4 =0+0n57 % 5 0+0755 15 6 V.a377
7T 012399 15 B "0.27n1 15 9 =p«3870 15 10 "0+1567 15 11 0+2608 15 12 =0.8017
3 03357 15 14 *0+3143 15 15 1.0000 15 16 04229 15 17 =0.342) 15 18 =0.197%
9 0.1026 15 20 04951 .

1 =0.+2321 16 2 "0+0320 16 3 =p.2H9% 16 5 01370 16 5 “0.0848 16 6 "0.4450
7 “0+15048 16 8 0+3550 16 9 p.5218 16 10 021638 16 11 "0.4722 16 12 0+5996
3 "043756 16 14 (01955 16 15 *n.4229 16 16 10000 . 16 17 043908 16 1A Dena2
9 *D.245AH 16 20 "0+2919 )

1 "0.2166 17 ? "0De«2274 17 3 =0.2861 17 4 *Ds0502 o 5 =0.0110 LT 6 *0.3224
7 T042810 17 8 04797 17 9 02914 17 10 0.0028 17 11 “0.1770 17 1?2 0+4005
3 "0+15b4 17 14 Ge0OTET 17 15 =0+3421 17 16 0639008 17 17 1+0000 17 1R 0.6246
9 “0.3129 17T 20 =0.3970

1 =0.1816 18 2 T0e2040 18 3 "n.4128 1A 4 041302 18 5 "0+159p 18 6 "0.25617
7 "0+3591 18 B @gsu790 18 9 040569 1A 10 040635 .18 11 "0e1856 18 12 o0s5278
3 =n.2840 18 14 =0.0186 18 15 =0.1971 18 16 0.4422 18 L7 06246 18 18 1.0000
9 =0s2269 18 20 05416

1 00644 19 2 0s0°974 19 3 0191 19 &4 00161 19 5 01097 19 6 02425
7 0s008¢€a 19 8 *0s:2772 19 9 =0.1098 « 192 10 "D.1234 19 11 00718 19 12 “0.2855%
3 pe2407 19 14 o0s1414 19 15 0e1026 19 16 “v+2458 19 17 “0.3129 19 1A ®0.22069
g 1.0000 19 20 0O.0R32 :

1 0e28H6 20. 2 02334 20 3 02734 20 & ®=0.0532 20 5 00232 20 6 061928
7T 0.1161 20 B =0+0n90 20 9 "p.5092 20 10 "0.0303 20 11 0e3262 20 12 *p.8319
1 0s5220 20 1a 0.+23a8 20 15 04951 20 16 =0+3919 20 17 =0.3970 20 18 =0.5416
9 040892 20 20 1.0000

SZTL
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STFP NyMBER 1 ENTER VARTABLE 18

STANDARD ERROR OF ESTIMATE=

31.412

MULTIPLE CORRELATIUN COEFFICIENT = 04522

GONDNESS OF FITe 2Y.32807%

CONSTANT TERMa 23646983

VAR COEFF STD DEV
COEFF
18 =+1003F G2. *2203€ 01

F=RATIOD BETA COEFF
VAR.CUNTR
22075E 02 =«5216FE 00

STEP NyMRER 2 ENTER VARIABLE 9

STANDARU ERKROR OF ESTIMATE:

264072

MUL TIPLE CORKRELATIUN COCFFICIENT = 04723

GONDNESS OF FIT1 52.2854%
CONSTANT TERM= 292.,2763
VAR . COEFF STD DEyV
CUFFF

F=RATIO BETA COEFF
VARSCONTR

9 =49221FE 01 *1899E 01 +2?358F 02 =«4799E 00
18 =49529C 01 ‘IEB?E_OI «2707E D2 =+5183€ 00

STFP NUMBER 3 ENTER VARIABLE 15
STANDARD ERROR OF ESTIMATEm 244727
MUL TIPLE CORKRELATION CDEFFICIENT = 0,761
GONDNESS OF FIT1 5/49599%
CUNSTANT TERM= 25244038
VAR COEFF STD NEy F=RATIN RETA COFFF
COFEF  VARWCONTR
9 =«7432F 01 +1933E N +147AE 02 =«386RE 00
15 +8403F 01 *1730E ul +6479F 01 «260R8F 00
1B =«B674F 01 *176YF 01 +2404F 02 =e46B1E 00

STEP NUHBER A& ENTER VARIABLE 14
STANDARU ERROR OF ESTIMATE= 210944
MULTIPLE CDRRELATIUN COEFFICIENT = 0.822
GONDMESS 0F FITt 67.5778%
CONSTANT TERM= 182.1369
VAR COEFF STD DEv F=RATIO BETA COEFF
CUEFF  VARSCONTR
9 =«6107E 01 +1752E 01 12156 02 =«217BE 00
14 +7355C 01 *1970FE O1 «139aF 02 +3353FE 00
15  «6727E 01 *1657E 01 #1689F 02 +3985F 00
18 =«B141E 01 *1ST7E 01 #2667F 02 =+8393F 00

eTY

/D
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STEP NUMBER 5 ENTER VARTABLE 6
STANDARD ERROR OF ESTIMATE= 204992
MULTIPLE CORRELATION CDEFFICIENT = 0.842
GUNNNESS DF FITs 7Y496237

.CONSTANT TERM= 201,6938

VAK OEFF STD NEv F=RATIOD BETA COUEFF
CCEFF VARLCONTR

6 =+4391F 01 *1897E 0) +5362F 01 =«2110EC 00

9 =.6617F 01 ©*1691E 01 «1532F 02 =«3044F Q0

148 «7524C 01 +1BBEE 01 +1592F 02 «3830E 00

15 +BO3IGE 01 +1682E 01 #22R1F 02 +4761F 00

18 =48H851F 01 +1539F 01 #330HF C2 =,4777E 00

STFE2 NUMBER 6 ENTER VARIABLE 3
STANDARD ERROR OF tSTIMATEs 20+101
MUL TIPLE CORRELATION CDEFFICIENT = 0+860
GONHNNESS OF FITt 734954312

CUMSTANT TEKH= 187.6618

VAR COEFF STOD DEY  F=RATIO BETA COEFF

COEFF  VARCONTR
3 W3T18E 01 *1635E 01 +5169FE O1 2007E 00
€ =45561F 01 +1BB7E 01 +B6BOE 01 =+2672F 00
9 =.7352 01 *1651F 01 «1983F 02 =«3826C 00
14 «7784F 01 *"1B0YE 01% +1851F 02 «3549F 00
15 «8113E 01 +1611E 01 +2535E 02 «4Q07E 0O
18 =47527€ 01 +1584F 01 +2257F 02 =.8062F 00

STEP NUMBER T ENTER VARIABLE 1
STANDARD FRROR OF LSTIMATE= 19,416
MULTIFLE COHRELATIUN COEFFICIENT = 04673
GONDNESS OF FITE 76423987
CONSTANT TEHKM= 158,0364
VAR COFFF STD CEv F~RATID BETA COEFF
CUEFF  VARCONTR
JU2BGE 01 +20BUE 01 «8232F 01 +1554€ 00
W3463F 01 +15B4F 01 «4830F 01 +1480E 00
=s5205F 01 *IM31E N1 BOBNF 01 =«2502F 00
=u7148E 01 +1598E 01 #2001E 02 =«3720E 00
14  «B002E 01 *1751E 01 +2089F 02 364490 00
15 «7935F 01 *1559E 01 2591 02 +4701E 00
18 =.70&SE 01 +1S47E 01 +2084E N2 =.3H13E 00

=N - R
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STEP NUMBER
STANDARD ERROR OF ESTIMATE=
MULTIPLE CORRELATION COEFFICIENT = 0.883
GANNNFESS NOF FITe

CONSTANT TERM=

VAR

COEFF

841 7E
237 35E
=s4720F
=y T2TLE
WB514F
W TO96E
=37 394E
L 3 Wl

STFP NUMRER
STKNDARD ERROR NF ESTIMATE=
MULTIFLE CNRRELATION COEFFICIENT = 04691
GONNDNESS OF FITt 7943039%
189.0817
STn OEv
COEFF

CONSTANT TERMe

VAR

=N -l N

.14
15
18
19

9

CHEFF

*4336E
13904E
“s 440
=+ 3345E
=« 6A5AE
+8332F
WT721F
= 6275F
=s J49BLC

01
01
01
01
01
01
01
01
01

STEP NUMBER 10

STANDARD ERKROR OF ESTIMATER

CUNSTANT TERM=
COEFF

VAR

470TE
«8014E
=s4791E
*«¢3935F
.-?llbgr_
« TUQAF
W TYSYE
«ATHPE
“e7799F
=s2925E

01
01
01
01
01
01
01
01
Gl
N1

ENTER VARIABLE 19
18.912

T7s9¢81%

173.9691
STD DEvV
COEFF

*2028E
*1549E
*1803E
*1558¢
“1728E
#1511 0F
s1517EF
«1751E

01
01
01
01
01
01
01
01

F=RATIO
VARSCONTH

s4740F
+SBITE
26852F
21 79E
22UL2PF
27721
«2375F
«3373E

c1
c1
01
02
02
02
02
01

BETA COFFF

«1504F
+2016E
=a2269C
= 37H4E
sAHBIE
sUT3TE
=a3990E
"«1807F

ENTER VARIABLE @8
18.547

+1989¢
+1522E
“1771E
12032F
* 154 HE
1 69RE
+1499¢
«1635E
+1726E

01
01
01
01
01
01
01
01
01

F=RATID
VeR»CﬂNTH

«4751F
+6579F
«TH28E
W2T11F
e 1962F
0 2407E
e 2651F
1471E
+4108F

01
01
61
01
02
02
02
02
01

00
00
00
00
00
on
00
vo

BETA COEFF

«1575F
+?2108E
=«2351E
=+1393E
=s3569C
2 I79NF
sUSTOF

‘*e338KF

=s1525¢E

ENTER VARIABLE 17
18,087
MULTIPLE CORRELATIUN COEFFICIENT = 04899
GONDNESS OF FIT:

BUs7857%

178.6407

STH

cu
*1951E
*14R6E
*1729E
+2009E
+154¢8F
+1667E
sla6HF
2127E
*1R11E
1714k

DEY
EFF
01
01
01
01
01
01
01
01
01
01

00
00
00
00
on
00
0o
[14]
0Q

F=pATIN BETA COEFF
VAR«CONTR

«SB20F
W 72909F
«T683F
+3836F
W 232T7F
«2302F
2 2940F
«3167F
«1854F
«?9173¢

01
01
01
01
na
02
n?
01
n?
U1

«1T709F
«2167C
“e2303F
*s1£3BE
=,3BR7f
CAENHE
va715¢
s1760F
=4h209F
=s]275F

00
(+14]
00
00
00
00
nn
0o
06
00

*GTT
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STEP NUMBER 11

ENTER VARIABLE 16
17.508

STANDARD ERROK OF ESTIMATE=
MULTIPLE COXRELATIUN COEFFICIENT = 0.90A
GONDNESS NOF FIT:

VAR

. CONSTANT TERM=2

COEFF

+5400E
s4u4GTE
= 4122E
= 4127F
=4¢9352EF
«7043F
«8102F
«35A6E
«A540F
=, 9120
=s2413E

01
01
01
01
01
01
01
01
01
01
01

82+8838
STD
cn
+1921E
«1459F
«1708E
+1947E
17 R4E
1 6H6F
*1422¢
s1H45E
2 2095E
+ 1880E
«1679E

¥
"9
nEy
EFF
01
01
01
01
01
01
01
01
01
01
01

F=rATIO
VAFLCONTR

WTBOTF
«9500F
21 SH2uF
+8495F
$PTUTF
s1744F
«3244F
«377RE
WUEGEF
«2354F
«2064F

01
01
01
o1
02
e
n2
01
01
02
01

BETA COEFF

s1961E
s 2842RF
=.1981F
=s17T1RE
-lﬂa6?E
+3211F
sdannr
1 999E
+211AE
=~ 4927F
=+1052€

00
00
09
00
o0
00
00
0n
00
00
on

*OTT
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N =0 ORNU B WA -

ACTUAL
173.00
16100
115400
15900
169.00
179,00
193.00
196400
219,00
223400
230400
23%.00
121400
162:00
172:00
199.00

L2481 .00

10100
138,00
139.00
142400
15%«00
1692+00
174,00
19000
193.00
195.00
205400
21000
218400
295%400

95.00
14000
16300
165400
17000

178400

180400
181400
182400
187400
1868.00
18R.00
189.00
205.00
207400
222400
22300
228400
23100
?731.00

ESTIMATE
17706
176.80
13930
16he26
166472
17488
161.21
1B6+83
184.01
199.44
220433
222.+313
12609
164,71
185461
230480
215:.62
109773
121.12
159.29
174445
15237
16668
169:94
18662
22524
229.24
214.38
218.74 .
246475
101548
14902
15567
168.08
18690
17400
164469
173.30
19194
19226
195.26
174412
187 .09
2094613
220404
196.44
70161
20406
223418
P279+39
266:92

RESTDUAL

=4.06
=15.40
=24.30
=7.26
2428
2412
11479
9437
14.99
23456
9.467
12467
=5.:09
=2.71
=13¢61
=31.80
254218
-R-?fi

1688

=20429
=32+45
2463
2.32
=342
20.06
6438
=30.24
=24.24
=038
=074
1225
=658
=9.02
7033
=3.08
=1£.90
4.00
1531
770
=9.49y
=5.26
=726
13.88
1451
=4.63
=13.04
23.52
21439
23494
T.82
1451
=15492

2L

5/ €2
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1 1

x i

 § '

1 2 1 |

1 1 1

1 1

1 : 1 g1 1 1
1 1 |

1 1 1 1

1 1 2 2 i -

H 1

H] 1 B | 2 1 y O §

t 1 1 1 1 .

1 1 1

1 1 1 1
t 1 1

t

H - . 1

1 . 1. "

--T--o-----_;--n-------d--a-..-.u-q---n----.-----.--‘----4.---.--.--1—--;—-----—.-

GRAPH DOF VARIABLE 20 vS« RESINUALS

X=ax1S5 BOUNDS ARE? 94.000000 260.000000 X INCREMENT = 24101266,
Y*AxIS BOUNDS ARE! *=33.000000 35.000000 Y INCREMENT = 34578947
NO4 OF OBSERVATIOMS = 52

e . i

-.'aé -25 -5 -F
RESDUALS

"
©a
| ¥]
L
o
I

HIKTOLROM DF RESIDVALS

=

14374 30

FHNQSIY 30 WY P0LSIH arvy 1oy

2 "4dd

gt
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PERSONALITY CORRELATES TO PERFORMANCE UNDER STRESS

HaPoLEHMANN

TRANSFORMED DATA! SECOND=STRATUM STEN/SCORES FOR 16/PF=VALUES

EXVIA AnNXItTy cORTERTIA INDEP. DISCREFT PRUD+Se SUPEREGO STATF/A. TRAIT/A4 RAVEN/INT

5.07
8425
2416
4463
5460
5437
2462
6449
3475
5473
6443
2.‘}3
6407
5.09
3.65
3.71
6.6
6.82
XL N4
4439
5:68
5418
Alb‘)
798
Ga60
4417
5.62
7401
6429
6437
5427
698
423
3.82
ﬂ|?3
245
6s+11
33
227
5.05
2+39
4.37
5454
6453
372
5:65
Gel7
7+15
3.89
7456
5404

s S

3.89
B+0A
207
5414
8413
522
4425
515
608
3.07
6+113
4497
4496
4403
6+61]
394
Tasla
4«75
5434
4443
5401
4+70
3.90
6eT6
gebb
6eul
5+¢11
6473
278
521
4+01
560
615
5446
5475
5039
852
4410
He65
34858
675
477
5493
6|?]
345
488
443
541
4461
776
3461
7139

4460
0494
34185
4491
T«R8
%451
472
549
530
6426
6a12
1486
5420
470
611
S50
6492
5469
5¢01
4440
5469
4473
537
5433
737
6+87
7436
7423

5192

404
hebb
5466
7+23
5434
600
Sea0
54161
5465
409
I li0
Qg2
7402
5487
7495
6448
5415
36
6013
Ha52
H+Q4
'Sl[‘)
A3

7T:01
73
7450
410
hebA
4421
7420
6408
5481
B.86
3.35
10+06
6.07
343
6.97
5:16
400
6400
4400
4436
3417
S5+06
425
4473
1496
6490
B«05
1+28
Seld
5:99
74+09
109
nvQb
T-Bz
5.99
3.38
5467
2439
LEB Ni)
Aa19
6405
3«35
5:H9
5:67
3%
Hae98
709
1+113
3.06
n.7T8
15
n.sp

.84
616
.75
6+86
Bas50
6+22
6.10
4.00
6445
711
298
449
350
5463
6405
Ta79
3499
5493
7+50
6424
61"!2
6407
61325
6.78
627

5.62

3455
2484
5481
273
6+45
5433
5435
7450
5:70
5430
7468
533
Bang
5432
682
6-”2
5438
B.l5
Seb7
5425
5.23
2477
a7
Tedd
2:¢98
3./5

5423
6432
4479
298
Qg9
3889
7211
Betg
ne36
5:81
G665
5-3!
531
5453
8410
S»9S
6ol 4
5413
391
7405
4oti8

U472

276
635
299
401
6613
332
6455
5451
9469
539
5409
316
Sehb
346
5422
3+23
Seag
T«0QF
2+08
6491
341
3493
Ilqu
Tauh
6247
5«79
[EDL
e
LIV
6402

5400
2400
T400
5.00
3409
400
a.00
6400
6400
4400
]lOO
5400
7400
600
60U
500
400
500
6400 °
5.00
6400
6400
A0
B400
700
500
500
00
600
500
2400
500
70V
3.00
300
7s00
Ts00U
&a00
800
a.:00
70U
.00
4400
7.00
5400
?+0C
60U
Sa030
J4U0
5400
Js0
200

|
3

7Te0U
30
8403
T+0)
a.n)
a.0)
6aN ¢t
Te0 i
600
6.00
3.00
5.0
Tend
Te00 0
5atyls
600(\
J.o0
5:00
TDDO
B«n0
6.0C
5400
“'n'j
601
5.04
2:07
2:00
1+00
T«00

Pen0
1en -

A0l
Tan b
S5.01
S5¢0
S0
5:01
740}

8400
9400
T+00
3«00
7400
1000
500
800
6+00
9400
9400
T.uu
600
T«00
700
6400
9:60
700
5.00
6:00
6+00
T.00
600
4.0C
6200
6400
T.00
600
5400
5.00
T.00
9.00
2400
Teuo
600
6+00
ﬁ-ﬂu
7Tw00
4+00
500
b0y
6+00
J.00
9.00
7400
9.00
Bs0r)
6:00
700
5.00
7.00

9.00 .

AGE

EYPERIENCE SIM.SCORE
17300
16100
115900
159400
16900
177.00
193400
19600
21900
223.00
230.00
?235.00
12100
162400
172.00
1%9%.C0
28100
101.00
138.+00
13%.00
142400
155460
16500
]7“-00
190400
193+00
195.00
205400
21000
21b.00
25900

Y5400
14000
163400
1£5400
17000
17800
160000
11«00
1682400
187«00
188400
188.00
18%.C0
20500
207 .00
7200
273.00
228.00
231400
23100
251.00

*6TT
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STEP NUMBER 9
STANDARD ERROR OF ESTIMATE=
MULTIPLE CORRELATIUN COEFFICIENT = 0,647
GUNDNESS OF FITt

VAR

O O~NOV D W N -

.CONSTANT TERMa

COEFF

=al434F
«]1618F
«TT29¢
«4498E
--afa??t
v 3214
"el444F
=« 6156
-~ 2481F

01-

01
01
01
01
01
01
ot
01

ENTER VARIABLE 2
31.089

41eH087%

191.53
STD

54
Dty

COEFF

+3608F
*4001F
*47TAE
*2812E
2 33BLE
¢ 3295
#3456
*3315€
«2910E

01
01
01
01
01
01
1
01
01

F=RATID
VARSCONTR

«1511F
+1635E
«?2617F
+2558F
v 1179F
+9510€
174 TF
W3IOTAEF
o 7270

01
00
n1
ni
0y
00
oo
01
00

BETA CNEFF

=«1830F 00
25794F =01
+2599C 00
«2406F Q0

=,1497F 00
«1421F 00

=+ 67TIRF=01

=e3430F 00

=.1082F 00

—

5= AlLGYIW

SISATHNVE AIAgn

*02T

‘z/‘:?'? *day



STFP NUMBER 2 ENTER VARIABLE 4
STANDARD ERROR OF ESTIMATE= 304392
MUL TIPLE CORRELATIUN CQEFFICIENT = 04593
GONDNESS DF FIT1 35¢1642%

. CONSTANT TERM= 20841580

VAR COEFF 5TD DEy F=rATIO BETA COEFF
COEFF VARWCONTR

4 #8570F 01 *2176E 01 +4411F 01 «2445E 00

B8 =ea9339F 01 *2157C Ul «10874F 02 =«5040FE 00

(bl =N OL S73A371-1)

ST
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APPENDIX D

D.l1. Scattergram of residuals (MLRA III) - investigation for curvatures
D.2. MORA I - Results

D.3. MQRA II -~ Results

D.4. MQRA III - Results of both subsets

D.5. MQRA IV - Results
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GRAPH OF VARIABLE 1 VvSe RESIDUALS

X=AXIS BUOUNDS ARE?! 2:000000 10.000000 * X INCREMENT = 04101266

T=A¥IS BOUNDE ARE! =33.000000 35,000000 Y INCREMENT ® 34578947
NOs OF UBSERVATIONS = 52
.’- ]—-l
- = - [p%]
L w
1 1
]
]
' 1 1 1 1
] ' 2
i 1
t 2 1 1 |
' 1 1
' 1 3
t 1 1 3 1 1 "
1 1 =N
' H 3 1 1 2 ; AR
t 1 1 1 1 1 m {C|D
: i < | PH
1 . ? 22| 2im
' 2 1 clhiziz 1
] 2 PP N 3
] a Al g -
= H .
] 1 1 [l @) %
] 1 | Z U
-.--------.-.-----.---------------------.-.--.-.--..--...--..‘-‘--....---....-.- ;. O -— h
GRAPH OF VARIADLE 2 VSe RESIDUALS 3 S
»n
X=AX1S HOUNDS ARER 2.000000 11.000000 X INCPEMENT = 04113924 R o
Y=AXIS BOUNDS ARE! =33.000000 35,000000 Y INCREMENT = 34578947 g
NO, OF OBSERVATIONS = 52 o
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GRAPH OF VARIABLE 3 vSs RESINUALS ;
x=aXIS BOUNDS ARE? 0000000 114000000 - X INCREMENT = 0:139241
Y=axIS BOUNDS ARF! =33.000000 35.000000 Y INCREMENT = 3:5789a7 .
NO. OF OBSERVATIUNS = 52
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GRAPH OF VARIABLE 4 ¥S« RESIDUALS

¥=AX15 BOUMDS ARE? 0000000 10000000 X [NCREMENT = 04126582
Y=4xXIS BOUNDS ARE! =33.000000 35.000000 Y INCREMENT = 3457A947
NO, UF UBSERVATIUNS = 52
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GRAPH NF VARIABLE 5 VS« RESIDUALS

X=axI5 BOUNDS ARE? 1:000000 11.000000 . X INCREMENT m 0124582
Y=axIS BOUNDS ARE? =33.000000 354000000 Y INCHEMENT = 3.578947,
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GRAPH NF VARIABLE 6 VS5« RESIDUALS

-

X=aX1S EOUNDS ARE! 1000000 11.000000 X INCQEHENT - 0s126582
Y=AXIS BOUNDS ARE! =33.000000 35.000000 Y INCFREMENT = 34578947
MU, OF UBSERVATIUNS = 52
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GRAPH OF VARIABLE 7 VYS» RESIDUALS

X=AxIS EOURDS AREt 0000000 11.000000 . X IMCHEMENT = 04139241
Y*axIS s80UnNDS ARE'  =33.090000 35.000000 Y INCREMENT = J«578947
MUs OF OBSFHRVATIONS = 52 .
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GRAPH OF VARIABLE 8 vS« RESIDUALS

X=axX!S BOUNDS ARE! 0000000 10.000000 %X INCREMENT = 0.126542
Y=axIS BOUNDS ARE! =33.000000 35.000000 Y INCREMENY = 3578947

NO. OF UBSERVATIONS e 52
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GRAPH OF VARIABLE 9 vSs RESIDUALS

X=AXIS BOUNDS ARE?® 1000000 “11.000000 . X INCREMENT = 0:126582

vy=axISs 80unDS ARED =33.000000 35.000000 Y INCREMENT ® . 34578947

NOs OF UBSERVATIONS = 52 =
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GRAPK OF VARIABLE 10 v5« RESIDUALS

X*aX1S BOUNDS ARES 1000000 10000000 X INCREMENT = 0e¢113924

Y=aXIS5 BOUNDS ARE! =33.n00000 354000000 Y INCREMENT = 3578947

NOo OF GBSERVATICNS = 52
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GRAPH OF VARIABLE 11 v5« RESIDUALS

X=AXIS UOUNDS ARE? 0000000 11.000000 X INCREMENT = NDa13924a]
Y=AXIS BOUNDS ARE! *=33.+000000 35000000 " Y INCREMENT = 3457RO47
NOs OF UBSERVATIONS = 52 a
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GRAPH NF VARIABLE 12 vSs RESIDUALS

X=AXIS BOUNDS ARE? 0+000000 104000000 X INCREMENT = 0126582
Y=AXIS BOUNDS ARE? =33.000000 354000000 Y INCREMENT = 3.578947

NO, UF ORSERVATIONS = 52
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GRAPH OF VARIABLE 13 vSe« RESIDUALS
X INCREMENT = 04113924

X=AX1S BOUNDS ARE: 1.000000 10,000000

Y=aXIS pOUNDS ARE! =33.000000 354000000 Y JNCHLCMENT = . 3.457R94a7
NOy OF UBSERVATIONS = 52 .
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GRAPH OF VARIABLE 14 vSs RESIDUALS

X IMCHEMENT = 0et139248

X=AXIS EOUNDS ARE? 24000000 11.000000
Y INCPEMENT = 34578947

Y*axIS BOUNDS ARE! =33.000000 35,000000
0. OF UBSERVATIUNS = 52
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GRAPH OF VARIABLE 15 vyS. RESIDUALS

X=pXIS BOUNDS ARE? 04000000 10.000000 X INCREMENT = 0e1265682

Y=AX!S BOUNDS ARE! =33.000000 35.000000 Y INCRFMENT = 3a578947
NO, UF DESFRVATIUNS = 52 n
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GRAPH OF VARIABLE 16 vSes RESIDUALS

X=AX1S BOUNDS ARE! 12000000 11.000C00 X IMCPFMENT = 0:.126582
Y=AXIS BOUNDS ARE! =33.000000 35.,000000 Y INCREMEnT = 3.578947
N0, OF OBSERVATIONS = 52
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GRAPH OF VARIABLE 17 yS« RESIDUALS .

X"AXIS BOUNNS ARE?! 0.000000 924000000 X INCREMENT = 0:113924
Y=AXIS BCUMDS AREt =33.000000 35.000000 " Y INCREMENT = 3.,57R94T
NCs OF OBSERVATIONS = 52 -
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GRAPH 0OF VARIABLE 18 yS+ RESIDUALS

¥=AXIS BOUNDS ARE! 04000000 10.000000 X INCREMENT = 0.126582
Y=aAxIS BOUNDS ARE! =33.000000 35,000000 Y INCHEMENT = 3.578947
NO, UF OHSERVATIUNS = 52
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GRAFH OF VARIABLE 19 vSs RESIDUALS

X=AXIS BOUNDS AREN 2.000000 11,000000 =~ X INCREMENT m=.  0,11392a
Y=ax1S§ BOUNDS ARE! =33.000000 35,000000 Y INCREMENT = 3.578947 *

NC, OF UOBSERVATIONS = 52
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STFP NUMBER 27 ) ENTER VARIABLE 17
STANDARD ERKOR OF ESTIWATE= 19,705
MULTIPLE COHRELATIUN CDEFFICIENT = 04931
GONHNESS OF FITH BbetS0ax

CUNSTANT TEHH= =2319,8912

VAR CNEFF STD DEV F=RATIO BETA COEFF _\%g,
COFFF  VARWCANTR DEsca.:

1 «1B96F 02 . *36LSE 02 «2676F 00 «6RATE 00 a

2 #4370°F G2 +3B3HLC 07 «12A8F 01 42337E O c

3 e3140F (2 +3174F 02  W97R3F 00 1434E 01 L

4 W4436F 02 s4318E 02  105KF N1 20226 01 QL

5 «5672F 02 2712F 07 +3998F 01. «3212€ 01 43

6 ohB2NF 02 #3630 02 «1T6TF 01 «2604E 01} A=T

T w2247F 01 +2014F 01 «1245F 01  «9344F 0N [

B =41B8156 01 +1171E 01 +2403F 01 =+1043F 04 C:

9 =43I765F 0N  *1319E 01 +A189F=01 =«2444F 0O L,_

10 +1472F G1  +1513E 01 494710 00 «8500F 00 m.ﬁ

11 +ST16F 0N +1P233E 01 «1987F N0  «302/F OO &3,.
12 =+120BFE 01 +1403E 03 «B56RF 0O =«4R7/"E 00 a-T1

13 «7HLOE 0O 14900 01  «2770F 00 +3237F 0N AxC
14 =1215€ ©1  +1BQBE 01 +45130 00 =.4844F 00 Axl,
15 =eU4097E U1 26450 01  «2600F 01 =«1367F 01 AxQL
16 =e2705E 01 +2047E 01 +174AF 0] =«1192F N1 AxQ3
17 «1169€ 01 +24481F 01  «2220F 00 +E1nBE 00 A x AT
18 =+1333F 01 2150 01 «3447F 00 =e5524F 00 C*
19 =a1021F 61 *1999F 01 +5055F 00 =+S5704€ 00 cx G2
20 =+1011E 01 +160BE 01 +3949F DO =« 464HF 00 Lx Q3
21 =+7402E 0 *15%E3E O3 «P203F 00 =.2197E 00 Cx A-T
22 =e62BLF GO 16UTE O “.13RAF 00 =+2707E 00 : Lx G2
23 =+9735E GO +1343E 01 «5252F 00 =+3949E 00 Lx Q3
24 =+2060FE 01 +186OE 031 419927 01 =«9351E€ 00 Lx R-T
25 =v1604F 01 *1644E 01 «9524F 00 =+6144F 00 R2xQ3
26 =+2365F 01 *1B30E 01 «1669F 01 =«1070F 01 &2 x R=T
27 =.3185E N1 *1497F 01 +4524F 01 =«1310E 01} QA3 x A-T

“EET
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T Hyvu 2o shinesay




STFP NUMBER 7 DELETE VARIARLE 18
STANDARD ERROR OF ESTIMATE= 18679

MULTIPLE CORRELATIUN COEFFICIENT = 0.B878

GONDNFSS OF FIT: 77400792

. CORSTANT TERM= 118.,2549

VAR COEFF STh NEv F=RATIN BETA COEFF

CNEFF  VARWCONTR

5 «1575€ 02 *4337E 01 41319 02 +9333E 00
0 «1189F 01 *2951E 00 «1623F 02 «6B65F 00
3 #5€93F 00 *1791E 00 «1010F 02 23506 00
4 =41135€ 01 *1758E 00 «4169F 02 =+5152¢ 00
5 =21474F 01 +6534E 0N «5089F N1 =«S685E 00

AR.

er
RAC
LxR-T
a1 =Q3

T HYOHW 0 sT7053Y
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STEP NUMBER

STANDARD
MULTIPLE
GONDNESS
. CONSTANT

VAR

ME~NOND W N

9

COEFF

=11666E
=39829¢
W6605E
W2TTUE
+3320E
1173E
s 1802€
=12649E
=s1233E

02
01
01
01
00
01
01
01
00

179449
$TD

co
*2873E
*2030E
*2834E
*2181E
*1066E
*1613E
*177TE
*2387E
*1699€

ENTER VARIABLE 9

ERROR OF ESTIMATE=
CORRELATIUN COEFFICIENT = 0s552
OF FITt 3Y.8201%
TERM™

98

DEv

EFF
0?2
02
02
01
01
01
01
01
01

34,007

F=RATIO
VARSCONTR
03364E 00
02345 00
+7362€"01

s1618F 01-

19695F£=01
15287E 00
«1028F 01
«1232€ 01
15264E=02

BETA COEFF

=16052E
=15306E
+3011E
o 1154E
+1948E
W67TIE
W TAKDE
=s8B39E

00
00
00
01
00
00
00
00

=44948E=01

TY~ 349!

234N

gd-4d4d 91 t L3SE0S
HYdOH =20 sxIne3y

=

N
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STEP MUMBER 9 ENTER VARIABLE 3
STANDARD ERROR OF ESTIMATE= 24,577
MULTIPLE CORRELATIUN COEFFICIENT = 04798
GOGDNESS OF FITE 6346594%

_CONSTANT TERM= 21743154

VAR COEFF STD DEV F=RATIO BETA COEFF

COEFF  VARLCONTR DESCR.:
1 o7748C 0) +1497E 02 +2678E 00 +4032E 00 L
2 =46948E 01 «14a2BE 02 4230af 00 =44116E 00 03
3 =42409E 01 +1336E 02 +324BE=01 =+1300E 00 n-T
4 =48716E 00 *8710E 00 «1001F 01 =:15655F 00 Lr
5 21022E 01 +B64TE 00 1392 01 «6BASE 00 a2
6 +3536F 00 +933BE 00 e1438E 0G +1373E 00 q-1%
7 «3343E 00 +9105E 00 +1348E 00 1356E 00 LxQ3
8 =:1125BE 01 *HSHSE 00 #2147E 01 =¢5709E 00 L»RA-T
9 =.3316E 00 *9201E 00 +1298E 00 =+1363E 00 G3nA-T

™
s

"9ET

1153805

-

" q 'ddty

lwgaL~-4
O -4 91

=34 9
HISH 40 sians3y

1
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NSTEP NUMBER!A
STANDARD ERROR OF ESTIMATEm 20.818
MULTIPLE CORRELATIUN COEFFICIENT = 0.878
GONDNESS OF FITH 77.0299%

CONSTANT TERM= =145,9194

VARIABLE COEFF STD DEV
COEFF
1 ALAXIA=PROTENSIONC(TRUSTING/SP) +2659E 02 #2585 02
2 GROUP ADHERENI®SELF=SUFFICIENT «1666F 02 #2464 02
3 SELF CONCEPT LONTROL s4140F 02 #2197 02
L] TRAIT=ANXIETY (STAI) «3158F 02 41980F 02
5 SOUARE 'ALAXIA =:1543F 01 49624 00
6 SOUARE!GROUP ADHERENCE +1064F 01 #1239 01
7 SOUARE!SELF CUNCEPT CONTROL « «3T96E=01 48226E 00
) SQUARFITRAIT ANXIETY *u5944F 00 #B796F 00
9 CHPtALAXIA X YROUP ADHe +1811E 00 #1335f 01
10 CRPIALAXIA X SELF CONC/C =.{108F 01 1131f 01
11 CRPYALAXIA X ASTRAIT =s1544F 01 «9116F 00
12 CRPIGROUP ADH®* X SELF CONC/C =42651FE 01 1285 01
13 CRPIGROUP ADHe* X A™TRAIT =41994F 01 +1235¢ 01
14 CRPISELF CONC/C X A®TRAIT =.2185F 01 #1136f 0}

FeRATIO BETA

VARSCONTR
21057 01
W4%69E 00
+3551E 01
12545E 01
+2569E 01
«73T2E 00
12130E=02
14567E 00
«1840E=01
+9604E 00
+2B69E 01
«4261E 01
$2606E 01
23T00E 01

ENTER VARTABLE 7 SQUAREISELF CONCEPT CONTROL

COEFF

e1384E 0}
s 7594E 00
«2453E 01
+1704E 01
“«1001E 01}
16141E 00
+2502E=01
“43150€ 00
+7TBTE=O1
=1 4495E 00
®+7008E 0O
“+1016E 01
=18598E 00
*:18984E 00

SUAIUNMY LINI0S
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NSTEP NUMBER 2 ENTER VARTABLE 12 CRPIGROUP ADHs X SELF CONC/C
STANDARD ERROR OF ESTIMATEm 22,344 .

MULTIPLE CORRELATION COEFFICIENT = 04806

GONDNESS OF F1TI 6469562%

CUNSTANT TERM= 198.9462
VARIABLE COEFF $TD DEV FeRATIO BETA COEFF
COEFF VAReCONTR
11 CRPIALAXIA X ASTRAIT “+13480F 01 #2025 00 243B0E 02 =+6082E 00

12 CRPIGROUP ADHes X SELF CONC/C 28928E 00 4+2399E 00 4+1385E 02 43220E 00

Lxh-T
Rz xQ3

g g
A BYDH 30 skinsag
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APPENDIX E

E.l. FORTRAN - program used for MLRA's
E.2. FORTRAN - program used for MQRA's

E.3. FORTRAN - program used for RSA's



" BURR

. 8 SET
FILE
FILE
FILE
¢

¢
c
c

¢
c-.-l

C

100
954

958
953

(Enam

c-—n-

200

(=en=
c--.-

(Pan=

958

c----

Caga=
300

20

[z N3

DUGHS B=5T700 FORTRAN COMPILATION (MARK XVIs0,05)e FRIDAYs 19/11/76»
MLINEAR/PSPHANS
EREEEERAERESRES

TAPE LISTP )
2 ® INPUT »UNIT = READER 00000000
3= QUTPUT PUNIT = PRINTER 00001000
1L INEAR/REGHESS» UNIT=DISK, RANDOM» ARFA=1001, RECORD=30 00002000
00003000
sRassssssasssosssesessascnSasassanaaaen® OOOOQOOO
MULTIPLE LINEAR REGRESSION = INPUT PHASE 00005000
asssapescscssaospseEsaseEeeNaNsesTsacauNaABOE 00006000
START OF SEGMENT
COMMON I1s R1€30,30), R2(30)s RI(3I0):s RA 00007000
COMMON NPLOT : 00007100
DIMENSION X'30)s NAMEC(10) 00004000
00009000
READ "NUMBDER OF 0BSERVATIONS™» “NUMBER OF VARIABLES®™s AND 00010000
"NAME 0! PROJECT™, ; . g 00011000
READ (2,100) NOBSs NVARs NAME . 00012000
FORMAT ( 2I4* 2X» 10A6 ) © 00013000
WRITE(3+9513) . 00014000

WRITE (3:958)

WRITE(3,954)

FORMAT (X "UBS NO"s"PF/AMIXs"PF/B s i1 Xo"PF/C o1 X "PF/E" o1 X0 "PF/F"
S X "PE/GYs LRI MPE/HY s X" PF /LM e 1 X "PF/L o I Xs "PF/M s 1 Xs "PF/N"s IX0"PF/
SF/0Ma1Xs"P/QLA M0 IXsMPFQ2" e 1 X P/Q3™ 0 1Xe"P/0AM s I Xs "STATE® s "TRAIT 81X
ST INT e s IXs "AGE " 2Xs "EXPa" s 1Xs"SCORE"™)

FORMAT (10X*"ORIGINAL DATA MATRIX™s/)

FORMAT(10X»""ERSONALITY CORRELATES TO PERFORMANCE UNDER STRESS™#10

aXs"H PyLEHMANNT 3 2/)

DO 20 J=1s HUBS 00015000
READ THE DEPENDANT AND INDEPENDANT VARIABLES (DEPENDANT LAST) 00014000
READ (25200) € X(K)» KmisNVAR) 00017000
THE FOLLUWING FORMAT MAY BE CHANGED TO SUIT YOUR REQUIREMENTS 000148000
00019000
FORMAT (22F3.:0) 00020000
. 00021000
D0 10 K=ls NVAR PERFORM ANY TRANSFORMATIQONS OF DATA HERE» 00022000
x(K) = &L0G( X(K) ) EeGe A NAPERIAN LDGARITHM» AS SHOHWN? 00023000
X(K) = x(K)*alK) OR SQUARE» ETCe OR NONE. 00024000
WRITE (3,955) Ja(X(K)sK=1sNVAR) : 00025000
FORMAT(I10s 22F540)
KRITE (17J) X 00026000
NOW CALL THE SUBROUTINE THAT DOES ALL THE LINEAR REGRESSING 00027000
CALL REGR1 00028000

READ THE "F VALUES™ FDR VARIABLES (1) TO ENTER» & (2) TO LEAVE 00029000
THE REGRESSIUN EQUATION® AND AN OPTION TO PRINT THE RESIDUALSe 00030000
READ (24300stND=50)FIN»FOUTIRESsNPLOT 00031000
FURMAT(2F10e22212) : 00032000
CALL REGR2 ( FINs FOUT» IRES ) 00033000
sTop 00034000
CALL REGR2 € 040+ 0s0r 1 ) 00035000
STOP 00034000
END 00037000

00038000

00039000

SEGMENT

St 41 DV A= A A A DD A= =440 444 =4V D DD ODV DDV A= 44Dt 44119 =4D

17146 He

0000
0000
0000
0000
0000
0000
0000
0000
[ TR R RS
0000
0000
0000
0000
0000
0000
0000
0015
0015
0018
0022

0025 .

0026
0026
0026
0026
0026
0026
0026
0026
0031
0045
0045
0049
0049
0049
0049
0049
0049
0068
0068
0069
0079
0079
oor?
007y
0097
0098
0099
0101
0102
0104
0104
0104
1 18

11} t‘

PATCH

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH

PATCH

PATCH

PATCH

PATCH
PATCH

115 LONG

UNIVERSITY DF NATAL

3R] JOox a3sa
Woy90Td MBALI0L

OvT

o N
Lo P,

13 "add
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SUBROUTINE RLGRY

" Ce=ma MULTIPLE LINEAR REGRESSION = PHASE 1
COMMON NVAR? R{30+30)» XBARC3IOD)» SIGMA(30)» DBS
OIMENSION X(30)s HAME(10)

READ (1%"0) NUBS» NVARs NAME
OBS=nO0BS

DU 2 JujsNVAN

XBAR(J)u0

DO 2 K=]1.NVAR

REJpKDI=0a

D0 3 I=1sNOBS

READ (1"]) X

60 4 J=1sNVAR
AUAR(J)aXHBARCJIYeX(J)

DU 4 K=1,J
RUJosKIERTJPK)EXCJIIRNCK)
R{K»J)eR(JsK)

CONTINUE

DO 5 JzlsNVAR
SIGHMACLJ)I=SORI(R(JsJ)=XBARCJ)eXBAR(J) /OBS)
DO 6 J=ysNVAR

~

W B

v

DO 6 kalsy
RCJait)a (R(JoK)aXBARCJ)#XBARCK)/0BS)/(STIAMACJ)@STGMALK) Y
6 RIKsJ)aR(JsK) ¥ .

CENaSQGRT(0BS*14)
DO 7 J=g,.NVAR
XBAR(J)=XBARLJ)/0BS
T SIGMA(J)=SIGMA(J)Y/DEN
HRTITE(32200)HAME
200 FORAMAT ( 11X» 10A6 /7 )
WRITE(3,201)
201 FORMAT(1HO" VAR MEAN  STD DEV"/)
WHITEC3»202)CJpXBARCJ)»SIGHMACU) pJu1pNYVAR)
202 FORMAT(1Xe1442F10e2)
WRITE(34203)
203 FORMATC(1HO»1UXs"SIMPLE CORRELATION CO=EFFICIENTS™)
DO 10 JslsHVAR
10 WRITE(35208)CJakKsR(JsK)s Kl sNVAR)
204 FUORMAT(6(214°FB,aa0aX))

c CALL LINK(REGR2)
RETURN
END

¢

¢

¢

c

¢

¢

¢

sfpnessassgssasaseNSopuascsaben YTy - s anw LT L LT LT DL L L L e L R P R T P T YL LT LT Y P P L P Y YL P Y T Y

START OF SEGMENT
00040000
00041000
00042000
00043000
00043000
00045000
00044000
06047000
00048000
00049000
00050000
00051000
00052000
00053060
00054000
00055000
00056000
00057000
6005A000
00059000
00060600
00061000
00062000
00063000
00064000
00065000
00064000
00067000
00068000
00069000
00070000
oooTi1000
00072000
00073000
00074C00
00075000
00076000
0o0077000
00078000
00079000
00080000
000E1000
00082000
00083000
00084000
00005%000
00084000
00087000
00058000
00085000

SEGMENT

[T XA R 2222 |
0000
0000
0000
0000
0000
0000
0017
0018
0024
00264
0033
0036
0042
005%
0061
0065
0070
oors
0034
0088
0091}
0098
01058
o311
0122
ci27
0129
0135
0139
0142
0156
0156
0160
0160
0183
0183
0187
0187
0194
0217
0217
0217
0220
0220
0229
0220
0220
G220
0220
0220

e T e T e B B B I R B I B e e o o e e e e e e B B I B R e e B B R e I e B e e o
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Conn

[z X X3/

190

110

o0

200
3000

205

oo

210
220
230

240

250
260
300

400

a0

SUBROUTINE REGR2 ( FINs FOUT» IRES )
MULTIPLE LINLAR REGRESSION = PHASE 2
COMMON NVAR? RIJ(30,30)s XBAR(30)» SIGMA(30)s 0BS

CUMMON NPLUT
DIMENSION SIGB(30)s B(I0)»
DIMENSION RPLOT(1000)

NINDVENVAR®™]
NOAS=0BS

START DF SEGMENT

10(30)» DATA(30)

PHASE 2+ PERFORM STEPWISE CALCULATIONS AND PRINT RESULTS.

DIHENSIONS
INITIALIZE

DO 190 [=1sNVAR
S1G3(1)=0.0
B(I)=040

NENT=0
CFasnNpS=1.40
NSTEPm=]

TRANSFORM SIGHA VECTOR FROM STANDARD DEVIATIONS TO SQUARE

RUDTS OF SUM® OF SQUARESe
D0 310 Is=1sNVAR

SIGMACI)=SIGMACTI)*SQRT(0BS=140)

BEGIN STEP NUHBER NSTEP.
NSTEP=NSTEP+!

KRITE (3»300v)
FORMAT(™1"™)

STDEF-SGRTCRIJ(NVAR’NVAR)/DF) e STGMACNVAR)

DFeDF=140
1F(DFI1010,1010,209
VHIN=040

VHAXaD 0 .
kIN=0

FInD MINIMUM VARIANCE cunTnlBuT!on OF VARIABLES IN REGRESSION
EQUATIONs FIND MAXIMUM VARIANCE CONTRIBUTION OF VARIABLES

HOT IN REGRESSION EQUATIONS

DD 300 I=1sNINDV

1F(RIJ(I»1)=+001)300»300+210

vi=plJd(l» NVAN)'R]J(NVARA!JIRIJ([ 1)

TF(VvI)240,3009220
TF(VI=VMAX)IL0,3004230
YHAX=2VI

NMAXa]

6C TO 300

HIN=nIR+1

ID{NIN) &I

CcOMPUTE REGRESSION COEFFICIENT AND ITS STANDARD DEVIATIONe
RCHIN)=RIJCI2HVAR) *SIGMACNVAR)/SIGMACT)
SIGB(NIN)2STUEE=SQRT(RIJCIAI))IZSIGMACT)

IFCVMIN)250026041000
1FIVYT*YMIN)I3VD0,3000260
VhIN=V]

HMIHa]

CUNTINUE
[FCHIN)10002460»400
COMPUTE COWSTANT TERMW
ASUBO=XJAR(NVAR)

DO 410 I®1sNIN

JrID(I)
BSUHOrBSURO=BCI)Y«XRAR(J)
IFCNENT) 100024800420
QUTPUT FOR VARTABLE ADDED

00090000
00091000
00092000
00092100
00053000
00093100
000Y3000
00095000
00096000
000%7000
00098000
00099000
00100000
00101000
00102000
00103000
00104000
00105000
00106000
00107000
00108000
00109000
00110000
001110600
00112000
00112100

00113000
00114000
00115000
00116000
00117000
00118000
060119000
00120000
00121000
00122000
00123000
00124000
00125000
00124000
00127000
00120000
00129000
00130000
00131000
00132000
00133000
00134000
001135000
00136000
00137000
00138000
00139000
00140000
00141000
00142000
00143000
00144000
00145000
00146000
00147000

atadnadadd

e e e B e T e B e B e B T e B R R I R e - I - I e R e R e B e e e e R e & - . R e e

0000
0000

0000.

0000
0000
ooco
0000
0000
0001
0001
0001
0001
0003
0009
0012
0014
0015
0018
0018
0018
0019
o027
0032
0032
0034

00135 .

0038
0039
0044
0047
0050
0050
0051
0051
0051
0051
0052
0057
0065
oor2
007s
ooat
0081
0082
0084
6085
0086
00R87
0093
0099
0194
oi1a?
0107
0109
0109
0109
0115
0116
0122
0125
0128
0129

PATCH
PATCH

PATCH
PATCH
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420 WRITEC3,STINSTEPsK 00148000

T 013a

57 FORMAT(™OSTEP NUMBER "»12s10Xs"ENTER VARIABLE "»12) 00149000 T 0146

425 WRITE(3»58)STDEE 00150000 T 0146
58 FORMAT(™ STANDARD ERROR OF ESTIMATE="»F11.:3) 00151000 T 0156

SEGMENT 4 1S 128 LONG

ReSCRT(1.0"RIJI(NVARsNVAR)) 00152000 T 0156

WHRITE(3,59)R - 00153000 T 0161

59 FORMAT("™ MULTIPLE CORRELATION COEFFICIENT w®sF8,3) 00154000 T 0172

I0FN=0RS=LF=200 00155Cc00 T 0172

JUFDuDF+1,0 00156000 T 0176

(fearmcncncnncccnre couennnanccaesonae eeeeseecncesaeacancnssnsansneassas (()]157000 R 0176 PATCH

¢ EXPRESS GOODNESS OF FIT AS PERCENTAGE=FIT» GIVING THE RATIO OF R 0176 PATCH

€ SUMS OF SQUAKES pUE TO REGRESSION VERSUS THE TOTAL SuM OF SQUARES R 0176  PATCH

(Peascnsscncsnnenntrcnnannannacnsacascnscansanananssncnansannnnansansss 0(153000 R 0174 PATCH
FITe (Res2)2100 R 0180 PATCH
WRITE (3s66) FIT 00159000 R 0182 PATCH

66 FCRMAT (1X»"GUODNESS OF FITI™,FB,4"%") 00160000 R 0191 PATCH
wkITEC3»60)B5URD 00161000 T 0192 -

60 FORMAT("™ CONSTANT TERMa"sF12.:4) 00162000 T 0202
WRITE(3261) 00163000 T 0202
61 FORMAT (3Xs"VARMsSXs"COEFF®s5Xe"STD DEV"sAXs™"F=RATIO™ i Xo"BETA COE00164000 R 0205 PATCH
Sy : R 0206& PATCH
WHITE(3:62) : 00165000 T 0206

62 FOAMAT (23Xs"COEFF™s2Xs"VARGCONTR™) ‘ 00166000 R 0209 PATCH
0C 830 Is1sNIN i 00167000 T 0210
JelD(1) 00168000 T 02158
T=8(1)/51GB(1) 00169000 T 0217 .

c-‘.-----.-.u.-.-------.----..-.--.---.-- - ™ T T LT L LI TILTY 00169050 R 0218 PA[CH

c INSTEAD OF USING THE RAW T=vALUE USE T T=S0Us AS F=RATIO FOR THE (0169100 R 0218 PATCH

¢ SIGNIFICANCE OF THE CONTRIBUTION OF VARIABLES TO THE OVERALL FIT . R 0218 PATCH

c----..--.-.-----.----.-.----.---.-------..-.-.-----...---....-.----.- R 0218 PATCH
TeTea2 R 0220 PATCH

830 WRITE(3»63)I0CI)IaBCI)»STIGBLI)sTPRIJOJINVAR) 00170000 1 0222

63 FORMAT (3X»1328E1144) 00171000 R 0245 PATCH

¢ COMPUTE F LEVEL FOR MINIMUM VARIANCE CONTRIBUTION VARIABLE 00172000 T 02a%

{ - I REGRESSION EQUATION. 00173000 T 0245
FLEVL=VMIN*DF /ZRIJ(NVARSNVAR) 001740006 T 0245
1F(FOUT+FLEVL)GA004604450 00175000 T 0249

c INJTIALIZE FUR REMOVAL OF VARIAALE K FROM EQUATIONe 00176000 T 0249

450 K=HMIN 00177000 T 0252
NENT=0 C 00178000 T 0252
DFaDF+240 00179000 T 0253
G TO 500 00180000 T 0256

c CUMPUTE F LEVEL FOR MAXIMUM VARIANCE CONTRIBUTION VARIABLE 00181000 T 0258

c NOT IN EQUATION 00182¢00 T 0256

460 FLEVLaVMAX*DF/(RIJCNVARSNVAR)=VMAX) ' 00183000 T 0258
IFCFLEYL=FIN)600s600+470 00184000 T 0262

c INITIALIZE FUR ENTRY OF VARIABLE K INTO EQUATION® 00185000 T 0263

870 KuNMAX 00184000 T 0266
NENT =K 00187000 T 0266
G0 TD 500 00188000 T 0247

¢ QUTPUT FOR VARIABLE DELETED 00189000 T 0267

480 WHITEC(3+68INSTERSK 00170000 T 0269

64 FURMAT(MOSTEF NUMHER "»I2s10X»"DELETE VARIABLE "™»12) 00131000 T 0281
GG To a25 " 001592000 T 0281

¢ 00193000 1 0281

¢ HPDATE HATRIX ’ 0G194000 T 0281

800 STOEE=1,0/R1JUK,K) 00195000 T 0282
CO 540 [21aNVAR 00196000 T 0286
1F(I=K)51005405510 00197000 T 0293

510 DU 530 JE1»NVAR 00196000 T 0297
IF(J=K)52045304520 00199000 T 0303

esf ool T =T 10ls NeRT ILTaK) 2T J(Kad)*STDEE ) 00200000 T 0307

. GEFL..
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530

CONTINUVE

00201000
540 CONTINUE 00202000
DO 560 JE=isNVAR 00203000
1F(JU=K15502560+550 00204000
550 RIJ(KsJ)®RIJ(K,J)«STDEE 00205000
560 CONTINUE 00206000
DD SH0 I=1sNVAR 00207000
1F(1=K)5702500s570 00208000
870 RIJ(IsK)==RIJCI»KI*STDEE 00209000
580 CONTINUE 00210000
RIJ(K»K)=STDLE 00211000
60 T0 200 00212000
c 00213000
600 1FCIRES)A10s0408610 00213000
c PRINT RESIDUALS 00215000
610 JFA=? 00216000
WRITE(3s67) 00217000
67 FORMAT(™O O0BS ACTUAL ESTIMATE RESIDUAL™) 00218000
N0 630 Ke),NOBS 00219000
READ C(1™K) C(UATACL)s ImlaNVAR) ) 00220000
EST=HSUARD 00221000
D0 620 I=1sNIN . 00222000
Jelo(l) 00223000
620 ESTeESTeB(1)*DATACY) 00225000
RESID=DATA(NVAR)=EST 00225000
RFLOT (K)=RESID 00225100
PHITE(3,68)KsDATACNVAR) SESTRESID 00224000
66 FORMAT(™ Mrl4r3F1242) 00227000
630 CUNTINUE 00228000
IF (NPLOT4EQel) CALL PLOTC(RPLOT»NVAR2NOBS) 00228100
Coa= MORMAL END UF PROGRAM 00229000
640 STOP 00230000
1000 CALL ERRORC1) ' 00231000
1010 CALL EKROR(2) 00232000
1020 CALL ERROR(3) 00233000
END 00234000
% SEGMENT
]

SSganenaesasressanadiessoatlaonseaascsabataann® aa a asa
START OF SEGMENT
SUBROUTINE EKRORC I ) 00235000
60 TO (10s 20s 30)» 1 00236000
10 WRITE (3,100) 00237000
100 FORMAT ("OERRORsss NINs NENT® VMIN® NCONS» OR NTRAN IS NEGATIVE. 00238000
*CHECK FOR ERrOR OM PARAMETER CARDS"™ ) 00239000
sToP 00240000
20 HWRITE (3,200) 00241000
200 FORMAT ("OERnDRsass DEGREES OF FREEDOM = 0Os EITHER ADD MORE QOBSERV00242000
«ATIONS DR DELETE ONE OR MORE INDEPENDANT VARIABLE«™ / ™ SAMPLE 51200243000
*f MUST EXCEEU NUMBER OF INDEPENDANT VARIABLES BY AT LEAST 2." ) 00244000
STOP 00245000
30 MWKITE (33000 002446000
300 FORMAT ("OERAGRewss F LEVEL FOR INCOMING VARIABLE IS LESS THAN F LE00247000
#*VEL FOR OUTGUING VARIABLEW"™ ) 00248000

SEGMENT

sTop 00249000
FND 00250000

e e e e b I B T - - I e R e e R e B e e I B I I I

3

ttphdatadd

— - e e b e B e B e e o e e B |
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0o3{?
0318
0318
0324
0328
0333
0333
0339
0343
0349
0349
0352
0352
0353
0353
0356
0356
0361
0361
0366
0384
0385
03%0
0393
0398
0399

0400 -

0418
0418
0418
0422
0423
042%
0426
0427
0427
1s

0000
0000
0007
0011
o0ott
0011
0013
0017
oo1?
oo17
ooL?
0019
0023
0023
IS

0023
0024

PATCH

PATCH

433 LONG

5

119 LONG

AN

’
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S P E— " ko e " 1 i -

SEGMENT 5 IS 30 LONG

’

otsscnsenoNsesoeaser " SnsacesacdraaRoan® - - I T I P Y L T L Y PP Y LR YT Y Y Yy - - -
v
SUBROUTINE PLOT(Y»NVARsNOBS) 00300000 R 0029 PATCH
) : START OF SEGMENT etssnncane 7 -
DIMENSION YUNDBS)»X(1000)sDUMMYCI0)»GRAPH(S02100) R 0000 PATCH
NX=B( R 0000 PATCH
- NY=20 0000 PATCH v 1
geem==CAl CULATE THE MAXIMUM AND MINIMUM OF DRDINATE Y 0000 PATCH
CALL MAXMINCY NDBS»YMAX»YMIN) 0001 PATCH
. TFACTa(YHAX=YMIN)Z(NY=1) 0003  PATCH -

(=====ONE LOOP FOR EACH GHAPH
DU 500 JE1sNVAR
= wWRITEC3,3000)
3000 FOHMAT(™1™)
‘ C=====giaAD IN VARIABLE J
4 * DO 50 I=1.NOHS
FEAD (1"I)C(DUMMY(L)»sLmlsNVAR)
x(1)=DUMMYCJ) , :
s 50 CUNYINUE v : R
Cees===pyly FIND THE MAIMUM AND MINIMUM QF X
CALL HAXMINCAPNOBS»XMAX2XMIN)

0005 PATCH
0006 PATCH - .
0011 PATCH -
0048 PATCH

0016 PATCH

0016 PATCH o
0021 PATCH . .

0039 PATCH .
0041 PATCH ~
0042 PATCH
0042° PATCH

= XFACTu(XMAX=XMIN)Z(NX=1) 0044 PATCH =
C=a== INITIALISE GIAPH 0046 PATCH f;
DO 40 I=1aNxtl “ 00ar7 PATCH .
> DO 40 Km) NYel 0053 PATCH -t
a0 GRAPH (K#l)=u 0060 PATCH "
C(==== pLOT POINTS 0045 PATCH ~
& p0 100 I=1,N0BS 0067 PATCH o
NXPOS=IFIXCOXCI)=XMIN)/XFACT*0s5) ¢} oor2 PATCH
. ’ NYPOS=IFIXCOYCI)=YMINY/YFACT+0e5)¢1 oors PATCH : -
- - GRAFH(NYPDS»MXPOS)=GRAPHINYPOS»NXPOS) 1 3 0084 PATCH : -

0094 PATCH

00%% PATCH ; ’ -
0095  PATCH w
0100 PATCH

0105 PATCH

0105 PATCH ~
0110 PATCH g

0115  PATCH <
0116  PATCH : ~
0116 PATCH

0122 PATCH

100 CONTINUE
¢ === pyT I[N X AND Y AXES
* DO 60 I=1,NY
GRAPH(TI»1)m13
80 CONTINUE
- DD 70 I=1sNX
GRAPH(121)m4n
TO CONTINUE
~* C==== NOW PRINT THE GRAPH
DD 120 TI=lahYs)
o0 120 JJ = 1 aNXel

o IFCGRAPHCIT2JJ)0EQeOIGRAPH(TIPJJ)mAB 0129  PATCH . ;e
120  CONTINUE 0140  PATCH
DU 200 I=1sNT#Y 0142  PATCH - .
* 11aNy=1+2 0148  PATCH -

WRITE(3»1Y00)(GRAPH(II s K)sKmloNXel) 0150 PATCH

DDV XTIV DDV DDADDIIDIIDIDITIIDIDTIDDIDDDNIIIDIIPIIIDIIIDINITDD

1000 FORMAT(1Xs13uC1) 0172 PATCH m
# 200 CONTINUE 0173 PATCH e
C==== pRINT OUT GRAPH DATA 0173 PATCH \;‘
3 HRITEC3220002 s XMINP XMAX#XFACT#YHINAYMAX2 YFACTNOBS 0173 PATCH PN
o 2000 FORHAT(™ GRA”H OF VARIABLE®™sI14s»" yS« RESIDUALS "// 0197 PATCH ~
wM X=pAX]S BOUNDS AREI™aF124693XsF12660" X INCREMENY =®sF12.6/ 0198 PATCH
o an Y=AX[S BOUDS AREI™sF126603XeF1206," Y INCREMENT m®eF12.6/ 0198 PATCH
L =7 NOs OF OUSLRVATIODNS = "s1a) 0198  PATCH ~
500 CONTINUE 0198 PATCH
ab Titen niaa PLTP W




-

H

" END

PATCH

R
SEQMENT 7 IS 221 LONG

100

SUBROUTINE MAXMIN (AeNsRMAXsRMIN)

DIMENSION A(N}
RMAXe=1E40
RMINSIERD

DO 100 J=isN

* IF(ACJ) o GT «RMAX)IRMAXaALY)

IFCACI) o LToRMINIRMIN=ACY)
CONTINUE

RMAX = TFIX(HMAX41)

RMIN & JFIX(HHIN=1)
RETURN

END

00500000 R 0220

]

NUMBER OF CARDS = 3483
COMPILATION TIME & 17 SECS)

PATCH
STARY OF SEGMENT ssateansns 8
R 0000 PATCH
R 0000 PATCH
R 0002 PATCH
R 0009 PATCH
R 0010 PATCH
R 001§ PATCH
R 0020 PATCH
R 0021 PATCH
R 0023 PATCH
R 0025 PATCH
E R 0028 PATCH
SBEGMENT 8 IS 39 LONG
- (-} [ ] ‘-----..----.....--.---.--..-.-.--....-
99999999 R 0038  PATCH
SEGMENT 9 18 53 LONG
SEGMENT 10 IS 29 LONG
SEGMENT 11 15 138 LONG
STARY OF SEGHMENT enaseneeen 12
SEGMENT 12 IS 16 LONG
CORE MEMDORY ALLOCATION = 804& WORDS»
ELAPSED TIME e 535 SECS
\
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BURROUGHS B=5700 FORTRAN COMPILATIDN (MARK XVIe0405)s THURSDAY» 097127765

MLIMEAR/PSPHANS

$ SET TAPE LISTP

FILE 2 = INPUT sUNIT = READER 00004000
FILE 3 = QUTPUT sUNIT = PRINTER - 00001000
FILE 1=LINEAR/RLGRESS» UNIT=NISK, RANDOM, AREA*1001, RECORD®=30 00002900
& onocl3000
c L e T L L T T Y T L P R L R P L L T 0000“0”0
c MULTIPLE LINtAR REGRESSINN = INPUT PHASFE noousoon
c T L A T T T L L L L P T T P T L T L T 000CALODN
START OF SEGuENT
COMMON T1» H1C30.30)s RP(30)s RI(30)s RA 006C7u00
coMMON  NPLOT 000L7100
NIMENSTUN £C0UL30)sNAMECID) » SQUVNC(10) Co0ua000
READ (2+100) HDBS» NVAR» NSOQU ) anol w0
100 FORMAT (315) 00012000
READ (2+,150) NAME * . 00011000
150° FORMAT (:046) . 00012000
READ (2,200) (SOUVN(II-I'I:NSOU’ 000173000
200 FORMAT (617%) 60013100
WHITE(34953)
953 FURMAT(10X="FERSONALITY CORRELATES TO Ptnronunuct uqun s?nEss‘-!o :
SX e "H P LEHHALN™ 2/
WRITE (3,958)
958 FORMAT (10X*"ORIGINAL DATA HATRIx'oi)
WEITF(3,954)
954 FORMAY (3Xs"UBS,ND«™» "PF/A“lx-"PFfﬂ"-I!n"PFIC'-IX-"PFIE'nIKo'PFIF"
I X P /GT 1 X e P/ H X "PF /T e IXa "PF/LT 01X s "PF/M™ s 1Xs "PF/N"s I X2 "PF/
'F/n"-1x."P/ul"-1xr"Pra2"-lx."Pfca"»lx-"Pion"-1x-"9TATE"-"TPAlT"-1x
sTINT " 1Y "AGE™ s 2Xs"EXP 4™ s 1 Xs"SCAPE™)
DO 10 K=1,HN0BS 00014000
PEAD (2:290) (X(K,»J)sJ=1sNVAR) 00015000
250 FOKMAT (19F34026Xs1F340) 00016000
WRITE (3»955) Ks(X(haJ)sJ=lsMVAR)
955 FORMAT (I10s19F5.0»10Xs1F540)
DEPVAK = 2(KsNVAR) 00CL7000
I=1 00018000
D0 20 J = ls NVAR 0001%po0
IF ( JeNESQUVN(I)) GO Tn 20 00020000
X(hel) = xX(K»J) 00021000
X{Kol*ySqu) = x(KsJ) «*2 . 00022600
I=Tel
20 CONTINUE 00023000
J = 2*N50U 0c0zZ4u00
DO 30 May,ySoU =1 noo25000
UN 4V N = He1sNSOU 00026000
J =g e
X (KeJd) = X(KsM) * X(KsN)
20 CouTlInnE
30 cotrINUE
X(KeJ+1) = DEPVAR
10 CONTINUE
MYAR = ) + |
HRITE (170) HURSsNVAR2NAME
‘ no a% J = 1.:URS
45 HRITE (1™J) (X(Jsl)rI=1sNVAR) .
¢c==== NOW CALL THE SuUBRUOUTINE THAT NOES ALL THE [ INEAR REGRESSING 00027000

CALL REGHI] WSV V)

Czaze wbAn THE "8 YALUES"™ FOR VARTARLES (1) Tn ENTFRe 8 (2) TN |CAVE 0ppzZouen

[N

DIV ITRIDAIDIVDNTITIIXIIDIDDINDIDDITIDDTIDN DIDT—A 8 = A== 4D

o T e B =

18127 he

0000
0000
0000

- 00Nn0
0000
0C00
0000
0000

tatastbaw |
anoo
0060 PATCH
02450 PATCH
0000 PATCH
ont3 PATCH
no14 PATICH
no2a PAICH
ou?2s PATCH
nou2 PATCH
0042 PATCH
0045 PATCH
00ud PATCH
o0ne6 PATCH
0049 PATCH
oS50 PATCH
0053 PATCH
cuca PATCH
00sSa PATCH
06H Y4 PATCH
pusy PAT(H
0059 PATCH
gosy PATCH
Joal PATCH
0iopa PATCH
0104 PATCH
0lng PATCH
oin9 PATCH
0115 PATCH
0118 PATCH
0128 PATCH
0134 PATCLH
0140 PATCH
040 PATCH
n1al PATCH
0148 FaTCH
015 PaTCn
0156 PATCH
0170 PATCH
n17y PATCH
0172 PATCH
ND)TH PATCH
0y pPatcu
010 PATCH
01958 PATCH
n:np PATCH
0214
9222
0022

Uth—."s]'.

-

NAT.

SLIVH anL 203 I350

W4 990wd NOUUor

'#VT

.2-3 .Jd‘u

U4



c THE REGRESSION EQUATION® AND AN OPTION TO PRINT THE RESIDUALS. 00030000

T 0222
READ (2,300+ENDaSO)FINSFOUT.IRESsNPLOT 00031000 R 2223 PATCH
300 FORMAT(2F1039212) 00032000 R 0240  PATCH
CALL REGR2 C FINs FOUTs IRES ) ) 00033000 T 0241 - .
stop . 00034000 T 0242
50 CALL REGR2 ( Cu0» 0ene 1 ) Co03d%000 T 0244
sTaP fOCSRIUD T 0245
END ; pOLATUQL T 0247
c 00034000 T 02a7
c POOIZOE0 T -0Da7

SEgMENT 1 Is 261 LONG

L T Lty e A P YT LT R L P P D P L P P P P R Y P P P LY R PP L PP LD AL L PR R L Y P Y P DL T Y] - - L LT 1]

START OF SEGMENT ensesansew 2

SUBROUTINE RELGRI ' 00040000 T 0000
¢===~ MULTIPLE LINEAR REGRFSSION = PHASE 1 -00041000 T 0000
COMMOM NVARs R(30»30)» XRAR(C30)» SIGMA(I0)» 0BS nO042000 T OC0OD
DIMENSION X(30)s NAMEC(10) c ] co043000 T Ou0O
C e : 00044000 T 0000
READ (170) NUBS» NVAR» NAME 5 GO04s000 T 0000
0ES=N0ES CO04&000 T Out?
DD 2 JelsNVAK . - 00047000 T 0018
XBARCII=0, 00045000 T 0024
DU 2 K=1sNVAR u ’ 00045000 T 0026
2 RUJsK)I=0 00050000 1 0u1l3
-n0 3 I=1,H0UBS 00nn1000 T 0016,
READ C(1%]1) X . : 00052000 T 0042
DU & J=1sNVAK <. 09053000 T 055
XbAR(JI=XxBARCJI+X(J) 00054000 1 O0nl
DO 4 k=1.J . 00055000 T 0065
A(JrK)aRIJeKI+X{JIONCK) 3 - 00056900 T ON70
4 RIK»J)=R{JsX) 00057000 T 0u7A
3 CUNTINUE 00052000 T OUARY
DU 5 J=sls»NVAH ) ' 00aS90u0 T 0Oukd
5 SIGMACI)=SCRTIR(JsJ)=XBAR(J)#XBAR(JI/NAS) 00GLoLOL T 0091
DO 6 JeisMVAR 00061000 T 0998
DO 6 KaleJ 0006200 T 0105
RUJok)a(REJrK)=XBARCJ)*XRARCK)/0BRS)/(STGMALJ)*SIGMA(K)) 000200 T 0111
6 R(KsdI=R(JsK) 00064000 T 0122
DEN=SQRTCO®S"14) 0N0e5000 T 0127
nO 7 J=lsNVAHR 00066000 1 0129
XHAR(J)=XB4ar(J) /0BS 00067000 T 0135
T SIGHA(J)=STGNACI)/DEN ; o00cs000 T 0139
WHITE (3.30G0V) 0006E100 R 01A2 -PATCM
3000 FURMAT ("1") v 0146 PATCH
WHITF (3.3001) R 0146 PATCH
3001 FORMAT ( 10X¢"™ MULTIPLE QUADRATIC REGRESSION™) R 0149 PATCH
wHITE (3:3002) : : ft N150 PATCH
3002 FURIAY (10)‘,"------------------a.u..-.-----"’ ] 0153 PATCH
WHITF(3+2U0)LAME N00c9GO0 T 01543
200 FURMAT ( 11X+ 10A6 /7)) ova7nuon v 0Ve?
WHITE(A.201) oouv71000 T 0167
201 FURMATC(11IA" VAR MEAN STND DEV"/) 00077000 T Q171
WhITEC3,202)CJsXBARC ) #SIGHAC Y s ]l e NVAK) 00073000 T 0t71
202 FORMAT(1X«l4»2F1042) ANO740n0 T 0194
HRITF(3:203) 00’000 T 0154
203 FORMAT(11A» 10X, "SIMFLE CORRELATION CN*FFFICIENTS™) no0fe0n0 T 0193

"ert

z/'%3
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DO 10 J=1,NVAR

. - 10 WRITE(3,204)(JsKsRUJK)sKm1 sNVAR)

204

©

OO0 00

FORMAT(6(2IarFBsar8X))
CALL LINK(KEWR2)
RETURN

END

c.--

OO0

190

310

[z Ny

= 200
3000

= 205

o0

SUBROUTINE REGR2 ( FIN» FOUT» IRES )

MULTIPLE LINCAR REGRESSION ® PHASE 2

COMMON  NVAR® RIJ(30+30)» XRAR(30)» SIGMAC30)» 0BS
COMMNM yPLuT

DIMERSION SILB(30)s BC3D)» gnlao)- DATAC30)
DIMENSION RPLOT(1000)

NINDVENVAR=]

NORS=NBS

PHASE 2 PERFORM STEPWISE CALCULATIONS AND PRINT RESULTS.
DIMENSIONS

INITTALIZE

DU 190 1=1sNVAR - -
SIGB(1)=0,0

B(1)=0,0

NENT=0

NF=(RL=1.40

NGTEPa=]

TRANSFORM STGMA VECTOR FROM STANDARD DEVIATIONS TO SOUARE
ROOTS OF SUMS OF SCOUARES

DU 310 I=1sHVAR

SIGMACT)=31GHACI)*SQRT(ORS™140)

HEGIN STEP NYMBER NSTEP

NSTEPENSTCP+1

WEITFE (3,3000)

FORMAT("1")

STRFE=SCRT(RIJINVAR?NVAR)/DF) * SIGMACNVAR)
DFEOF =140

1FCF)1010+10102205

VMIK=040

VhAX=040

Klh=0

Flhp nlnlpup vARIAWCE CONTRIRUTINN OF VARIARLES In REGRESSIUN

EQUATIUMS FI'D MAXIMuM VARIANCE CUNTRIRUTINN OF VARIABLES
NUT 1IN KFGRESSTOM EQUATION.

N 300 TELLNINDV
TFCRTJICTI»1)=e001)300,300:210
VISRTJCT»NVAR) «RIJCHVARSTID)ZRTJCI ST

SEGMENT
00077000
0007R000
0007%000
00040000
00041000
00032030
002332000
00030000
00035000
0004£000
0ne37000
DWOJSAULOO
00080000

SFGMENT

START OF SEGMENT

00090000
00091000
00092000
nGLY2100
00093000
00073100
-p0C9a000
00095000
00094000
00097000
000Y%000
000%%000
00100000
00101000
00122000
00103000
00104000
ouius09n
00104000

* 00107000

00l02000
00109000
001100CO
00111000
00112000
onliz100

00113000
00118000
00115000
c11€000
60117000
ND011£0Q00
nniladon
nn1enouon
0H1e1900
00122000
anl 23u0o
notdnang

B i B B B e e e R e I |

I ]
o198
0205
0224
0224
0228
0231
02131
0231
0231
0231
0731
0731
€231

2 15

126 LONG

241 LONG

shataddane '

R L - I b B e e e I B I e B e R e e e e . i - I

0000
0eon
oovo
AG00
ouoo
0000
oerno
oene
onol
cunl
onot
cnot
conl
0009
oui2
oofa
ou1sh
ootk
Nula
0018
G019
o027
Ll
ou32
06034
0035
0038
on3iy
Ouvag
noua?
o0rsn
00sQ
nnsi
[V
NSt
ounsl
01452
0057
0J455

PATCH

“6vT

PATCH

PATCH
PATCH

 FAT A ]



c-------.--u-u-.--'-----.n—--—---------——n.--------.----..-----n.-.----

EXPRFSS CAOLNESS OF FIT AS PERCEMTAGE=FITs GIVING THE RATIO OF
SuxS UF SnyArES puE T0 REGRESSION VERSUS THE TOTAL SuMm OF SQUARES

i L L e e L L L e L e e L e L e e L L L L LR P L P L L]

c---t-----------—-'-----..-u---.---------------n--...------n--.-lﬂ.--I-

INSTEAD OF USING THE RAW T=VALUE USE T T=50Us AS. F=RATIO FOR THE
SlgnlrIcancE OF THE cONTRIBUTIOM OF VARIAQLES TO THE NVERALL FIT

c-------—-.---u-----------------n---------.-...--In---..-.------------

¢

¢

66
~ a1
o 62
-

c
= ¢

63
. [
~ .
™ ¢

“{FCVI)2A0,3005220
220 1F(VI=VMAX)300,300+2230
230 VMAXmV]
NMAX=]
G0 To 300
280 NINENIN+]
T10(NIN) 2]
COMPUTE RLGRESSION CGEFFICIFNT AND ITS STANDARD DEVIATION
BCHTHIanl (T PNVARDI*STGHACHVARY/ZSTGHACT)
SIGH(HNIN)aSTDEE«SURTIRIJCIST1))/SIGMALT)
TF(VMINIZH06260,1000
250 JF(VI=VHIN)IU0»300+260
760 vMIn=Y]
NMIns=l
300 COMTINUE
1FINTN)10002460,000
CUMPFUTE CONSTANT TEnMs
400 BSURO=X|APINVAR)
DU 410 1=1»NIN
J=IneI)
410 RSULN=USUPD=LIT)*XDBARCJ)
1FUHENTIL000* AR a20
OUTPUT FUR VARLABLF ADDED
420 WHITE(A4S57INOTEP K
57 FORMAY ("USTEF NUMBLR ".:2.lnx-'surtn VARIABLE ™»12)
425 WRITF(3,508)5TDEE
58 FNRMAT(™ STALDARD ERPUR OF ESTIMATC=™»F11.3)
RaSOETCLaU=RIJ(NVARINVAR))
WRITEC3252)k
59 FUSMAT(" wuULTIPLE CORRELATION COEFFICIENT 2"»F643)
T10FH=URS*"NF*2.0
lDFUED"loO

FITs (Re==2)#l00
WRITE (3s06) FIT
FORMAT (1¥»"WUQDNESS OF FITi"sFBRabemgyn)
WHITEC3+60)B2UH0

60 FORMATC" CONSTANT TERMETsF1244)
WRITEC(3s61)

00125000

00124000
60127000
N012R000
001290400
0013n090
00131090
0Nn132000
0Nn133000
00134000
00135000
00135000
noLi7un0
N0l 33000
001 ivoo0
No!lp090
0N141000
00142000
0n1«3000
00146000
00145000
NMUL1A6000
00147000
00118000
0C149000
0010600
001510690
00152000
00123000
001560900
00155000
00154000
00157000

00158000

00159000
00160000
oolséi1000
00162000
00163000

FORMAT (3X»"VARM,SXs"CUEFF™,5%s"™STD DEV e aXs"F*RATIO™s1Xs"BETA COE0O164000

-FFN)

WRITE(3s02)

FORMAT (23X "COEFF™»2Xs"VARLCONTR")
DO 430 I=1sNIK

J=ID(I)

TeER(1)/75108(C1)

TRt

830 WHITE(3.63)I001)sBCTYsSIGRITI»THR1II(JeNYAR)

FORMAT (34213505 1144)

COMFUTE F LEVEL FUR MIMIMUM vARTAWCE CONTRIBUTIGH VARIABLE
Th HEGHRESSTON EQUATINN.

FLEVLEVHINDE FRTJCHVARPHVAR)

1F(FNUT+FLEVLIASO» 4002450

INITIALIZ2E FUK REMOVAL OF VARIABLE K FROM EQUATIONS

450 KaNMIN

NENT =0

00165000
00165000
GOL67V0O0
for6ALO0
001649000
on16u050
00169100

0017p000
00171000
po172000
00173000
00174000
001745000
0017£0LOD
00177000
en17iong

B e e BT~ 1 IF - - R B S I I 5 B R e e e e e e e b e e I e e e e e B R e I I B e e e |

0072
0074
0081
098¢t
0042
0034
0NAs
0086
00R7
0093
0099
0104
0107
0107
0199
0199
19y
0115
0116
0122
U124
n124
c129
0L3a
0136
0146
0154

0156 °

0161
0172
0172
0176
01re
6176
0176
0175
aLan
0182
0191
0192
6202
c202
02049
0204
C204
0209
n21n
nz15
o217
0218
0218
0e1a
6213
£220
n2n2
0245
el
0745
0245
nayy
0209
g2
0252

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PAICH

PATCH
PATCH

PATCH

PATCH
PATCH
PATCH
PATCH
FATCH

PAT(H

FEY

*0ST

v/ 23

.;1::.m

LO:



460

a7

480
64

500

510
520

530
540

550
560

570
580

600

610

67

620

68
630

c---
64y
1000

1010
1020

DFaDF*2,0
G0 TO 500

COMPUTE F LEVEL FOR MAXIMUM VARIANCE anTR!sUTIUN VARIABLE

NOT IN EGUATIONS
FLEVL=VMAX*DF/(RIJINVARINVARI=VHAX)
IF(FLEVL=FIN?600,600470

INITIALIZE FUR ENTRY DF VARIABLE K INTO EQUATIONe
K=eNMAX

NENT=K

G0 T 500

OUTPUT FOR VARIABLE DELETED

WRITECIs 64 INSTEPSK

FURMAT("OSTEF NUMBER "+12,10X»"DELETE VARIABLE "»12)
GU TO 425

UFOATE MATRIX

STOEF=140/RIJ(KK)

DO 540 1=1sNYAR

I1FCI=K)S510G,5404510

00 530 Js1sNYAR

1F(J=K)520+530+520
RIJ(I»2)=RIJLIU)=RIJC]S K)-RIJ(KoJ)*STnEE
CUNTINUE

CUHNTINUE

D0 SEO0 J=1.NVAR

1F(J=K)5%50+560,550

PLI(K»J)=RIJ(KS J)*STDEE

CONTINUE |

DO 580 I=1sHYAR

1F(I=K)S5T0e52%0,570
RIJ(I»%x)=~RIJ(T1sK)*STOEE

CUNTTHUE ' i

RIJ(KsK)=STDEE . ' ; )
GO To 200

IFUIRES)610s0404610
PRKINT RESIDUALS

1tA=2

WRITE (3+3006) :
WHITE(3,67) L3
FURMAT(MO D8Y ACTUAL ESTIMATE RESTDUAL™)

DU 630 K=1eNUBS
READ (17K) (LATA(I)» [=lsNVAR)
FST=850R0
DL 620 [31«NIN
JaI001)
FSTEEST+3CI)%DATALY)
RESIN=UATACNVAR)=EST
RELOT (KI=RESIp
AHITEL3,63)K*DATACNVAR)SESTSRESID
FLRMAT(™ "a1493F1242)
CONTIHUE
IF (NPLOT.EQ*l) CALL PLOT(RPLOT»NVARSND3S)
HORMAL Eng UF pROGHAM
s10P
CALL [RRORGL)
CALL EHRUR(Z)D
CALL Enrnror(3)
END

00179000
00160000
00161000
00182000
n0143000
0n13a000
00145000
00196000
co1dronon
n0U1XkL000
00133000
00190000
np1Y1000
001v2000
0019230060
001%a000
00175000
001v¢e000
00147000
C0194000
00199000
.bozouooo
COE010N00
00202000
00203000
00204000
00205000
0uZJ6000
peo20r000
0023KR000
no2o%000
ooz21co000
00211000
no212000
00C13000
no21e000
00215000
00216000
00216100
po2lz7uo0
0021P0O0LO
002149000
0022¢000
00221000
no2220(0
00223000
00224600
0N2245000
00225100
0022¢060
00227000
0022R000
0022P100
00229000
0n23nuL00
00231020
0023,000
062 33000
00230000
SFEGrLNT

P E R R - O B T [ T e e e B R R I e I 2 o T S L e B S L B I [ e (e L e i e S e e I ]

0253
0256
0256
02%6
0758
0262
07613
Q66
0264
07o?
0267
0269
02&1
0ral
((PED
(GelLR|
0282
7RG
0293
n29r
03e3
0307
[((BWd
0318
0314
0324
0228
0333
03313
0339
0313
0349
N3a9
p3s?2
¢is2
0353
03513
03sh
0486
0360
Cl64
0154
0369
0387
0388
¢393
0196
0399
c4p2
(o ok}
0u21
0421
0az21t
Du?s
Dark
0u23
Qu2vy
0430
0430
4 IS

PATCH

PATCH

PATCH

456 LONG

*TI8T
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SUBROUTINE PLOT(YsNVARsNORS) 00300000 R 0029

s STARYT OF SCUMENT sapasonenn
DIMENSION Y(HDBS)eX(1000),DUMMY(30)sGRAPH(S50+100) ) R 00600
NX=E80 R 0000
; NYE20 ~ R 00600
Cre===cAl CULATE THE MaxIMUM AND MINIMUM OF ORDINATE Y R 0000
CALL MAXMIHCYsNOBSsYMAXsYMIN) r 0001
YFACT=(YMAX=YHIN)/(NY=1) R 0003
c=====0nE LOOP FUR EACH GRAPH R 0005
00 500 Js1sHNVAR R 0006
WHITE(3s3000) R 0211
FORMAT("™1") EON1S
C=====pLA)) IN VARIABLE J p 0UlA
CU 50 I=1,Hd9S R Ultlé
READ (1"I)(NUNMY(L)sLmlsNVAR) P NC21
XCr)=pumuMy(J)d R 0339
CUNTINUE R 0941
C=m===NUH FINOD THE MAIMUM AND MINIMUM OF X "R 0vsp
CALL HAXMIN(XsNUBSesXMAXsXHIN) R 0un?
XFACTa(XHAX=XNIN)/(NX=1) R 0044
C==== INITIALISE GUHAPH R 0n4s
DO a0 T=1,Hx+l R 00a7?
0N 40 K=1s20Y4] n 0053
GHAPH (Kel)aV R QuL0
Cow=s BLOT POINTS R D65
no 100 I=1.HNUBS & 06&T
NAPDS=TFIx COXCT)=XMIN)/XFACT#045)41 o 0ur2
NYPUS=IFIX (Y (T)~YMIMN)/YFACT+0e5)e! t 0n78
GRAPH(NYPS» NXPOS)=GRAPH(NYPDS» HXPIIS)#+1 LA VX
CUNTLHUE R NISH
C==== pyT IH X AUD Y AXES o Ouus
ﬁ Joagy

10
100

20

200

30
300

o=, Imm- iaaa (L L L Tmea emed L L LT L L - ‘mme

START OF SEGMENT aeatcecane

SUBROUTINE ERROR(C I ) 002135000
GD TO (10» 29+ 30)» [ 00236000
WHITE (3»100) 00237000
FURMAT ("OFER"URese NIN®» NENT» VMIN® MCONS® OR NTRAN IS NFGATIVEs G02382000
*CHECK FOR ERKOR ON PARAMCTER CARDS"™ ) 00235000
sTOP 00240000
WHITE (3.200) 00241000
FORMAT ("OLRRORsee DEGREES NF FREEDOM = O¢ EITHER ADD MPNRE OBSERVOQ247000
*ATIONS OF DELLTE ONE OR MORE INDEPENNDANT VARIABLE.® / ® SAMPLE SI7002413000
*f MUST EXCEED NUMBER OF INDEPENDANT VARIABLES by AT LEAST 2." ) 00244000
SEGMCnT
sTOP 0024%004
WRITE (3+300) 00236000
FURMAT ("NERNMORses F LEVEL FOR INCOMING VARIABLE 1S LESS THAN F LEOOQZ2-47000
*VLL FOR OUTGUING VARTIABLE." ) 00248000
sTOP 00240000
END . t0250000
SEGMENT

o - 44

— - =

0000
0uno
onor
ant1
0011
oul1
0u13
0017
(VS 4
0017

5

1S 118 LONG

ony7
nG19
0021
06213
0u23
onz4

5 Is

30 LONG

LT 1}

LA T P P LT R L L P D L L P DL P P L P L L DY P Y PR Y LT L e L L T e Y T L T Y L L L L Ll Ll T T T YTs

30no0

50

40

100

i

Do 60 [=1,uY

PATCH
7
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PAT(H
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
FPATCH
PATCH
PATCH
PATCH
PATCH
PATCM
PATCH
PATCH
PATCH
PeTCH
PATCH
PATCH
PATCH
PATCH

Oca-

*2ST



GRAPR(1»10=43
60 CONTINUE
S DO 70 I=1.NX
. GRAPH(1»1)=83
70 CONTIHUE : : .
C==== NOW PRINT THE GRAPH .
N0 120 Il=1,liY+y
DU 120 JJ = 1 ,NX+q
IF(hHAleII-JJ)-Eo-O)oRAPN(IIoJJ)-na
120 CONTINLUE
DU 200 I=f1eNY+]
113anNY=]+2
WRITEC(3»1000)(GRAPH(ITsK) aK=1sNX+1)
1000 FORMAT(1X,13UC1)
200 CONTINUF
€==== PRINT UUT GRAPH DATA
WHITF(3,2000)0sXMINS XMAXs XFACTsYMINSYMAX»YFACTaNORS
2000 FORMAT(™ GRAFH OF VARIABLE®"»14»" vSe RESIDUALS ®//
=n X=AX]S BUUNDS ARE1"sF12:603%sF 126" X INCREMENT m™eF12.6/
=" YuaAYIS BUU-DS AREI"sF12:653XsF1246" Y INCREMENT m"sF12.6/
=" NNs OF DORSLHRVATIONS = "sla) .
500 CONTIKUE -
RETURN g
END

0too PATCH
01058 PATCH
0105 PATCH
0110 PATCH
ny1s PATCH
0116 PATCH
0116 PATCH
0122 PATCH
0129 FATCH
0140 PATCH
0142 PATCAH
0148 PATCH
J150 PATCH
0172 PATCH
0173 PATCH
0173 PATCH
0173 PATCH
0197 PATCH
0198 PATCH
0198 PATCH
nN1y8 PATCH
0198 PATCH
0198 PATCH
02n1 PATCH
SEGMENT T 1S 221 LONG

DI IIVIIZVDIIDTDIAIT LOVDDOIDDD

=
-----n---—.a--n-------------u---u---nn-------.-------.---uo-.-----------—-.-----.----.—-.---.-l-----u--.------.----..-----. LLﬂ B
SUBROUTINE MAXMIN (AsNeRMAXsRMIN) ' 00500000 p 02720 PATCH
START OF SEGMENT teardaveew 8
DIMENSION A(H) rn 0000 PATCH
- i RHAX==1E40 R 0000 PATCH
RMIN=1F40 R 0Co02 PATCH
DO 100 J=1sN R 0005 PATCH .
= IFCACJ) o GToRAAXIRMAXuAL ) R 0010 PATCH
IFCACI)oLToREINIRMIN®ACJ) R 0ul5  PATCH
100  CONTINUE R 0020  PATCH
-~ RHAX = TFIX(HMAX+1) R 0uv?} PETCH
RMIN = IFIX(RMIN=1) R ou23 PATCH
RETURN R 0025 PATCIH
~ ERD R u02¥ PATCH
SEGMENT A 158 39 LONG
‘o
B (T T T TR T L R PP L P Y DL D L D P L D L P LT L P DL Y L LT TR L YL DY P L LR A LD L L L P A L L P P P Y LT Y LYY P P YL DL Y LY
¥ N
99999999 p  LO3H PATCH *
i SFGHINT 9 18 B0 LUNG . »
L _ SEGMENT 10 IS 29 LOMG AL
i . SEGRENT 11 1§ 138 LONG )
START NF SECGMENT weanwssnwe |7

s SEGMENT 12 1% 16 LONG

NUMRER OF CARDS = 366 CORE MEMORY ALLUCATION = 8512 wORNS,

14 2 A 2 o i P



BURROUGHS B=5700 FORTRAN COMPILATION  CMARK XV1s0,05)s

MLINEAR/PSPMANS

$ SET TAPE LISTP

FILE
FILE
ELE

OO0 o0

100
150
200
110
1is
933

958

954

958
25p

20

20
30

10

2 8 INPUT sUNIT & READER 00000000
3 8 QUTPUT JUNIT = PRINTER 00001000
1=  INEAR/REGRESS? UNIT®DISK» RANDOM» AREA®1001¢ RECORD=30 0000?7000
00003000
sucegessensnegoereorsonns T aSaEasaRNSaSD® 0000‘000
MULTIPLE LINEAR REGRESSION ® IMPUT PHASE 00005000
i gl e ok e S o oy 00006000
STARY OF SEGMENT
cOMMNN I1% R1€30»30)s R2(30)» RIL3I0)» RA 00007000
COMMON NPLOT* QUADRT(&#7)sRSUBO 00007100
CCHHMNK COEFF(30)sHNSQUsNDEP*DEP(20)»DPGRPHC20)9SQAGRAF(500100)
DIHMENSTION X(€Us30)sNAME(10) 5 SQUVNC(10) 00008000
READ (2+100) NHUBS»NVARSNSQUANDEP 00009000
FORMAT (415) ; : 00010000
READ (2+150) NAME p0011000
" FOHRMAT (10A67 00012000
READ (2,200) (SQUVN(I)eImlpNSQU) 00013000

FORMAT (613) . . 00013100
READ (2,110) (DEPC1)sI=isNDEP) . g
FORMAT (20F3¢0)

READ (25115) (DPGRPH(I)elmlsNDEP)

FURMAT(2CAL)

WRITE(3»953) .

FORMAT(10x+"PERSONALITY CORRELATES TO PERFORMANCE UNDER STRESS®™»10
2Xs"HysPoLEHMANN" /7))

WRITE (3,958)

FORMAT (1GX2"0RIGINAL DATA MATRIX"™»/)

WKITEC3+954)

FORHMAT (3XemUBSoNDo™amPF/AMI X2 "PF/B s i Xo®PF/CRo 1 X0 PF/E®s I X0 "PF/F"
Sl Xa NP /G L X PE/HM L X P /T 1 X e "PF/L™ s I Xs PPF /M s {Xs "PF /N s I X0 WpPF/
SEAOMIXs "P/QI M I XA PFO2" s IXa"P/Q3N XA "P/BAN S I Xs "STATE® s *TRAIT 01X
S INT e s IXIMAGEM ) 2X e "EXP o0 i X2 "SCOREM™)

GO 10 K=laN(OHBS 00014000
READ (2:250) (X{(KsJ)sJmlsNVAR) 00015000
FORMAT (I10»19F5s0010X21F560)
WHRITE (32955) Ko (X(KeJd)sJ=1aNVAR)
FORMAT (17F3.0+6Xs1F340) 00016000
DEPVAR = XCKsNVAR) 00017000
I=1 00018000
DO 20 J = 1 NVAR 00019000
IF C JenEsSQuUVYN(I)) a0 TD 20 : 00020000
X(KeI) = X(Kad) 00021000
X(KslenSQU) = X(HaJ) #e2 00022000
Ialel
CONTINUE : 00023000
J m 2#N5QU . 00024000
0O 30 M=1,HSQU =) ’ 00025000
DO 40 N = MeipNSOQU 00U26000
J s J o+
X (Kpd) = XCKeM) » X(K2N) '
CONTINUE
CONTINUE
X(KsJ*1) = DEPVAR
CONTINUE

NVAR = J + 1
WRITE (1"0) NUBSsNVAReNAME

FRIOAYs 10/12/T80

VDI I DIV I DI DT I I DID VNI IIOL D DO VDD D DI DDDV DD IVD T DD DA n 44 —t 4~ — 4D

17026 Me

0000

0000

0000

.0000

0000

0000

0000

0000

'YSE2 121 ] i

0000

0000 PATEN
0000 PATCH
0000 PATCH
0000 PATCH
0017 PATCH
0018 PATCH
0028 PATCH
0029  PAYTCH
o0na? PATCH
00aT PATCH
0069  PATCH
0069 PATCH
0091 PATCH
0091 PATCH
0094 PATCH
0095 _PATCH
0095 PATCH
0098  PATCH
0099 PATCH
0102  PAYCH
0103  PATCH
0103  PATCH
0103  PATCH
0103 PATCH
0108 PATCH
0130 PATCH
0130 PATCH
0153 PATCH
0153 PATCH
0158 PATCH
0158 PATCH
0164  PATCH
0167 PATCH
0177 FATCH
0188 PATCH
0190 PATCH
0190 FATCH
0192 PATCH
0200 PATCH
0207 PATCH
0209 PATCH
02213 PATCH
0224 PATCH
0225 PATCH
0231 PATCH
0232 PATCH
0233 FAICH
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35

c-.--

C=nmm

c
30
30

30

0
01

02

50

00 4% J = 1sNOBS
HR!TE (1"4) (XCJsld)slalsNVAR)

NOW. CALL THE SUBROUTINE THAT DOES ALL THE LINEAR RCORtBSlNG

CALL REGR1

READ THE "F YALUES™ FOR VARIABLES (1) TO ENTER» & (2) TO LEAVE
THE REGRESSIUN EQUATION® AND AN OPTION Tp0 PRINT THE RESIDUALS

READ (253002ENDESO)FINAFOUT #IRESSNPLOT
FURMAT(2F10450,212)

WHITE (3s30V1)

FORMAT € 10X*" MULTIPLE QUADRATIC REGRESSION"
WIKITE (3»3002)

FOHRMAT (10X%» ".-----------n----------.-.----ﬂ)
CALL REGR2 ( FIN» FOUT» IRES )

STOF

CALL REGR2 ( 0¢0» 000» 1 )

Comam=pyW START PLUTTING

9000

62
61

70

00

9001
C==s=appAy ONE GRAPH FOR EACH cuuelNAflun OF vARIABLES

WHITEC329000) (COEFF(I)eImisNVAR)
FURMAT(FT sls//7)

MEIN=2aK5QU

DU 61 J=1sHSUU
QUADRTCJ»J)=CUOEFFC(J*+NSQU)

N0 62 KaJrnSuu=y

MEIN = HEIN#l

QUADKT (JsK+1)eCOEFF(MEIN)
CONTINUE

CONTIMNUE

nb 7000 J=UsNSQU

WRITE (3+9001)(QUADRTCJr1)sTeianNSQV)
CONTINUE

FORMAT (F744)

DU 63 Mml,NSQU={
DO 64 NeM+1»nSQU

C====~n0W INITIATE FOR THE GRAPHS

66
65

DD 65 I=1,50

D0 66 Jul,i100
SQGRAF(IsJ)m™ ®
SUGRAF(1sd)mm=m
SUGRAF(504J)n"an
SUGRAF(fs1)u™iw
SUGRAF(I»100)8m)w
CONTINUE

CONTINUE

)

C=====pRAW ALL THE SELECTED RESPONSE LEVELS IN ONE GRAPH

DO 67 1=1,NDEP

Ceem=e=NE LOOP FOK EACH GRAPH

DO 68 K = 1,100
X2 a FLOAY(K/10)

C=====FIND YHE ROUTSt DEP»x2 IS GIVENs FIND X1

Ce(BSUBO~DEP{I)4COEFF(N)*X2¢QUADRT(NaIN)#(X20e2))/QUADRT(MON)

Ae(COEFF(M)*OQUADRTC(HsN)aX2) /QUADRT(MIM)
DISCR=E##2=0a+C

C=e===CHECK FOR CUMPLEX ROOTS

¢=+===CcHECK IF THE ROOTS ARE OUTSIDE THE GRAPH BOUNDARIES

c=====rILL gHApH AVRAy (SogRAF) wITH RESPONSE=SymgOL$S (DPaRPH)

69

IF (DISCRWLT+0) 6D TO 68
TERHE=B/2
COMPaSORT(DISCR)Y /2

DO 69 Z=0022422,
YPOSaIFIXC(TERM+COMPw(Z=14))%504045)
1F ((YPOSaLT«0),0Rs(YPDOS4GE450)) GO TO 69

SOGRAF(YPOS»R)=DPGRPH(I)
CONTINUE

00027000
00028000
00029000
00030000
00031000
00032000

00033000
00034000
0003%000
00035100

T DXV DD DI DD DODIDODIDDONIDIDVDDIIDDDDDIDDDDIDIDIDDID DD A4 DD T DD DD

0248
0253
0271
0273
0275
0278
0276
0293
0294
0297
0298
0301
0302
0303
03083
0306
0306
01zr
03a2r
0329
0335
0345
0353
0355
0364
0364
0365
0371
0394
0394
0395
01395
0402
0a0a
0409
0415
042}
0430

0438

04464
0454
0a62
0463
0as4
0464
0465
0470
0476
0ary
0478
0500
0514
0515
0516
0519
0520
0521
04822
0527
0533
0535
0536
0548

PATCH
PATCH

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
FATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
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68
67

3000

CONTINUE
CONTINUE

WRITE (3s3000)
FORMAT("1"™)

C===®==pRINT THE GRAPH

750
70

DO 70 K=1,50

KK=S50=Ke]

WRITE (3»750) (SQGRAF(KKeL)sL210100)
FORMAT(15x#100A1)

CUNMTINUE

Coemeaey B ITE THE GRAPH=COMMENT

751

TS2
753
754
75%.

64
L]

o

LA R LI P T L DL L LI I T LD L VLD P LA DL L DT T T DY T T PP P L Y LY L e T e e T T T T Y

c---

KEITE (34751) M

FORMAT(15x2"rESPONSE SURFACE OF VARIABLE ™sI2,% ON THE yeAXIS®)

WRITE(3,752) N
FURMAT(31xX»"AND VARIABLE "s12s® ON THE x=AxISw/
WRITE (3»753)

)

FOAMATCLS5xs"wEY TD CONTOUR HEIGHTS (RESPONSE LEVELS)I®)

MRITE (3+754)(CPGRPH(IYs1=1,NDEP)
FORMAT (1S5Xs"SYMBOLSI™2045)
WRITE (232755)(DEP(I)sInlsNDEP)
FORMAT (15X»"RESPsLet"s2015)
CONTINUE

CONTINUE

s1gp

END

SURROUTINE REGR1

MULTIPLE LINEAR REGRESSION = PHASE 1

COMMON NVAR» R(30»30)» XBAR(30)» SIGMAC30)»s OBS
pDIMENSION X(30)» NAMEC(10)

READ (1%0) NUBSs NVAR» NAME
pBS=NDBS

N0 2 J=isNVAR

XBAR(J)=0,

DO 2 K=lsNVAR

R{JsK)mQs

p0 3 I=1,N0DBS

READ (171) X

PO 8 JxliNVAKR
XBAR(L)=XBAR(JY+X(J)

b0 4 K=xlsJ
ROJsKITROJsKI®XCJIOXLK)
R(Ks J)=R(JrK)

CUNTINUE

ol 5 JUmlsHVAR
SIGHMACU)=SQRT(R(JoJ)=XBARCJY*XBARCJ)/0BS)
DU 6 J=1sHVAR

DO 6 K=1sy

START 0

REJsK)=(H(JsK)=XBARCJ)*XBAR(KI/ORS)/(SIGMACJ)®SIGHAIK))

ROMaJI=RT oK)

SEQMENT

00036000
00037000
00038000
00035000
SEGMENT

F SEGMENT
00040000
00041000
00042000
00043000
00044000
00045000
00046000
00047000
00046000
00049000
00050000
00051000
00052000
60053000
00054000
N0055000
D0056000
00057000
00055000
[RERTO
00060000
00061000
000672000
00063000
00064000

-4 DD DDV DIIDDY DPDIVIDOIDDIDON
N

1

0349
0550
0551
0555
0555
0555
0560
0562
05¢E5

. 0585

0588
0585
0595
IS

0596
0603
0606
0609
0610
0632
0632
0654
0654
0654
0655
0657
0687
0657
IS

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCH

125 LONG

PATCH
PATCH
PATCH
PATCH
PATCH
PATCH
PATCHM
PATCH
PATCH
PATCH

6Ta LONG

ttptendaad 3

e o e B e R B B e B I e I e B R e e I B I

0000
0000
0000
0000
0000
0000
0017
0019
0025
0030
003?
0043
0048
coel
0067
0076
00614
0094
0105
01053
0112
0130
01136
0142
01¢9

‘95T

g/ so



3000

200
201
202
201

10
204

OO O0ON

.DEN=SQRT(OB5"14) P

DO 7 JE=1sNVAR

¥BAR(J)mXBARCJ)/DBS e
SIGMACJ)=SIGMALJ)/DEN

wWRITE (3,3000)

FORMAT (™1™)

WRITEC32200)NAME

FORHAT ( 11X» 10A6 /7 )

FHITEC2,201)

FORMAT(1HMO™ VAR MEAN $TD DEV™/)
WRITE(3,202)CJsxBARCIIPSIGMACI) 0l aNYAR)
FORMATCLX»]4*»2F1042)

WRITE(32203)

FORMATCLIHO» 10X "SIMPLE CORRELATION CO=EFFICIENTS™)
DO 10 J=lsNVAR

WRITEC(3+208)JsKaR{JPK)PKmLsNVAR)
FUSMATC(6(214FBeqraX))

CALL LINK(KEWLR2)

RETURN
END

c--n

s X ls]

190

310

200

SUBROUTINE REGR2 ( FIN® FOUT» IRES )

MULTIPLE LINEAR REGRESSION = PMASE 2

COMMON NVAR® RIJ(30,30)» XRARC30)e S20MAC30)s 0BS
COMHON NPLUT » CQEFF(30) -

DIMENSIUN SIGB(30)» B(30)s 1D(30)s DATACIO)
DIMENSION RPLOT(1000)

NINDVESNVAR®]

NUBS=(0BS

PHASE 2+ PERFORM STEPWISE CALCULATIONS AND PRINT RESULTS.
DIMENSIONS

INITIALIZE

DD 190 I=1sNVAR

SIGR(1)=040

RLI)=040

NENT=0

OF=0BS*140

NSTEP==1

THANSFORM SIGMA VECTOR FROM STANDARD DEVIAYIONS TO SQUARE
ROOTS OF SUMS OF SQUARESs

DU 310 I=1»NVAR

SIGHACL)eSIGMA(I)*SORT(OBS=140)

gEGIN STEP NUMBER NSTEPs
NSTEPaNSTEF+!1

WhiITE (3»23000)

00063000
00066000
00067000
00068000
00068100

00069000
00070000
00071000
pon7p000
00073000
00074000
00075000
00676000
06077000
00078000
00679000
000860000
00061000
00082000
000583000
00084000
00085000
00064000
00087000
0GOER0OD
00089000

SEGMENT

STARY OF SEGMENT

00090000
00091000
00092000
00092100
00093000
00093100
000942000

" 00095000

00096000
00057000
coovgo00
00099600
oc100000
00101000
00102000
00103000
60104000
celos000
00l06C00
00107000
00108000
00109000
00110000
00111000
00112000
001121006

B e L E I I I Py

o179
0182
0188
0198
0206
0210
0210
0223
0221
o227
o0z27
0258
0256
0260
0260
0267
029%
0294
0294
0297
0297
0297
0297
0297
0297
o297
0297

3 Is

PATCH
PATCH

307 LONG

etatandead 4

F I i e e e R I I e e e e - - o - e

0000
0000
0000
0000
0000
0000
0000
0000
0002
0002
0002
0002
0004
0010
0013
0015
0016
0019
0019
0619
0020
0028
0039
0039
ncal
LY

PATCH
PATCH

SLST



) 3000 - FORMATC®1®) .
STOEE=SQRT(RIJCNVARSNVARIZDF) ® SIGHACNVAR) 00113000

DF=DF=1,0 00114000
= 1F(DF)1010+1010,205 00115000
: 205 VMIN=040 ] 00116000
- VMAX=0 40 : 00117000
: NIN=0O 00118000
(vl FIND MINIMUM VARIANCE CONTRIBUTION OF VARIABLES IN REGRESSION 00119000
[ EQUATIONs FIND MAXIMUM VARIANCE CONTRIBUTION OF VARIABLES 00120000
c NUT IN REGRESSION EQUATION : 00121000
NO 300 I=lsNINDV 00122000
TFCRIJCTI#1)=+001)300+300+210 ’ 00123000
210 yIsRIJ(IsNVAK)=RT J(NVARSDII/ZNRTIJYCTNT) 00124000
1F(VT)240,30us220 00125000
220 TFOVI=VMAX)3ULO0s300,230 00126000
230 VHAXeVI 00127600
NHAX=] . 0012KG600
GO Tn 300 00129000
240 HIN=NIN+] 00130000
1DCHIN) =] 00131000
[+ COMPUTE REGRESSION COEFFICIENT AND ITS STANDARD DEVIATION 00132000
BONTN)=RTIJCI*NVARI®STGMACNVAR)/SIGMACT) . 00133000
SIGH(NIN)=STUEE#SQRT(RIJ(I#TI))/SIGMALL) - 00134000
IF(VMINI250#260+1000 00135000
250 JFCVI=VHINI3V0»300#260 ) 00136000
260 VMIN=V] 00137000
NHIN=] : 00134000
300 CONTINUE ) 00139000
TFCHIN)10000 4605400 L ; 00140000
¢ COMPUTE CONSTANT TERMa ’ 00141000
400 RSUBD=XRARINYAR) " 00142000
DO 410 I=1sNHlIN 00143000
Jrlp(l)’ . 00144000
410 ASUBN=BSURD=E(1)=XBAR(J) ; ' 00185000
1F(KENT)100028B0s4k20 . 00146000
€ OuTPUT FOR VARIABLE ADDED 00147000
- 420 WRITEC3ISSTINSTEPSK 00148000
’ %7 FURMAT("OSTEF NUMBER "»I12,10Xs™ENTER VARIABLE %s12) 00149000
£25 WRITE(3s58)STOEE 00150000
- 508 fUHMAT(" STANUARD FRROR OF ESTIMATEe"sFi1e3) . 00151000
R=SART(140=RLJINVARP?NVAR)) 00152000
WRITE(3»59)R . 00153000
59 FORMAT(™ MULTIPLE CORRELATION COEFFICIENT ®"sF6,3) 00154000
T1DFN=0BS=DF=24+0 00155000
10FD=DF+1.0 00156000
J' c--------u---h------..----ﬁ------------------------.-.-.-----.-.......- 0015’000
¢ FxprRCSS GDODNESS CF FIT AS PERCENTAGE=FIT» GIVING THE RATIO OF
¢ SUMS OF SouAkEs puE To REGRESSION VERSUS THE TOTAL SUM OF SQUARES
- c.---------------------n----u-------.-n----------t-----.--------------- 00155000
FITe (R=22)x100 .
) WRITE (3266) FIT 00159000
e &6 FORMAT (1xs"wUDONESS OF FITi"sFBsas"g™) 00160000
NRITE(360)B2UBN ' 00161000
60 FORMAT(™ CON®TANT TERM2"»F1244) 00162000
~ WRITE(3,61) 00163000
61 FORMAT (3Xs"VAR™s5Xs"COEFF™sSXs"STD DEV™saXs"F*RATIO"21X+"BETA COE00164000
Py
- SFGHENT
‘ WRITE(3262) 00165000
82 FORMAT (23X»"COEFF™»2Xs"VAR'CONTR™) 00166000
~ DG 430 I=1sNIN 00167000
J=In(I) 00164000
TeR(I)/SIGBCL) . 00169000

DD At DD O DD D T ol o f o o = b o o ot g = = A 4t~ D

(%]

——y D —

00aS  PATCH
0046

0058

0061

0064

0064

00658

0065

0065

0065

0066

0071

0081

0097

0103

0106

0106

o107

0109

0110

0111

0112

ot127

0138

0143

0146

0146

0148

0148

0148

0154

0159

0164

0167

0173

0173

oyre

0190

0190

0200

0200

0209

0220

0220

0225 )
0225 PATCH
0225 PATCH
0225  PATCH
0225 PATCH
0229 PATCH
0231 PATCH
0240 PATCH
N241

0251

0251

0254 PATCH
0255 PATCH
15 117 LONG
0255

0258  PATCH
0259

0264

0266
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c
¢

63

¢
c

. c
' ¢

(2]

ssapess 00‘69050

INSTEAD OF USING THE RAW TVALUE USE T T=50Us AS F=RATID FOR THE 00169100

SIGNIFICANCE OF THE CONTRIBUTION OF VARIABLES TD THE QVERALL FITV

2 c-..---.--------------------n-----------------..---.--.----.-------.--

TaTes2

830 WRITE(3:63)10CT)sBCIYsSIGBII)sT»RIJCJIOINVAR)

FURMAT (3xel324E1144)
COEFFCJ)=p(]?

COMPUTE F LEVEL FOR MINIMUM VARIANCE CONTRIBUTIQON VARIABLE

IN REGRESSIUN EGUATIONS
FLEVLEVHIN®DF ZRTJCNVARINVAR)
IFCFQUT+FLEVL)B6024604450

INITIALTIZE FUR REMOVAL OF VARIABLE K FROM EQUATION

450 K=NMIN
NENT=20
pEapF+2.0
Gt Tg 500

COMPUTE F LEVEL FOR MAXIMUM VARIANCE CONTRIBUTION VARIABLE

NGT IN EQUATIONG
460 FLEVL=VMAX*D! /(RIJCHVARSHVAR)=VHAX)
IFCFLEVL=FINI600+600,470

. INITIALIZE FUR ENTRY OF VARIABLE K INTO EQUATIONG®
470 KEnNMAX
HENT=K
GL To 500
ouTPuT FOR VARIABLE DELETED

880 WHITEC(3I»6AINSTEPKK -

64 FURMAT("OSTEF NUMBER ™»12»10Xs™DELETE VARIABLE "012)

GO TO 425

UPDATE MATRIK
500 STDEE®1+0/RIVIKIK)
DO 540 [=sisMNVAR
IFCI=K)510+5%0s510
810 DO 530 J=isNHVYAR
1F(J=K)520+530,520

520 RIJCI#»J)=RIJUIDUI=RIJCIPKICRIJ(KSI)*STDEE

%530 CUONTINUE
540 CONTINUE
DU 560 J=i»NVAR
1F(J=K)550+550,550
550 RIJIKsJ)aR1JCKsJ)*STDEE
5§60 CUNTINUE
DO 580 I=1sNVAR
1IF(1=K)570»5080,570
870 plJ(IsK)e=RIJ(IsK)*STDEE
580 COUNTINUE
RIJ(K»K)=STDEE
GO TO 200

600 TFCIRES)61000800610
PIRINT RESIDUALS

610 [FAu2
wITE (3,3000)
WRITE(3267)

67 FCRMAT(™0 0BS ACTUAL
sU 630 k=1sNUBS
READ (17"K) (UATA(I)» IsisNVAR)
ES1=3SUBO
DO 620 I=1»NIN
J=1D(1)

620 FST=FST+RCII*DATACY)
RESID=DATA(NVAR)=EST

ESTIMATE

RESIDUAL™)

00170000
00171000
00171100
00172000
00173000
n0174000
00175000
00176000
00177000
00178000
00179000
00180000
00181000
00182000
00163000
00184000
.00185000
00186000
00187000
00188000
00169000

00190000 _

00191000
06192000
00193000
00194000
00195000
00196000
00197000
00198000
00199000
00200000
00201000
00202000
00203000
00204000
00205000
00206000
00207000
00208000
00209000
00210000
00211000
00212000
00213000
00214000
00215000
00216000
00216100
00217000
00218000
00219000
00220000
00221600
00222000
00273C00
00224000
00225000

A A A A A A A A= DDA IDDDD

B e b e e b b b b I T B R R e R e I T I

0247
0267
0267
0287
0269
0271
0298
0298
0301

.0301

0303
0311
031t
0314
0314
0315
0318
0318
0318
0320
0328
0329
0332
0332
0331
03133
0335
03a7
0347
0347
0347
0348
0355
0361
0365
0371
0375
0395
0396
03198
0402
0406
0416
0416
0422
0426
0437
0u3r
0aa2
0442
0344
04as
0aa?
oaaq?
0us|
0455
0455
0460
0ar9
0479
0uBs
0488
0491

PATCH
PATCH
PATCH
PATCH
PATCH

PATCH
PATCH

PATCH
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= “RPLOT (K)=RESID 00225100 R 0494  PATCH
WRITEC(3:68)K*DATACNVAR)PEST»RESTD . 00226000 T 0498
© 68 FORMAT(®™ "s]d»3F1242) 00227000 T 0515
- 630 CONTINUE 0022R000 T 0515 .
: IF (NPLOT«EQ+1) CALL PLOTC(RPLOTANVARSINDBS) 00228100 R 0515  PATCH
(o= NORMAL END UF PROGRAM 00229000 T 0520
640 RETURN 00220000 R 0521 PATCH
1000 CALL ERROR(1) 00231000 T 0524%
1010 CALL ERROR(2) 00232000 T 0525
1020 CALL ERROR(3) 00233000 T- 0528
END 00234000 T 0528
SEGMENT 4 15 552 LONG
SopavseecsnnsnapssT"sanea [ ] opaeesstoesndepgenSsnhosvssencanacosagtsslooanasann
STARY OF SEGMENT seasescane [
SUBROUTINE EKRORC I ) 00235000 T 0000
GO To (10s 20» 30)s 1 - 00236000 T 0000
10 HWRITE (3,100 on23roo0 T o000T7
100 FORMAT ("O0ERKORess NIN® NENT® vnxu: ncouso OR NTRAN IS NEGATIVEe 00238000 T 0011
*CHECK FOR ERROR ON PARAMETER CARDS™ 00239000 T 0011
sTOP 00240000 T 0011
20 WRITE (3s200) 00241000 T 0013
200 FORMAT ("O0ERHORsas DEGREES NF FHEEDUH ® 0s EITHER ADD MORE OBSERV00242000 T 0017
*£TI0NS OR DELETE ONE OR MORE INDEPENDANT VARIABLEs™ 7/ " SAMPLE $1200243000 T 0017
*f MUST EXCEEL NUMBER OF INDEPENDANT VARIABLES BY AT LEAST 2.7 ) 00244000 T 0017
sTOP 00245000 T 0017
30" WRITE (3,300) 00246000 T 0019
300 FORMAT ("OERKORsse F LEVEL FOR INCOMING VARIABLE IS LESS THAN F LEO0O0247000 T 0023
«yEL FOR OUTGUING VARIABLE." ) 00248000 T 0023
STOP 00249000 T 0023
END 00250000 T 0024
SEGMENT 6 15 30 LONG
- .-.G.--...--.-I..--- - - L L 1 ] [T 21T Y I -..--.......-I--..l..---.--...-..-.-' oee

00300000 R 0029 PATCH

SUBROUTINE PLOTC(YsNVARsNORS)
START OF SEGMENT eesnawtans 7

-4 DIMENSION Y(NOBS)»sX(1000)sDUMMY(30)sGRAPH(S00100) R 0000 PATCH
NX=B0 R 0000 PATCH

) NY=20 R 0000 PATCH

- ¢®====CALCULATE THE MAXIMUM AND WINIMUM OF ORDINATE ¥ R 0000  PATCH
CALL MAXMINCY»MOBS YMAXeYMINY R 0001 PATCH
YFACT=(YMAX=YMIN)/(NY=1) R 0003 PATCH

- ¢====~ONE LOOP FOR EACH GRAPH R 0005 PATCH
DO 500 J=1»NVAR R 0006 PATCH

Wit ITEC3,3000) R 0011 PATCH

- 3000 FURMAT("1™) R 001% PATCH
" Ce=e===gEAD IN VARIABLE J R 0016 PATCH

po 50 I=1sNOGS R 0016 PATCH

-t READ (1"I)(DUHMYCL)sLmlaNVAR) R 0021 PATCH
xCI)=DuMMyY(J) R 0039 PATCH

50 CONTIHUE R 00al PATCH

t/)-g's




0042 PATCH : -

0042 PATCH

0044 PATCH o
0046 ° PATCH ;
0047 PATCH : ‘
00%3 PATCH

C=e==syDy FIND THE MAIMUM AND MINIMUM OF X
CALL MAXMIN(X»NDBS s XMAXsXMIN)
XFACTa(XMAX=XMIN)/(NX=1)

g=e== INITIALISE GRAPH
DO 40 I=lsNX*1

DO 40 KsisNYe]

a0 GRAPH (Xs1)=v 0060  PATCH ' R
C==== PLOT POINTS 0065  PATCH : .
N0 100 I=1sNUBS 0067  PATCH

NXPESsIFIX((XCI)=XMIN)/XFACT+0e5) 1
NYPOS=IFIXx((TC(I)=YMIN)/YFACT+0s5)¢1
GRAPH(NYPOS » " XP0OS )=GRAPH(NYPOSsNXPOS )¢l
100 CONTINUE
C==== pUT IN X AND Y AXES
DO 60 ImlsNY

. 0072  PATCH : _ =
0078  PATCH
0084  PATCH
0094  PATCH -
0055  PATCH
0095  PATCH ,

GRAPH(I»12m13 olo0 PATCH : =
40 CONTIHUE 0105 PATCH =/ :
DO 70 I=lsNX 0105 PATCH .
GRAPH(1»[)m4g 0110 PATCH ‘ =

0115  PATCH
0116  PATCH
0116  PATCH . =
0122  PATCH
0129  PATCH
0150  PATCH -
0142  PATCH ,
0148  PATCH .
0150 PATCH .
0172  PATCH
0173 PATCH
0173  PATCH . o |
0173  PATCH
0197  PATCH :
0198 PATCH —
0198 PATCH
0198  PATCH

8 IS 110 LONG
0198  PATCH

ro CUNTINUE
C==== y0W PRINT THE GRAPH
DO 120 IImisnYel )
D0 120 JJ = 1sNX+1Q : .
TF(GRAPH(IT»JJ)eEQeO)ARAPH(IT#JJ)nAB
120 CONTINUE . _
DO 200 I=1sNT+l . a
il=ny=1+2
HRITE(3»1000)(GRAPHCIT»K)sKnlipnNXel)
1000 FORMAT(1x»130C1)
200 CONTINUE
C===" prINT OuT GRAPH DATA
WAITEC3»2000)JsXMINPXHAXSXFACToYMINSYMAXsYFACT2NOBS
2000 “FORMAT("™ GRAPH OF VARIABLE™s14»" ySes RESIDUALS ®//
=r ¥eax1S BOUNDS AREI™sF1246s3XsF12064" X INCREMENT a®™sF12:47
=n y=AxIS BOUNDS AREI®»F1206s3x2F1206s" Y INCREMENT e®oF124:8/
en NOs OF OBSERVATIONS = "sla)

4

: SEQMENT
$00 CONTINUE

DI D DID DI DD DDDIDIDIIIDTDIIDDIIDIDIDDIIDDDDID

RETURN 0198 PATCH .
END 0201 PATCH -
SEQMENT T IS 221 LONG :
2 -t
aSossoesescoeennessoSoeaspensnedctatosas eSSt eanlonatensTasdaenliptsaspgsTaslssuassnTRaDORe - 1
. o |
BROUTINE HMAXMIN CAoNPRMAXSRMING 00300000 g 0220 PATCH |
R START OF SEGMENT evercatans 9 . !
DIMENSION ACN) R 0000 PATCH . ) et
RHAx==1EAD R 0000 PATCH !
RMIN1E40 R 0002  PATCH m
N0 100 J=1¢N R 0005, PATCH W —
IFCACI)sGTeRMAXIRMAXmA(Y) R 0010 PATCH {*‘
TFCACI) oL TsRHINIRMINGALY) ' R 0015 PATCH . o i
ioo CONTINUE R ULO20 PATCH ~—
RMAX = IFIX(HMAX+1) R 0021 PATCH ; :
RMIN ® TFIX(HMIN=1) ] 0023 PATCH
RETURN R 0025 PATCH -
END R o008 PATCH 1

SEGMENT 9 15 39 LONG
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Perscnality Variasbleg

A -  RESERVED/DUTGOING

B =  SCHOLASTIC MENTAL CAPACITY
C -  EGD STRENGTH

E =  DOMINANCE

F =  SOBER/IMPULSILVE

& -  SUPEREGD STRENGTH

H =  SHY/VENTURESOME

I -  TOUGH/TENDER-MINDED

L =  TRUSTING/SUSPICIOUS

M =  PRACTICAL/IMAGINATIVE
] - ARTLESS/SHREWD

D -  CONFIDENT/APPRERENSIVE
Bl -  CONSERVATIVE/RADICAL
02 =  SELF-SUFFICIENCY

03 =  SELF-CONDEPT CONTROL
Q4 -  RELAXED/OVERWROUGKT
A=T =  TRAIT-ANXIETY

A=5% =  STATE-AMXIETY

INTELLIGENCE (RAVEN's PMT)

S



	Binder1.pdf
	Front Cover 5
	Front Cover 6
	Front Cover 7
	Front Cover 8
	Front Cover 9
	Front Cover 10
	Front Cover 11
	Front Cover 12




