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ABSTRACT

ABSTRACT

The South African based petrochemical company, SASOL, operates three large plants
for the recovery and purification of the chemical 1-hexene. The thermodynamic models
available in commercial simulation packages fail to predict or correlate the plant data
presently observed by SASOL. The focus of this project is the accruement of
comprehensive and accurate modelling parameters that would assist SASOL in

optimizing the operation of the three plants and meet their purity specifications.

The experimental requirements of the project are the measurement of isothermal
vapour-liquid equilibrium (VLE) data for selected binary systems, using a dynamic still.
The binary systems investigated were 1-hexene + n-methylpyrrolidone (NMP) at 40, 62
and 90 °C, water + NMP at 70, 90 and 107 °C and 1-hexene + 3methylcyclopentene
(3MCP) at 40, 50 and 60 °C.

With respect to the modelling of the VLE data, the combined (gamma-phi) and direct
(phi-phi) regression procedures were utilized. The results of the analysis show the

combined method as the more flexible of the two, when used for low pressure systems.

The excess Gibbs energy correlations investigated were the Margules, Van Laar,

Wilson, NRTL and UNIQUAC. The NRTL and Van Laar models dominated the



modelling results across the range of temperatures for each binary system and for both

the direct and combined methods of data regression.

The experimental data for the systems of water (1) + NMP (2) at 107 °C and at 70 °C
were compared to literature data. The first system showed excellent correlation with the
literature results while the second plot at 70 °C showed a positive bias of the

experimental data between x, of 0.3 and 0.8.

Thermodynamic consistency tests for the VLE data are also required to verify the
accuracy of the data. For this project, the point and direct (Van Ness) consistency tests
were used as the area test was considered as too mild. All systems passed the point and
direct tests for the combined method and therefore verify the thermodynamic
consistency of the experimental data. The systems failed in most cases for the direct

method as the combined method is the more flexible of the two modelling methods.
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CHAPTER
ONE

INTRODUCTION

Many age-old human activities such as brewing, soap making and alchemy involved
applications of chemical engineering, however the industrial revolution (18th century to
the present), necessitated George Davis, an unremarkable alkali inspector in 1880,

England to actually define the scope of a chemical engineer.

At present, although chemical engineering has diversified to “engineering” on a
molecular level in areas as diverse as biosensors, it was and is tailored to fulfil the needs
of the chemical and petroleum industry where separation methods such as distillation,
filtration, crystallization and extraction dominate. Knowledge of the thermodynamic
behaviour of the systems becomes invaluable for the design and optimisation of

separation processes controlled by equilibrium.

SASOL, a South African based petrochemical company currently runs three plants for
the recovery and purification of 1-hexene. The thermodynamic models presently
available in commercial simulation packages fail to accurately predict or correlate the
plant data obtained by SASOL.  The University of KwaZulu-Natal’s School of

Chemical Engineering (Howard College Campus) was approached to:



1)
2)

3)

4)

Verify experimenta] data that is currently available,

Measure full vapour-liquid equilibrium (VLE) data sets (P-T-x-y) for the binary
combinations 1-hexene + n-methylpyrrolidone (NMP), water + NMP and 1-
hexene + 3methycyclopentene (3MCP) utilising the vapour-liquid equilibrium
still as designed by Raal [Raal & Muhlbauer, 1998].

Undertake comprehensive correlations of measured data using various Gibbs
excess energy models e.g. Wilson, NRTL, van Laar and Uniquac models within
VLE methods such as the direct (phi-phi) and combined (gamma-phi) methods.
Test the thermodynamic consistency of measured VLE data using consistency

tests such as the point and direct tests.



CHAPTER
TWO

REVIEW OF THE THEORETICAL
THERMODYNAMIC ASPECTS OF PHASE
EQUILIBRIA

The various separation processes in industry that generally involve multi-component
streams require intimate knowledge of the vapour-liquid equilibrium (VLE) dynamics
of the system to obtain separation of any use. The measurement of this data is expensive
and time-consuming and it is therefore necessary to obtain experimental data of the
highest quality. Accurate interpretation of the data is also necessary to interpolate and
extrapolate the measured information to new conditions from the minimum amount of

experimental data.

This chapter’s intention is to provide a brief summary of the thermodynamic theory
behind the data interpretation and modelling. A detailed review of thermodynamic
behaviour can be found in Smith & Van Ness [1996] and Raal & Miihlbauer [1998].
The symbols, notation and phraseology used for the various thermodynamic properties

in this review are similar to those of Smith & Van Ness [1996].



2.1 Thermodynamic relationships and equilibrium

2.1.1 Equilibrium

Thermodynamic equilibrium as defined in Appendix A.1 is represented by the equality

of temperature and pressure, as well as the fugacity of component i, £, in all phases. For

i

a liquid and vapour phase in equilibrium:

=g @-1)

Two approaches are commonly used in expressing the equality of the fugacities in VLE:
the equation of state (EOS) and the gamma-phi approach. Before a discussion of these
two methods are undertaken, a definition of the auxiliary functions, fugacity and
activity coefficient of component i as well as the calculation procedure for infinite

dilution activity coefficients, is required.

2.1.2 Fugacity and activity coefficient

The vapour phase non-ideality is represented by the fugacity coefficient and for

component i in solution, is defined as:

= @-2)

where, y. represents the composition of component i in the vapour phase and P is the

system pressure. Under ideal gas conditions, the fugacity coefficient equals unity. The
greater the fugacity coefficient deviates from unity, the greater the system deviates from

ideal gas behaviour.

The liquid phase non-ideality is represented by activity coefficient for component 1 in

solution and is defined as:



S (2-3)

where, x, represents the composition of component i in the liquid phase and f; is the

fugacity of pure component 1.

Using the concept of excess properties (see Appendix A.2); we define the activity

coefficient, y, with respect to the excess Gibbs energy, Gt as:

E

G,
Iny, =— (2-4)
RT

The activity coefficient ¥, can be determined from an expression for G* as a function of

composition:

G* G*
T = x‘.R—T = Zx,. Iny, (2-5)

2.1.3 Infinite dilution activity coefficients

From equation (2-3), as the mole fraction of component 1 approaches zero in solution,

its activity coefficient approaches a definite limit and is known as the activity
coefficient of component 1 at infinite dilution (y;°). The infinite dilution activity

coefficients are extremely important in separation processes especially when the
compound of interest occurs in minute concentrations. They can be determined
experimentally by methods such as ebulliometry and inert gas stripping. A full analysis

of the many methods is undertaken in Raal & Miihlbauer [1998].

Carlson [1942] calculated an “‘apparent” activity coefficient by using an isothermal

pressure-composition diagram or an isobaric temperature-composition diagram and then
by extrapolating it to x, = 0, obtained y;°. Unfortunately, extrapolation usually leads to

large errors.  Also, important components are frequently found in very low

concentrations in the liquid phase. Therefore Gautreau and Coates [1955] developed



exact thermodynamic relations for the activity coefficient at infinite dilution by relating
the infinite dilution activity coefficient to pressure with respect to liquid composition.
Prividal et al. [1992], using the virial equation of state truncated at the second virial

coefficient converts the equation of Gautreau and Coates for component | to:

- " P’S{” \1 l aP -1’::0}
= _— ] o —  —— -
e [ 1&” /{ +ﬁu[stm ][axl ]r J) 20

where,
& =exp[(B" -y ke ~—P,5‘")+ ‘Slzﬂsm} (2-
RT
7)
B, -V
,=1+p 222 2-8
2. pz{ RT J (2-8)
d,=28,-8,-8, (2-9)

£ and ¥, are the vapour pressure and liquid molar volume of component i, B, and B,

i t
are the second vinial coefficient of pure 1 and the i-j interaction respectively. Detailed

analysis of the virial equation of state can be found in Section 2.4.2. The liquid molar

volume of component i, ¥, is calculated from the Rackett [ 1970] equation:

)01337

v =y 707 (2-10)

! <t <

where, Vi 1s the critical molar volume of component 1, Zci is the critical compressibility
factor of component i and Tri is the reduced temperature of component i, calculated

from T/Tci. Teiis the critical temperature of component i.

An estimate of the partial derivative was obtained from the graphical method of Ellis

and Jonah [1962], as modified by Maher and Smith [1979]. The P versus x, data are

converted to £, versus x, values using:

P,=P- [stm +(Plsm *stm )‘xl] (2-11)



Differentiating Equation (2-11) and taking the limit asx, — 0, the following is

[a_P] =[ P J _P i pS (2-12)
Ox, roo \N¥2 ),

The term on the left-hand side of Equation (2-12) is determined by extrapolating a plot

obtained:

of P,/xx,versus x, tox, =0. Van Ness [1964] stated that this short extrapolation 1s
superior to the lengthy one needed when tangents are drawn. If the slope of P, /x,x, 1s
not linear, then Maher and Smith [1979] suggest that x,x, /P, be plotted againstx,.

The partial derivative and hence y;° can be determined. Similarly a calculation for ¥y

is carried out.

2.2 Analytical methods: The direct and combined methods

The direct and combined (gamma-phi) regression procedures will be reviewed in the

isothermal forms i.e. bubble pressure calculations.

2.2.1 The direct method

In the direct regression method, referred as such by Wichterle [1978a], the non-
idealities of both the vapour and liquid phase are described by fugacity coefficients
represented by equations of state (EOS). Equation (2-1) requires that for vapour-liquid
equilibrium, the fugacity of a component in the vapour phase must be equal to the
fugacity of the component in the liquid phase. By substituting into this equation the

definition of the fugacity coefficient (Equation 2-2), the relationship becomes:

x4 =4 (2-13)



The fugacity coefficients are calculated using the exact thermodynamic relationships

[Prausnitz et al., 1986]:

~ 1 %lfop RT PV’
Ing/ = — [—] - -11{ J (2-14a)

RTV-[V on ey, Vel | RT

. 1 7| oP RT PVt
Ing' =-— ||| — ~av, -1 2-14b
¢ RT }, [5n,}” A n[ RT} (2-14b)

where, the superscripts V and L denote vapour and liquid phase properties, # is the
number of moles of material, ¥, is the total volume and V is the molar volume.
Equations (2-14a) and (2-14b) require a pressure explicit EOS in the form P =P (V, T)
with suitable mixing rules applicable to all the mixture’s components and their

interactions over the entire vapour to liquid density range.

The difficulties related to the direct method are [Raal & Muhlbauer, 1998;
Ramjugernath & Raal, 1999]:

1) The choice of EOS that best describes both the liquid and vapour phase non-
idealities. The main criterion is the flexibility of the EOS in describing the
system P-V-T behaviour for both phases within the temperature and pressure
range required.

2) The choice of mixing rules which is required to extend EOS’s to mixtures.
Majority of mixing rules are empirical and can describe only specific systems.

3) The location of appropriate roots for liquid and vapour molar densities when

using EOS’s that are of higher mathematical order than the cubic EOS.
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2.2.2 The combined (gamma-phi) method

In the combined regression method, called such by Wichterle [1978b], the non-ideality
of the vapour phase is described by a fugacity coefficient but the non-ideality of the
liquid phase is described by an activity coefficient. The fugacity and activity coefficient
from Equations (2-2) and (2-3) substituted into the equilibrium constraint of Equation

(2-1) translates into:
y.ﬂ;ip =x.f; (2-15)

Re-arrangement of Equation (2-15) gives:

y = X7/ (2-16)

Substituting f; as defined in Appendix A.3 into Equation (2-16) yields:

(P - b )}

xi}’i¢ij'nIPiSal expl: RT

Yi= ¢3,~ S (2-17)
By defining,
Q. = ; exp|:~ d (1; ; il )} (2-18)
Equation (2-17) reduces to:
y.PO, =xy,P™ (2-19)

The vapour phase fugacity coefficient is calculated using a suitable EOS that describes
the vapour phase behaviour and the liquid phase activity coefficient is calculated using a

suitable activity coefficient model.

Some of the difficulties associated with the combined method follow [Raal &

Muhlbauer, 1995; Ramjugemath & Raal, 1999]:
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1) Since the vapour phase is represented by an EOS and the liquid phase by an
activity coefficient model, there is a large number of parameters to be regressed
from experimental data

2) Liquid-phase pure-component molar volumes V' and the partial molar volumes

7,.[ have to be calculated.

3) A suitable Gibbs energy model is required so that expressions for the activity

coefficients can be derived from the Gibbs-Duhem equation.

2.3 Activity coefficient models

The basis of the combined method of data reduction is to find an accurate form of
GE/RT and therefore the activity coefficient. Binary data for many different types of
mixtures cannot be represented with the same equation [Renon and Prausnitz, 1968] and

therefore in order to obtain the best fit for a particular data set, various G* expressions
have to be considered. Any form of the excess Gibbs energy can be used, as long as it is

accurate, and as long as it has the correct pure component limits [Gess & Danner, 1991]

i.e. as x, and x, approach zero, G “ must approach zero. Some of the more successful

G* models have been those that can be derived from series expansions.

A brief review of the activity coefficient correlations widely used today follows.

2.3.1 The Margules equation

The Margules equation, derived from the Redlich-Kister expansion was originally

proposed in 1895:

GE
®7 =x, X, [A+B(x, ~x,)+C(x, -x,)* +

11
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The simplest form of the Margules equation ignores the higher order terms of the

expansion by setting B=C = 0:

E
% —x, %, A (2-21)

Equation (2-21) is known as the two-suffix Margules equation, because the Gibbs
energy is a second order function of x,. The applicability of this equation is limited

because of its simplicity. Only mixtures of chemically similar molecules conform to

this correlation.

The function is symmetric in the relationship between x, and G, but most real systems

exhibit asymmetric behaviour, making the equation inadequate in the representation of
non-ideal systems. Although its accuracy is limited, the equation can be used to
estimate how much the system deviates from ideal conditions [Gess & Danner, 1991].
For ideal systems, the excess Gibbs energy is zero, while more complicated interactions
give rise to values of the excess Gibbs energy both greater and less than zero. This

model is generally used to estimate the non-ideality of systems.

To account for more complicated behaviour, the higher order terms of the Redlich-
Kister expansion must be included. Letting C and higher terms to be set to zero, and
multiply A by (x,+ x,), and letting 4,, =4+ B and 4, = A- B, the three-suffix
Margules equation is obtained:

GE

R—T:XIXZ[AN X, A, x,] (2-22)

A four-suffix Margules equation is obtained by including the C term in the Redlich-

Kister expansion and a similar manipulation as above:

GE
R_T:Xlxz[Alz X, TA,x, -Cx, x,] (2-23)
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Van Ness et al. [1973] recommend this form for the testing of VLE data for
thermodynamic consistency. The higher order Margules equations are effective in

representing certain non-ideal systems.

Malanowski and Anderko [1992] stated that poor performance of the equations can be
attributed to the assumption of equal sized molecules. They recommended the equations
be used in binary systems. The constants are temperature independent which limits the
equatl:on’s ability to treat isobaric systems. If too many terms are included in an
expansion there is a possibility that the equation will attempt to describe random
experimental errors, producing artificial curvature or inflection points [Malanowski and

Anderko, 1992].

2.3.2 The Van Laar equation

The van Laar model was developed in 1910 to incorporate the size difference of
molecules:

G* - Ay 4

= (2-24)
RTx,x,  Apx +A,x,

In rare cases the constants A ,, and A, are of opposite sign and the denominator, zero

[Raal & Mulbauer, 1998]. This is unacceptable if the data is to be represented over the
entire composition range. The van Laar mode] performed poorly in representing highly
non-ideal systems, which indicates a more advanced model is needed to represent the
interaction of the components in the liquid phase. The constants of this relationship are

not temperature dependent as well.

2.3.3 The Wilson equation

In 1964, G. M. Wilson developed a new model that considered the energy of interaction

between two molecules as well as the molecule size. The derivation was based on local

composition. For a binary system:

14



GE

— =X ln(x1 +x,G,, )— X, ln(x2 + leZl) (2-25)
RT
yr a
G,, = —2-exp| ~—= (2-26)
? VlL p[ RTJ
yr a
G. = expl - 22 (2-27)
tv p[ RT]

where, V' is the liquid molar volume for the two pure components and a; are

parameters characterizing molecular interactions but are used as empirical correlating
constants. The G; parameters incorporate temperature dependence and can represent
multi-component behaviour with only binary parameters. Orye [1965] showed the
applicability of the Wilson’s equation data for a wide variety of liquid mixtures. The
disadvantages of the Wilson equation, which are not serious for our purposes are firstly,
that the maxima or minima cannot be reproduced on the Iny vs. x, curve and secondly,

that the equation is not suitable for mixtures of partially miscible liquids.

2.3.4 The NRTL equation (Non-Random Two Liquid Model)

Renon and Prausnitz [1968] published the NRTL model, based on Scott’s two-liquid
model and included a term to represent the non-randomness of a solution as well as the

local composition model. It is particularly suitable for highly non-ideal systems.

G* _ 7,6y 7,G),
= + (2-28)
RTx\x,  x +x,G, x,+xG,
G, = exp(_QIZTIZ) (2-29)
G, = exp(~ alz‘t'z]) (2-30)
Thez, ’s are related to the “energy parameters” g, by:
8 —&x»
Ty = ———— 2'31
2 RT (2-31)
_ &8~ &
T, === -
2 RT (2-32)



The equations have three adjustable parameters, the two Ag, anda.. The g,
parameters represent the interaction between components i and j, whereasa;, which
¢quals «,, ts the non-randomness parameter. Whena is zero, the mixture is
completely random. The value of a, extends the equation to represent a large variety
of mixtures. The 7.'s introduce temperature dependence and the NRTL is also

applicable to multi-component mixtures with only binary parameters.

2.3.5 The UNIQUAC model: (Universal Quasi-Chemical Theory)

Abrams and Prausnitz [1975] derived a semi-theoretical model for the excess Gibbs
energy that extended the quasi-chemical lattice theory of Guggenheim, The basis of the
model is the assumption that a liquid can be represented by a three dimensional lattice,
where ecach lattice site is occupied by a segment of a molecule, with a total of r,
segments for each molecule of type i. The model consists of two parts, namely, a
combinatorial part that represents the athermal (no energy of interaction between the
segments) contribution and a residual part that accounts for the energy of interaction
between the segments. The combinatorial part is a function of concentration, the size
parameter and the area parameter q i.e. it is based solely from structural considerations.

The residual part is a function of temperature and the energy parameters (uﬁ - uﬁ). The

UNIQUAC equation uses only two adjustable parameters per binary and an extension to
non-polar and polar multi-component systems requires no higher parameters. For a

binary system:

G* = G® (combinatorial) + G* (residual) (2-33)
where,

G* (combinatorial) P, z 0
=) x,In—+— X In— (2-34)

RT Z‘ foox, 2 Z‘q D,

E .
G (r;s;dua!) --Y g, IH[ZQ}TJ-,-] (2-35)
i j



The parameters r and q are pure component molecular structure constants. In the

original formulation of Abrams and Prausnitz [1975], ¢, = g,- To obtain better
agreement with water or alcohols, g, for water and alcohols was introduced empirically

to give an optimum fit [Anderson and Prausnitz, 1978].

See Table 3-1 for definition of symbols and the corresponding activity coefficients for

the G* models discussed.

2.4 Equations of state (EOS)

The P-V-T relations i.e. the equations of state (EOS) for pure substances and their
mixtures are vital for the calculation of a wide range of thermodynamic properties e.g.

critical properties, vapour pressures and densities.

EOS’s were originally used for pure compounds and when initially applied to mixtures,
the equations were restricted to describing non-polar and slightly polar compounds.
Recently there have been a multitude of papers published that extend EOS to strongly

polar compounds.

Sandler et al., [1994] and Raal & M ii hlbauer, [1998] classify EOS as follows:
1) Family of virial EOS’s
2) EOS’sin a corresponding states format
3) van der Waals family of cubic EOS’s

4) EOS’s derived from statistical thermodynamics based on lattice models,
perturbation theory or integral equation theory.

5) EOS’s derived from fitting computer simulation data.
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Table 2.1

Activity Coefficient Expressions for Binary Systems

Margules 2-suffix

Iny,=Ax; (2-36)
Iny,=Ax/ (2-37)
A = adjustable parameters
Margules 3-suffix
Iny, :[Alz +2(A21 —AIZ)xI ]Xzz (2-38)
Iny, :[AZI +2(A|2 -AZI)XZ]XIZ (2-39)
A,,,A, = adjustable parameters
Margules 4-suffix
Iny, = [AIZ + 2(’421 - A, - C)xl + 3Cx]2 ]x; (2-40)
ny, = [y, +2(4, - 4, - C)x, +3Cx7 |} (2-41)
A,,,A,,,C = adjustable parameters
Van Laar
A 2
X
In = sz[ 2 ; ]
Ap X, + 4y % (2-42)
2
Iny, = A [——A”x' J
PO Ay + Ay, (2-43)

A, A, = adjustable parameters
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Table 2.1 (Continued)

Activity Coefficient Expressions for Binary Systems

Wilson
G G
=-1 +G.x, )+ 12 - 2! (2-44)
Iny, n(xl 12“‘2) xz[x, +Gor, 1 +Gyx,
G G

1 =1 +G - 12 - 21 2-45
ny, n(x2 21x1) Xl[xl +Gox, x, +Gyx, ( )
¢ U % (2-46)

.. = ——€X _—— -

y I/iL p RT

' = molar volume of pure liquid component

a; = adjustable parameters

UNIQUAC

) VA 6 ’, . . . C T T
Iny =lh—+Zgn s, 20 |—g 106 +6.7, )+ 6.q| —2— - 12 (2-47)
e ’ X q]nq)l _[] & -} # n( e -Tzl) ﬂl[el +92721 92 +91712]

b, Z 2] r . . . C T 7,
ny, =ln—2 +2gn-24® |1, - 21 |-¢, (o, +8,7,,)+6.q,| — 12— - —2" (2-48)
A X, ‘I_”q)2 l[ ’ n ]] ¥ n( ’ )T”) .%[92 +0,7, 6, +92T2)]

~ 0 (2-49)

T, =exp ————— -
/ RT

u ;= parameter of interaction between component j and 1

. . zZ
z = coordination number; 5 =5

q,= area parameter of component |
r,= size parameter of component |

Z = coordination number and is equal to 10

[, = %(r,. ~q,.)—(r,. - 1) (2-50)



Table 2.1 (Continued)

Activity Coefficient Expressions for Binary Systems

P, = . (the average segment fraction of component 1) (2-51)
X+ X,
0, = S [N, 0, =24 (2-52)
Xq, X9, X4q, + X9,
(w,, — 4y, ), (4, —u,,) = adjustable parameters
NRTL
G, ) G
T
Iny, =x3|1 = + 12 12 (2-53)
& 2|: ZI[xl +x,0, (xz +x1612)2
G, Y G
T
Iny, = x{ ru( 12 ] + 2 (2-54)
x, + %Gy, (‘xl +x2G21)
p =878y (2-55)
’ RT
G, = exp(—aijru) (2-56)

Ag; and a,, = adjustable parameters
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Of interest in this project are the family of virial EOS’s and the van der Waals family of

cubic EOS’s.

2.4.1 Virial Equation of State

The virial equation of state is extremely attractive due to its simplicity, which is highly
advantageous in iterative procedures and the direct relation of the parameters to

intermolecular forces. The equation is also easily extended to mixtures.

Abbott [1986] recommends the use of the equation for pressures up to about 5 bar.
Smith and Van Ness [1987] suggest that the truncated two-and three-parameter vinal
EOS be used for pressures up to 15 and 50 bars respectively. The accuracy of the
calculation of the fugacity is about the same for the pressure-explicit and density-
explicit equations truncated at the second virial coefficient, and the systems are usually
specified by temperature, pressure and composition. The most convenient form of the

vinal EOS is as follows:
Z=1+"— 2-57
R (2-57)

where, Z is the compressibility factor P¥/RT and B is the second virial coefficient.

Walas  [1985] recommends the equation for pressures corresponding

to P/P. < 0.5T/T, .

For a pure vapour, the virial coefficients are functions of only of temperature. For a

mixture, the coefficients are dependent on temperature and composition:

Brieuure T>59) =2 3,v,B,(T) (2-58a)

i=1 j=I

where, m is the number of components and B, 1s the virial coefficient characterising

pair interactions between an i and a j molecule.
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For a binary system, the exact expression is:

2 2
B = Zzyiijlj =W B, + 2,8, 1,8, (2-58b)

izl j=1

With the use of the virial EOS, Equation (2-18) transforms into:

(Bn' - I/i)(P_Esal)+Py15y
RT

(D’_ = exp (2-59)

where, as in Equation (2-9)
6,=2B,-B,~B;

Experimental virial coefficients for the pure components B, and mixtures B can be

found in Dymond and Smith [1980] and Cholinski et al. [1986]. For prediction of these
coefficients, correlations such as Tsonopoulos [1974], Haydon & O’Connell [1975],
Nothnagel et al. [1973], Black [1958] and O’Connell & Prausnitz [1967] are available.
The method of Haydon & O’Connell was utilised in this project as it offers the most
reliable prediction of coefficients and is simple and highly accurate for complex
systems [Haydon & O’Connell, 1975]. The Haydon & O’Connell method is a
predictive method, with the virial coefficients being functions of dipole moments,
temperature, pressure, critical temperature, critical pressure and the degree of

association between the interacting components

The truncated form of the virial expansion can describe only the vapour phase
behaviour. In the direct method, the equation must be able to describe both the liquid

and vapour behaviour. Thus, the virial EOS cannot be used in the direct case.

A number of equations of state have been proposed over the years but the cubic
equation of state (CEOS) is the simplest polynomial form capable of yielding the ideal

gas limit at ¥ — oo and of representing both liquid and gas phases.
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2.4.2 The van der Waals family of cubic equations of state

The most general form of a cubic equation of state (CEOS) contains five parameters and

takes the form:

p_ RT V-9
“V-b (V-bVP+V +y)

(2-60)

where the adjustable parameters a, b, 6, {and w are in general functions of

temperature [ Abbott, 1979].

The cubic equation in its general form has been analysed by Martin [1967 and 1979],

Abbott [1973] and Vera et al. [1984] but the forms that have achieved widespread usage
and acceptance are the Soave-Redlich-Kwong(SRK) and the Peng-Robinson (PR)

modifications of the van der Waals equation of state.

The van der Waals family of CEOS contain only the two parameters a and b, where

Equation (2-60) reduces to:

p-FT_ __a (2-61)
V—=b gV)

where g(V) is a generalised function of molar volume.

The parameter b represents a rough measure of the size of the molecule whereas the
parameter a is a measure of the attractive forces of the molecules. The pressure of the

system is then thought of as the sum of repulsive and attractive terms:

P = R'epul_vive + Panracn’ve (2-62)
RT
Pre ulsive — 1, L 2-6
Py b (2-63)

a
Pnurauive == (2-64
g() )
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Two methods are available for determination of the attractive and co-volume
parameters. The first is to choose the parameters to fit experimental data such as pure
compound vapour pressure and liquid or vapour densities. The second method is to fit

the parameters to the critical point using the EOS and the critical point conditions as

5P 5P
[__J :[ 2} ~ 0 (2-65)
oV T criticalpo int oV T .criticalpo int

given by:

2.4.2.1 The van der Waals EOS

In 1873 van der Waals proposed the first equation of state that represented both gas and
liquid phases. The equation took into account intermolecular forces to describe the

volumetric behaviour of fluids:

p_ KT _a (2-66)

V-b V?

Due to the simplicity in the treatment of intermolecular forces of the van der Waals

equation, accurate results cannot be made.

In 1949 Rediich and Kwong modified the equation and hence the accuracy by

introducing temperature dependence and an extra size parameter into the denominator

of the second (attractive) term:

p-fT ___a (2-67)
V-b TV +b)

Although the Redlich-Kwong (R-K) equation has limited accuracy, and is generally
useful only for nearly ideal systems, the success of the R-K EOS stimulated numerous
investigators to propose various methods for improving the equation. A comprehensive

review was undertaken by Horvath in 1974 of these modifications up to the early

1970’s.
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Improvements of the R-K EOS fall within two main trends of research; they either
adopt a better temperature dependence of parameters or change the functional form of

the g (V) dependence [Anderko, 1990].

The temperature dependence of the “a” parameter is essential for the reproduction of
vapour pressures [Wichterle, 1978]. The first method for expressing the temperature
dependence was proposed by Soave in 1972 and it gained extensive popularity due to its

accuracy and simplicity.

2.4.2.2 The Soave-Redlich-Kwong (SRK) EOS

In 1972, Soave incorporated the temperature dependence that Redlich-Kwong had

introduced into the attraction parameter and developed the following equation:

_ RT a(T,0)
V—b V(I +b)

(2-68)

Many methods were introduced for adjusting the parameters to enable the EOS to match
experimental vapour pressures. Wilson in 1964 first introduced the following form of

the temperature dependence of the “a” parameter for both phases:
a(T)=a,a(T)
a(T) =T, (14 (1.57 +1.620)YT;") (2-69)
b(T)=b, (2-70)

where @, and b, are the values at the critical point and T, = I

%
The first method for expressing the temperature dependence that gained widespread

populanty due to its accuracy and simplicity was proposed by Soave [1972] for non-

polar substances:

Ja, =1+1,(1-T,) (2-71)
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where x; was expressed as a quadratic function of the acentric factor. Soave correlated

K, against the acentric factors of the compounds examined:

Kk, =0.48+1.50-0.10" (2-72)

Soave’s function was found to be incorrect at high-reduced temperatures, as it does not

always decrease monotonically. The full set of equation can be found in Table 2.

Soave calculated the vapour pressures of several hydrocarbons and compared these with
experimental data. In contrast to the original R-K EOS, which yielded vapour pressures
diverging sharply from experimental values, especially for compounds with large
acentric factors, Soave’s modification fitted the experimental curve well. In addition,
the SRK EOS has proved successful in correlating the phase behaviour of multi-
component systems containing non-polar and slightly polar substances. Despite its
successes, the SRK EOS always predicts liquid-phase specific volumes that are greater

than literature values (Peng & Robinson, 1976].

The solution of Equation (2-87) in Table 3-2 has either one or three real roots. If the
solution has three real roots, the highest root corresponds to the compressibility factor

of the vapour and the lowest positive root, the liquid.

2.4.2.3 The Peng-Robinson (PR) EOS

While an appropriate temperature dependence of the “a” parameter is sufficient for
representing accurately the vapour pressure, modifications of the g(V) functional
dependence are necessary to improve the prediction of volumetric properties. The
simplest approach is to change the form of the attractive term of the R-K EOS without
adding parameters. In 1976, Peng and Robinson recognized that the critical

compressibility factor, Z. of the R-K EOS was overestimated thus impairing the liquid
volume calculations. The critical compressibility factor, Z. is defined at the critical

point as Z. = P.V. [RT .. They postulated an equation reducing Z:

26



po RT__ a(l, @) (2-73)
V_b V(V+b)+b(V —b)

To calculate the fugacity coefficient of the Peng-Robinson EOS, with respect to the

compressibility factor, the following equation is derived:
2 (1-B)? +2(4-2B-382)-(4B-B* - B*)=0 2-74)

Similarly, for three roots, the highest root corresponds to the compressibility factor of

the vapour and the lowest positive root, the liquid.

The full set of equations for the Peng-Robinson EOS can be found in Table 2-2.
Although both SRK and PR EOS’s use the same equations for @ and «x as a function

of @, there is a difference with respect to the x function. For a CEOS, atT, = 0.7, a is

uniquely determined by @ from the definition of the acentric factor:
log(P ), o, = {0 +1) (2-75)
where P’ is the reduced saturation pressure.

Theretfore, for each EOS, there is a x that exactly reproduces the value of the vapour

pressure at7, = (.7. Soave computed « values at 7, = 0.7 over a range of @ without

r

experimental points. On the other hand, Peng and Robinson failed to satisfy Equation
(2-75) as they fitted the vapour pressure from the normal boiling point to the critical
point for a large number of compounds to obtain the coefficients. This resulted in poor

representation of the PR EOS for polar compounds.

Numerous modifications were proposed for the Peng-Robinson EOS but the most
widely used modification was that of Stryjek and Vera [1986]. The equation, which
modified the & function, is highly desirable as it is a one-parameter form. The alpha

function as in Equation (2-71) remains the same:

a=parli- 7 f

K=Ko+x,(l+\ffko.7—ﬁ) (2-76)
x,=0378+1.489w + 0.17w* + 0.019° (2-77)
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Table 2.2

Equation of State Parameters and Fugacity Coefficient Expressions

For pure species i, the general EOS can be represented by:

PV V. T W
Zi — 1 — ! _ al( ) I (2_78)
RT  V,=b, RT(V,+c,b )V, +c,b,)
where:
a;, =a,a; (2-79)
QR'T;
a(T)=—"—= 2-80
(1) P (2-80)
Q :
b, = R, (2-81)
I
Parameters SRK EOS PR EOS
G 0 1_\/5
¢, ] 1+2
Q, 0.424747 0.45724
Q, 0.08664 0.07780
with a defined as in Equation (2-71):
\[a_,.=]+)(,(1—\/T—”-) (2-82)
where:
SRK EOS : x, =0.480+1.574w, — 0.176w] (2-83)
PREOS : k,=0374+1.5420, - 0.2690] (2-84)
To solve for the pure component fugacity coefficient:
A + B
SRKEOS : Ing =z—1—ln(z-B)—Eln[z ] (2-85)
z
A z+ (1 + \/E)B
PREOS : Ing=z-1-Inlz-B)- In (2-86)
¢ e=8)-2 77 [z+(1—\/EEJ

To evaluate z, Equation (2-78) is simplified to:
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SRK EOS : z'—z’+z(4-B-B*)-4B=0 (2-87)

PREOS : z'-(1-B)z?+z(4-2B-3B*)-D=0 (2-88)
With: D= 4B-B* - B’

The constants A and B can be calculated from:

a,P

= (2-89)
p=br (2-90)
RT
with:
, =2 (2-91)
RT
2.5 Mixing rules

To extend pure substance EOS to mixtures, a mixing rule has to be incorporated into the
modelling. There are essentially two basic methods of applying a cubic EOS to a
mixture, Method A and Method B [Walas, 1985].

In Method A, a mixture’s EOS a,and b, parameters are calculated from critical
properties e.g. 7, and P, determined from combining rules. The simplest combining

rules are mole-fraction-weighted sums of the property parameter for the components of
the mixture. The various combining rules will not be further discussed, as they are not

that commonly used in phase equilibrium calculations. A full discussion can be found in

Walas [1985].

The most common method is Method B, where the pure component a, and

b, parameters are calculated using pure component properties e.g. 7., and P.. Mixing
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rules are then only employed to express the EQS a,and b, (also written as aandb)

parameters as some function of composition and pure component a; and b, parameters.

For a mixture Equation (2-78) in its general form:

Z — PVmi _ Vmi _ am (T)Vm (2 92
" RT V,-b, RT(V,+cb, YV, +c,b,) 22)

m

The values of a, and b, are mixture values related to the pure component parameters

a; and b, through a mixing rule.

The general expression for the fugacity coefficient of compound i in a mixture:

ng = 2o(z, 1) imVataln , @) BRI, () o b V,+cb, (2-93)
b, V ¢ —c a, b, V. +cb,

m m

In this equation, ai and Z)T are “partial parameters” for component i:

- —8(nam) i

“= L ani :|T.n - (2 94)

b = M} (2-95)
L ani T.n

At a given temperature and pressure, the solution for ¢Ai from Equation (2-93) requires

prior solution of Equation (2-92) for V (the mixture molar volume) and from that

m

Z,_ (the mixture compressibility factor). The parametersZz—,- and Z;can be found in

Table 3-3 for the mixing rules used in this project.

The simplest mixing rule is the van der Waals one-fluid mixing rules:

a, = ZZx,xja,j (2-96)

b, =Y. xxb, (2-97)
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The combining rules for a, and b, are:

a, = Jaa,(1-k,) (2-98)

v

b, =56+, Ji-1,) (2-99)

where k; and /, are the binary interaction parameters obtained by fitting EOS
predictions to experimental VLE data for k; or VLE and density data for k, and /.

Generally, [ is set zero, leading to:

i

b, =D xb, (2-100)

The justification of the van der Waals one-fluid mixing rule stems from the virial EOS.

By expanding the van Waals equation in powers of(b/V), we obtain:

PV = (p N qa
ey - 2-101
RT Z‘[V] V RT ( )

m

From statistical mechanics and Equation (2-58a),

mon m m a..
Brigure(Ts )= D> 3,7, B,(T) = Zzy,.y,[b,, - EJ =b - % (2-102)

i=1 j=I i= j=I

A sufficient, but not necessary condition is that the cubic EOS parameters satisfy the
van der Waals one-fluid mixing rule, as the low-density composition dependence of a

cubic EOS has to be the same as the theoretically correct virial expansion.

The van der Waals one-fluid mixing rule is only effective in describing mixtures near
ideality. To encompass mixtures that deviate widely from ideality, Vidal [1978] and
Huron and Vidal [1979] developed a mixing rule that incorporated activity coefficient
models based on an infinite reference pressure. Activity coefficient models are used to

effectively describe mixtures that are highly non-ideal. Huron and Vidal considered the
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excess Gibbs free energy given by a van der Waals type of CEOS at the limit of infinite

pressure:

Glos (T, P o0,x,)= A[Z—"’—Zx,-—z—"+1’2x,(bm —b,-)} (2-103)

The constant A depends on the EOS:
SRK EOS: A =~In(2) (2-104)

PR EOS: A = %m(ﬁ—l) (2-105)

They assumed that at infinite pressure the excess Gibbs free energy obtained from an
EOS equals the excess Gibbs energy calculated from the liquid phase activity

coefficient model:
Gros(T, P — ,x,)= GF (T, P — o, x,) (2-106)

Also the co-volume parameter b equals the volume V at infinite pressure:

v v
lim— = lim -2 =1 (2-107)

Pow b Pox b
I m

and the excess volume, V% | is zero.

Therefore Equation (2-106) reduces to:

a,=b,| > x4 " ' (2-108)

The above-derived equation together with Equation (2-100) form the original Huron-

Vidal (OHV) mixing rule and is able to correlate highly polar and asymmetric systems.

The fugacity coefficient for Peng-Robinson EOS is then given by:
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Ing, =2 (2 -1)-1n(Z - B)- 1[af+m”}4218*ﬁk}(zm%

b, 22| bRT  C

The difficulties associated with the OHV mixing rule was examined by Sandler [1992]
and Sandler et al. [1994]: |

1) The mixing rule may not be successful in describing non-polar hydrocarbon
systems.

2) The OHV mixing rule does not satisfy the quadratic composition dependence
required of the second vinal coefficient at the low-density limit

3) Even though the Huron-Vidal approach allows the use of G® models with
EOS’s, the parameters are not the same as those obtained when correlating data
directly with the activity coefficient model as G* is a function of pressure and
even at a fixed temperature, its low-pressure value is not the same as at infinite
pressure. As a result, one cannot use parameter tables e.g. the DECHEMA Data

Series developéd for excess Gibbs free energy models at low pressure with this

EOS model.

The mixing rule as developed by Wong and Sandler uses the excess Helmholtz free
energy A" as opposed to G”in the OHV mixing rule [Wong and Sandler, 1992]. In

addition:

1) 1t allows the use of existing G* parameter tables [Wong and Sandler, 1992];

2) Allows extrapolation over wide ranges of temperature and pressure [Huang and

Sandler, 1993]
3) Provides the simplest method of extending UNIFAC or other low-pressure

prediction methods to high temperatures and pressures [Orbey et al., 1993].

The new mixing rules of Wong and Sandler are based on the following important

observations:
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1) Although the van der Waals one-fluid mixing rule is a sufficient condition to
ensure the proper composition dependence of the second virial coefficient, it is

not a necessary condition.

The van der Waals one-fluid mixing rule places constraints on two functions, aandb,
to satisfy the single relation of Equation (2-102). The mixing rule of Wong and Sandler
uses the last equality of Equation (2-102) as one of the restrictions on the EOS a and b

parameters together with the following combining rule:

P =lﬁbf ‘a"}u[bf % H(] k) (2-110)
V" RT 2|\ RT RT

where £, is a second virial coefficient binary interaction parameter.

2) The excess Helmholtz free energy on mixing is much less pressure dependent

than the excess Gibbs free energy.

The second equation for the a and b parameters then come from the condition that:

Afos(T>P=°°7xi):AE(T7P=°°7X:‘)
=A% (T, lowP, x,)

=G (T,lowP, x;) (2-111)

where the subscript EOS refers to the Helmholtz free energy derived from an EOS,
while 4% and G without the subscripts indicate the free energy from activity

coefficient models.

The advantages of the Wong-Sandler mixing rule were summarized as follows by

Sandler et al. [1994]:
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1) 1t extends the range and applicability of equations of state to mixtures that
previously could only be correlated with activity coefficient models.

2) Activity coefficient parameters reported in databanks can be used directly and
with good accuracy.

3) In many mixtures the free-energy model parameters in the EOS can be taken to
be independent of temperatures, thereby allowing extrapolation over large
ranges of temperature and pressure.

4) The mixing rule can be used to make predictions at high pressure based on low-
pressure prediction techniques, such as UNIFAC and other group contribution

methods.

The full formulation of the Wong-Sandler mixing rule appears in Appendix A.

An extensive review of the mixing rules was undertaken by Raal and Muhlbauer [1998],
where the mixing rules were divided into five main categories: classical (CMR),
density-dependent (DDMR), composition-dependent (CDMR), local composition
(LCMR) and density-independent (DIMR). Raal and Muhlbauer [1998] stated that the
density-independent mixing rule of Wong and Sandler (W-S) is the most appealing and

promising mixing rule.

The WS mixing rule does not correlate non-polar mixtures better than van der Waals
mixing rule and it encounters singularity problem for mixtures on non-polar compounds
with light gases. The WSMR does not reduce to the CMR when the interaction

parameters in the excess free energy model are set equal to zero.

Numerous modifications have been undertaken on the Wong-Sandler mixing rule.
Orbey and Sandler [1995(a)] reformulated the mixing rule by eliminating one of its
parameters. Satyro and Trebble [1998] showed that at extremely high pressures i.e. in
the order of 15 000 bar, the Wong and Sandler mixing rules produced negative heat
capacities. They modified the Wong and Sandler mixing rule, however at the expense of
maintaining the quadratic compositional relationship of the predicted second virial

coefficient.
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Twu and Coon [1996] recently developed a mixing rule that they claim is more flexible
than the Wong-Sandler mixing rules and avoids the problems associated with the
Wong-Sandler mixing rules. The mixing rule depends only on composition and

temperature and is based on the equation:
AL =A4-AA,, (2-112)

where 4. is the excess Helmholtz free energy obtained using non-random liquid theory

based on the local-composition concept, A4 is the Helmholtz-free-energy departure
function (i.e. the difference between the molar Helmholtz free energy of a mixture and
that of the same mixture of an ideal gas at the same temperature, pressure and

composition), and A4, , is the Helmholtz free-energy departure function evaluated for a

van der Waals fluid.

If AA and AA4,, are evaluated using a two-parameter CEOS, then at the limit of
infinite pressure (P — oo), Equation (2-112) yields:

E oa
A p | O Gmoa (2-113)
RT b.b

m

where the constant Ais defined in Equation (2-104) and (2-105) and the reduced

properties a_and b, are defined in Equations (2-89) and (2-90) as A and B. The
evaluation of the parameters a’,,, and b, requires evaluation of Equations (2-96)

and (2-97).

The use of a two-parameter CEOS allows two degrees of freedom to choose the two

mixture parameters a, andb, . Application of the infinite-pressure limit to arrive at

Equation (2-113) utilises one degree of freedom. As Wong and Sandler [1992], Twu

and Coon used the remaining degree of freedom to satisfy the second virial coefficient
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boundary condition. Substitution of the combining rules for @, and b; from the van

der Waals Equations (2-98) and (2-99) into Equation (2-102) yields:
bm = bm.vdW + _T : (am - am,vdW ) (2-] ]4)

If Equations (2-113) and (2-114) are solved simultaneously for the mixture parameters

a,andb, , we obtain the Twu-Coon mixing rule (TCMR):

. P [ AL AL
o= |G L A (2-115)
R’T b, A RT
b :b_P= buw — Argy (2-116)

RT 1- @'__i_iﬁ
b\'dW A RT

Any Helmholtz free energy model may be used for AZ above. The TCMR has two
second virial coefficient binary interaction parameters, k, and /;. This extra parameter

provides the TCMR with immense flexibility in regression of VLE data.
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Table 2.3

Parameters 9/ and b for the mixing rules used

Huron-Vidal Original Mixing rule (OHVMR):

P
o ab, a,.b - b, RT Iny, 2-117)
b, b, A
bi=b, (2-118)
Wong-Sandler Mixing Rule (WSMR):
@ =b RT| - B0, 1B (2-119)
bRT A b,
Iny/™ a
R i i)
by =— ) ’ (2-120)
NG AR
A RT 7 ' b,RT
Twu-Coon Mixing Rule (TCMR):
ai=a, b D (2-121)
bm D’"

bi=b,| =< L (-D)) (2-122)

. E
D = am.vdW +ii (2_123)
" b:n.vdW A RT
: Iny,
5 _|onD,)|_ Gnaw |2 S'x,a, - 2 Sxp, +1}+ i (2:124)
i = B Q% Ty et
ani Tn bm.vdW am.vdW J mvdW J
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2.6 Vapour-liquid equilibrium data reduction

Abbot & Van Ness [1975(111)] stated that Barker’s method, which is a least squares
reduction procedure, is a most attractive procedure as it is a single step analytical fitting
technique, that makes direct use of the measured data. Silverman & Tassios [1984] also
found that Barker’s method produced very good results. The goal of a least squares
method is to choose the set of parameter estimates that minimize the sum of the squares
of the errors between one or more experimental and calculated quantities. The objective
function is the sum of the squares of the errors. The most reliable estimates of the
parameters are obtained from multiple measurements, usually a series of vapour-liquid

equilibrium T, P, x and y [Prausnitz, Anderson, Grens, 1980].

In data reduction, various combinations of the variables P, T, x and y may be known
and the missing ones are calculated using appropriate equations and correlations. When
a binary liquid phase is in equilibrium with its vapour, there are two degrees of freedom
[Van Ness, 1995]. Thus when temperature is fixed i.e. for isothermal data, then for any
value of x;, we can calculate values for y, and pressure. This is termed a bubble point
pressure calculation. Similarly when pressure is fixed i.e. for the isobaric case, a bubble
point temperature calculation is performed where vapour mole fractions and

temperatures are calculated from liquid mole fractions and pressure.

Both of these routine engineering calculations are based on an ability to
evaluate G*/RT, P’ and @, which are variables required in both the combined and
direct method [Smith & Van Ness, 1987]. Data reduction for the isothermal case is far
simpler as the temperature dependence of the parameters in the activity coefficient
models reduces them to constants. The feasibility of VLE determination from

measurements at constant temperature is shown in Ljunglin & Van Ness [1962]. We
assume the availability of an expression for G*/RT as a function of x, and T that is

inherently capable of correlating the data to within their experimental precision.
If a full set of P-x-y data is obtained experimentally, y is the least reliable, [Van Ness et
al., 1973]. The large uncertainties associated with y will be propagated into larger

uncertainties in the parameter estimates [Van Ness, 1978]. Byer et al. [1973]
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demonstrated the effectiveness of the numerical procedure based on P-x data alone for

various binary systems. The steps to the conventional Barker method follow below

[Abbot & Van Ness, 1977].

2.6.1 Barker’s Method

J. A. Barker, in 1953 established the first model-dependent method. For an isothermal
set of P—X data:
1) A suitable expression for the excess Gibbs energy is selected. Barker [1953]
employed the Scatchard [1949] polynomial, but any equation can be used.
2) The expression for the system pressure is given by:

_ xl}/]Pl.\'al N xz}/zpzsal
CDI (DZ

P (2-125)

3) The equations for the activity coefficients, ¥, andy,, in accordance with step
(1), are substituted in Equation (2-125). This results in the pressure being a
function of the unknown parameters of the activity coefficient model.

4) Utilizing a regression procedure, the unknown parameters that best fit the P-x
data for the entire composition range are determined. The initial values of
pressure are calculated with the correction factor, ®,=1. The vapour mole
fraction is then evaluated via Equation (2-19). These calculated values of
pressure and vapour mole fraction are used to give new estimates of the
correction factor. Iteration continues until there is no significant change in the

calculated pressures.

Barker [1953] minimized the sum of the squares of the differences between the
calculated and measured pressures in the determination of the unknown parameters.
Van Ness et al. [1978] define this difference between the calculated value and the
corresponding experimental value as a residual, denoted using the symbol,é . Van Ness

et al. [1978], upon comparison of different residuals, stated that the objective function
Z((SP)z utilized by Barker [1953] performed the best. The minimization of the

pressure residual is also the simplest and the most direct method [Van Ness, 1995]. The

non-linear regression technique of Marquardt [1963] was used in conjunction with
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Barker’s method in this project. For isobaric data reduction the residual of 6 T was

used instead of & P.

The method of Barker was utilized with both the direct and combined method, modified

accordingly as shown in Figure 2-1 and 2-2.

2.7 Thermodynamic consistency tests

VLE measurements are always liable to errors, depending on the instrumentation used,

the accuracy of the experimental manipulation or the inadequacy of the thermodynamic
functions G%/RT andIn(y,/7,). To achieve data of high quality, the results need to be

subjected to thermodynamic consistency tests. These tests are based on the Gibbs-

Duhem equation. For a binary system, the equation is represented by:

H* yE
R dT—ﬁdP+xld]ny1 +x,dIny, =0 (2-126)

For the isobaric system, the Gibbs-Duhem reduces to:

E

dT +xdlny, +x,dIny, =0 (2-127)

T2

For the isothermal system, it is assumed that the term (VE/RT)dP 1s negligible. The

Gibbs-Duhem equation then reduces to:

xdlny, +x,dIny, =0 (2-128)

For data to be consistent, the Gibbs-Duhem equation must hold true. The following

thermodynamic consistency tests as described below stem from this equation.
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2.7.1 Area test

One of the early procedures for testing thermodynamic consistency of VLE data is the
area test, introduced by Redlich & Kister [1948]. The test involves the integration of

Equation (2-87) over the entire composition range:

Jln[ﬁ]dx,. =0 (2-129)
o \7j

For thermodynamic consistency, the plot of (ln ¥,/7,) vs x, must result in a net area of

zero, 1.e. the positive area (above the x axis) should equal the negative area (below the x

axis).

Various extensions have been proposed e.g. Samuels et al. [1972] and Herington
[1951]. Van Ness [1999] states that the area test is not a sufficient condition for a
consistency test, as it is considered too mild. The reasons as stated by Van Ness [1995]

are as follows:

1) The consistency criterion of the net area < 10% of the total area. This is not a
stringent requirement.

2) For isobaric data, H ©, which is an important variable to take into consideration,
is omitted, usually due to the unavailability of data.

3) For the isothermal case, the measured variable, P, cancels in the ratio of
7 [Van Ness, 1973]:
Va2

Y 2 PO /xR _n®xn”

sal sat (2_130)
V2 yzp(bz/xzpz 1 Yy, ®,x B

The area test is extremely sensitive to the values used for the pure component vapour

sat

is appropriate to the y, —x, subset; it is

pressures as all it is testing is whether

otherwise worthless.
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2.7.2 Point test

For testing the consistency of individual points, the Point test was developed. Different
procedures for conducting the point test were conceived by Liebermann [1972], Van
Ness et al. [1973], Dohnal [1985] and Kojima [1990]. The method of Van Ness was
utilised as Van Ness ef al. [1973] and Van Ness ef al. [1975] recommends that from the
P-T-x-y data set, P-T-x data be used to predict the y values. The thermodynamic
consistency of the system is judged by the deviations between the predicted and
experimental y values, as experimental uncertainty is likely greatest for y. The pressure

is represented by Equation (2-125):

xﬂ’;le’ + sz;sz’
O, D,

P = (2-131)

where the * denotes a calculated or predicted value.

After regression of the data, using Barker’s method, to obtain the parameters that best

fit the activity coefficient of choice, the values of y, are estimated by Equation (2-19).

. xy P
= % (2-132)
with the error represented by the residual:
Ay =y, -y, (2-133)

The quantity Ay is calculated for each data point and an average value established. The
residuals reflect the systematic errors in the experimental data. To successfully pass the
consistency test, the following two criteria must be met:

1) The average Ay values must be less than 0.02.

2) The value of Ay must randomly scatter about Ay =0 as determined from a plot of

Ay versus x.
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2.7.3 The Direct Test

Van Ness, 1995 states that although the quantity ln(y,'/y;) itself provides an area test
of very limited values; the residuals 5(1n(7,/72 )) offer a unique opportunity for

consistency testing. By using 6§ G¥/RT as the objective function, the isothermal case

becomes:

dlny.  dlny.
51:{7—'}:;:1 REARPELY (2-134)
Y dx, ax,

The right hand side of this equation is exactly the quantity that Equation (2-128), the
Gibbs-Duhem equation, requires to be zero for consistent data. The residual on the left
is therefore a direct measure of deviations from the Gibbs-Duhem equation. The
departure of the data from thermodynamic consistency is measured by the extent to

which the values of this residual fail to scatter about zero.

Van Ness, 1995 show the direct relation of the direct test to the area test for the

isothermal case, via the equation:

jcs m[ﬁ}le = —j'[ln Z;]dxl (2-135)

0 V2 o\ 72
The integral on the right represents the area test therefore the left hand integral provides
an alternate formulation of this test. For this form of the area test, a plot of the residual
51n(y,/y,)vs. x, is required. The objective function of Z[5ln(71/72)]2 is used in the

reduction of data, as this causes the residuals to scatter about a horizontal line. Its

ordinate i1s zero when the test is satisfied.

Van Ness [1995] suggests establishing a scale to indicate the quality of a data set as

judged by its departure from thermodynamic consistency. The appropriate

measurement is the RMS value of & 1n(7,/72) from the direct test.
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Table 2.4

The Direct Test Scale
Fndex RMS 51“(}’1/2) Comments
~ ! >0<0.025 excellent
| 2 >0.025<0.050 very good
3 >0.050<0.075 good
| 4 >0.075<0.100 satisfactory
5 >0.100<0.125 poor
6 >0.125<0.150 Very poor
7 >0.150<0.175
8 >(0.175<0.200
9 >(0.200<0.225
10 >(0.225<

Van Ness [1995] also recommends plotting experimental values oflny,, Iny, and

G®/RT[x,x, vs. x, as one gets an immediate impression of the quality of a data set by

the smoothness of the curves though not necessarily of its consistency.
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CHAPTER
THREE

EQUIPMENT AND PROCEDURE

In order to design effective vapour-liquid separations processes, highly accurate
experimental determination of vapour-liquid equilibrium (VLE) data is needed. The
equipment and method of measurement utilized to generate these experimental points

has to be of the highest quality.
3.1 Equipment

Vapour-liquid equilibria at low pressures can be measured by two common types of
equipment that differ in the way equilibrium between the phases is established i.e.
dynamic and static equilibrium. For the equilibrium cell, in which static equilibrium
between phases is attained, all one need do after loading the cell, is to place it in a
constant-temperature bath, agitate to assure equilibrium, measure the pressure in the cell
and sample the phases for analysis. However, there is a major disadvantage. The
sample must be degassed i.e. freed of all non-condensable gases and the cell thoroughly

evacuated before introduction of the sample [Van Ness & Abott, 1982].

The dynamic equilibrium still as designed by Raal [Raal and Muhlbauer, 1998] was

used in this project, as the equipment has proven its efficiency and accuracy in
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numerous projects [Joseph, 2001]. Raal and Muhlbauer [1998] provide a detailed

review on the development of both the static and dynamic method of measurement.

3.1.1 Vapour-liquid equilibrium still

The vapour-liquid equilibrium still as designed by Raal [Raal & Muhlbauer, 1998]
embodies some of the features of the Yerazunis et al. [1964] design. A schematic
diagram of the still can be found in Figure 3-1. A central feature of the design is the
packéd equilibrium chamber, which is concentric around a vacuum-insulated Cottrell
tube. The Cottrell tube discharges onto a temperature-sensing element (e.g. Pt-100).
Packing material of an open structure and therefore producing low-pressure drop, such
as miniature stainless steel wire mesh cylinders of 3 mm dimensions, is used. An
advantage of the design is that the packing is readily accessible by removal of the
ground glass joint holding the temperature sensor, a feature that is not present in the
Yerazunis et al. design. This allows an increase in the depth of the inert glass packing to

accommodate systems that have difficulty in reaching equilibrium

An interesting feature of the central Cottrell tube design is that the equilibrium chamber
is angularly symmetric and thus there is no preferred radial direction for the
concentration or temperature gradients to develop. The equilibrium mixture exits
through small holes in the bottom of the equilibrium chamber. Equilibrium liquid flows
downward over a glass or stainless steel mixing spiral through a small liquid trap, and is
returned to the boiling chamber. The disengaged equilibrium vapour flows upward
around the equilibrium chamber and fulfils a vital thermal lagging function. The entire

upper portion of the still is in addition insulated with a vacuum jacket.

The vacuum-jacketed Cottrell tube is a novel feature. In addition to reducing heat
losses at its lower end, it serves the vital function of insulating the equilibrium region
from any superheat effects associated with the upward flowing liquid-vapour mixture.

Efficient magnetic stirring has been incorporated into both the condensate receiver and
the boiling chamber, as they are vital for accurate functioning of any equilibrium still.
Stirring in the condensate receiver eliminates temperature and any possible

concentration gradients and leads to high reproducibility of sample concentrations.
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Figure 3.1: Vapour-liquid equilibrium still as designed by Raal [Raal &
Muhlbauer, 1998]
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The condensed vapour flows to the bottom of the condensate receiver via split
downcomers. The stirrer paddle is made of a soft iron core encased in either stainless
steel or glass and has a stainless steel spindle held in place by the glass dimples.

Magnets, mounted on a small MAXXON DC stirring motors, drive the stirrers.

Stirring in the boiling chamber, effected by a stirrer similar to that for the condensate,
rich in the more volatile component, is thoroughly mixed with other liquid before

evaporation. This prevents flashing, a common problem in earlier designs.

The still has both external and internal heaters in the boiling chamber. The latter
provides very rapid boiling, allows for very precise control of circulation rate, and

offers nucleation sites for smooth boiling. The whole assembly is remarkably robust.

Liquid and vapour condensate samples are simultaneously taken with a gas-tight syringe
using the sample septa, S1 and S2 as shown in Figure 3.1. Sampling presents no
problems unless the system pressure is less than that can be achieved in the syringe.

Sampling does not disturb operation of the still.

Pressure control, through the top of the condenser, is via an electronic manostat utilizing
a pressure transducer and solenoid valve. A ballast flask together with a controller and

a vacuum pump smooth any pressure fluctuations.

3.2 Procedure

3.2.1 Detection of leaks

Initially the vacuum pump withdrew air from the VLE still and controlled the pressure
in the system to a specified value via a pressure controller. Once the pressure stabilised,
the pump and controller were switched off and the equipment was isolated. An increase

in pressure would give an indication of the presence of a leak in the still.
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3.2.2 Cleaning of the VLE still

Cleaning of the apparatus is conducted by circulating acetone in the VLE still under
isobaric control. Approximately 40 minutes of rapid boiling is required. The acetone is
drained and the residual acetone flashed off with the aid of the vacuum pump. This

procedure is repeated to ensure effective removal of all impurities.

3.2.3 Calibration of the pressure sensor

The pressure controller used for pressure control was the KNF vacuum pump-controller
unit (type NC800). The controller was calibrated with the aid of a NIST (National
Institute of Standards and Technology) certified electronic barometer (model PTB100A)
and a differential mercury manometer, which was connected to the VLE still. During
isobaric operation, the pressure difference between the barometer and manometer
readings was compared to the pressure obtained by the vacuum pump. Using this
relationship which can be found in Figure 3.2 below, the still could be operated at true

pressure. The accuracy of the pressure measurement is approximately = 0.05 kPa.

1200

1000
800 - P .. =1.0009(2,

ces )

+1.7644
600 -
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200 ]
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0 100 200 300 400 500 600 700 800 900 1000
F>read(m bar)

Figure 3.2: Plot of P,,,, vs. P,,g on KNF pressure controller
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3.2.4 Calibration of the temperature sensor

The temperature of the component/s boiling in the still is obtained from the Pt-100
temperature sensor housed in the still. The temperature probe is connected to a display
screen. The VLE still is filled with a chemical of purity greater than 99.6%. Under
isobaric conditions, the vapour pressure of the chemical is measured and recorded at
various pressures. These temperatures were compared to the temperatures predicted by
the Reid equation and a relationship between the true and displayed temperature was

formed. The accuracy of the temperature measurement is approximately = 0.02 °C.

115
105
05 | Ty = 1.000%(7, ;) — 0.1352
85

75 1
65 -
55 A

45 v T T T T T 1 t
45 55 65 75 85 95 105 115
v}
Tread( C)

Taclual(oc)

Figure 3.3: Plot of T, of Pt-100 sensor vs. T,,4 on display

3.2.5 Calibration of the gas chromatographs (GCs)

The response factor F is defined as the proportionality constant between the number of

moles passing the detector and the peak area A, obtained from, e.g. an electronic

integrator:
n, = AF (3-1)

Given that the area A depends on the amount of sample injected, which is not generally

very reproducible, it is advisable to work only with area ratios:

THp: -
n, A4, \F X

where x, is the mole fraction of component 1.
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The response factor ratio (Fl /Fz) is not in general constant over large composition
ranges, even when very small amounts of liquid sample are injected to avoid detector
overloading. It is therefore advisable for mixture calibration to plot area ratios for pairs
of components versus their mole fraction ratios over the entire composition range. A
plot of(4,/4,) vs. (x,/x,) should extrapolate through the origin and the slope,
(F, / F,) should equal the inverse of the slope(F, / F,). This implies the response factor

ratios are exactly constant over the full composition range.

Plots of (4,/4,) vs. {x,/x,) for all binary systems measured can be found in
Appendix C and the test system of cyclohexane +ethanol can be found in Figure 3.4 and
3.5. For each system, it can be seen that the gradient of {4,/4,) vs. {x,/x,) is
sufficiently close in value to the reciprocal of (4, / 4,) vs. (x,/x,). The accuracy of the

composition measurement is approximately + 0.001 mole fraction.

The specifications and operating conditions of the GCs used to analyse samples drawn

from the VLE still are documented in Table 3.1.

slope=F, {F, = 2758 = 1/0.362

0 0.2 0.4 0.6 0.8 1 1.2
X4/X%o

Figure 3.4: Plot of A|/A; vs. x;/x; for cyclohexane + ethanol
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Figure 3.5: Plot of A,/A, vs. xy/x; for cyclohexane + ethanol

Table 3.1: Gas chromatograph specifications and operating conditions

System GC Column Detector  Operating Conditions
1-hexene + Column
NMP Shimadzu GC-17A  Capillary Column FID Temperature 35°C
Column
J&W Scientific GS-Q Pressure 20 kPa
Detector
Temperature 200 °C
Injector
Temperature 200 °C
Column
Water + NMP  Shimadzu GC-17A  Capiilary Column FID Temperature 35°C
Column
J&W Scientific GS-Q Pressure 20 kPa
Detector
Temperature 200 °C
Injector
Temperature 200 °C
1-hexene + Column
3MCP Chrompack 9000 Capillary Column FID Temperature 220 °C
Detector
J&W Scientific GS-Q Temperature 150 °C
Injector
Temperature 100 °C
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3.2.6 Procedure to obtain isothermal or isobaric measurements

Initially the VLE still was charged with a pure component. Once the cooling water
supply, the vacuum pump, the temperature display and the Varian heaters were turned
on, the voltage settings on the heaters and the pressure pump were manipulated to
obtain the desired temperature in the isothermal case or pressure in the isobaric case.
The power input to the boiling chamber was adjusted to the plateau region [Kneisl et al,
1989] to avoid erroneous boiling readings and to provide a good boil up rate. This
ensured proper circulation and mixing of the components. The equilibration time
differs for many binaries, therefore it was considered wiser to test the composition of
the vapour and liquid at regular intervals. Once the results of the analyses were
replicated, equilibrium had been reached and the final vapour and liquid compositions,
together with the pressure and temperature of the system were recorded. To cover the
entire composition range, in a binary system, the amount of the second component was

increased in the still. For each addition, the above procedure was repeated.
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CHAPTER
FOUR

EXPERIMENTAL RESULTS

Chapter four showcases the very heart of this thesis, the results obtained from the low
pressure vapour liquid equilibrium experiments for the systems 1-hexene + NMP, water
+ NMP and 1-hexene + 3MCP. These results are preceded by isothermal and isobaric
measurements for the system cyclohexane + ethanol which serve as a test of accuracy of

the experimental equipment.

4.1 Data for Test System: Cyclohexane +Ethanol

The test system of cyclohexane +ethanol was measured at 50 °C and 40 kPa. The
experimental data is shown in Table 4.1-4.2 and represented graphically in Figures 4.1-
4.4.

Table 4.1: VLE data for cyvclohexane (1) + ethanol (2) at 50 °C

P (kPa) X1 Y1 P (kPa) X1 Y1
29.15 0 0 56.95 0.728 0.617
39.35 0.052 0.236 56.45 0.805 0.628
45.29 0.080 0.379 55.15 0.899 0.648

53.05 0.184 0.508 49.85 0.970 0.751
56.15 0.399 0.555 47.45 0.985 0.789
56.65 0.423 0.567 38.15 1 0.963
57.05 0.507 0.574 36.35 1 1
57.35 0.549 0.582

57.45 0.608 0.595
57.35 0.659 0.602

55



— Joseph et al [2000]
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Figure 4.1: Plot of P vs. x, y for cyclobexane (1) + ethanol (2} at 50 o
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Figure 4.2: Plot of y vs. x for cyclohexane (1) + ethanol (2) at 50 °C
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Table 4.2: VLE data for cyclohexane (1) + ethanol (2) at 40 kPa

T (K) X V1 T(K) X vl
329.52 4] ] 314.60 0.616 0.629
325.84 0.023 0.162 | 31464 0.718 0.623
323.69 0.042 0.248 317.71 0.962 0.746
319.79 0.096 0.388 318.77 0979 0.777
316.34 0.199 0.527 322.86 0.989 0.907
315.74 0.248 0.554 324.23 0.997 0.947
314.69 0.472 0.627 | 325.67 1 1
J
|
-
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
| X1, ¥4

Figure 4.3: Plot of P vs.

X, ¥ for eyclohexane (1) + ethanol (2) at 40 kPa
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Figure 4.4: Plot of y vs. x for cyclohexane (1) + ethanol (2) at 40 kPa

4.2 Data for System: Water +NMP

The system of water + NMP was measured at 70, 90 and 107 °C. The experimental data

1s shown in Table 4.3-4.5 and represented graphically in Figures 4.5- 4.10.

Table 4.3: VLE data for water (1) +NMP (2) at 70 °C

P (mbar) X4 Y1 P (mbar) X4

7.94 0 0 192.94 0.657 0.993
90.12 0.340 0.948 216.97 0.733 0.994
126.88 0.462 0.968 248.99 0.812 0.996
147.89 0.523 0.980 284.02 0.923 0.996

174.92 0.605 0.989 311.04 1
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Figure 4.5: Plot of P vs. x, y for water (1) +NMP (2) at 70 °C
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Figure 4.6: Plot of y vs. x for water (1) +NMP (2) at 70 °C
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Table 4.4: VLE data for water (1) NMP (2) st 90 °C

P (mbar) Xy ¥ P (mbar) Xy ¥
N7 0 0 452.17 0.674 0.991
113.86 0.182 0843 540 42 0.m82 0.985
208.95 0.322 0.936 817.22 0.879 0.997
260.93 0.407 0.054 872.37 0.959 0.908
34808 0.518 0871 701.38 1 1
R0
200 - ;
= 600 - [ ] .
= e -
mLiguid
E 500 l'ﬁllpnl.!l:_ ] J
g 400 -
7 300 - g
£ 200 -
100 - L d
ok - -
0 07 02 03 04 :u"?i o6 07 08 09 1

_—

Figure 4.7: Plot of P vs. x, y for water (1} *NMP (2) st % C
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Figure 4.8: Plot of y vs. x for water (1)-NMP (2) at 90 °C

Table 4.5: VLE data for water (1) +NMP (2) at 107 °C

P (mbar) X4 Y1 P (mbar) X4 Y1
49.81 0 0 630.33 0.472 0.966
172.92 0.120 0.767 681.37 0.504 0.971
302.03 0.231 0.879 779.46 0.577 0.980
442.16 0.330 0.927 910.29 0.682 0.985
540.71 0.452 0.948 1299 1 1

61



Pressure (mbar)

1400 ﬂ!
1200 ) W Liquid
1000 A . @ Vapour
—_— ™ ™
800 - u ®
]
| n ! 4
600 - .
400 - " 4
] °
200 - -
0 - T T T 1] T T T T
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.8 1
X1, Y1

Figure 4.9: Plot of P vs, x, y for water (1) +NMP (2) at 107 °C
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Figure 4.10: Plot of y vs. x for water (1) +NMP (2) at 107°C
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4.3 Data for System: 1-Hexene +NMP

The system of 1-hexene = NMP was mcasured at 40. 62 and 90 °C. The cxperimental

data is shown in Tablc 4.6-4.8 and represented graphically in Figures 4.11 to 4.16.

Table 4.6: VLE data for 1-hexene +NMP at 40 °C

P (mbar) X1 Y1 I P (mbar)_ Xy 2
1.31 0 0 | 407.61 0.666 0.998
303.17 0212 0.996 420.68 0.811 0.998
332.82 0.295 0.996 434.77 0.948 0.998
375.22 0.468 0.997 450.07 1 1
390.45 0.543 0.987
500
450
400 - - [ ] u "
€ 350 - “ ot
< ]
£ 300 - u e
2 200 -
S 150 - [mLiquid |
£ 100 | @ Vapour |
50 1
0 — * T T ST T T - - d
0 0.1 0.2 0.3 0.4 05 086 0.7 0.8 0.9 1
X1, Y1

Figure 4.11: Plot of P vs. x,y for 1-hexene (1) *NMP (2) at 40 °C

63




1 * — 4 - *—-— o
0.9 -
0.8 -
0.7 1
0.6 |
= 0.5 1
0.4
0.3 A
0.2
0.1
0 . ‘ T . T . T
0 0.1 0.2 0.4 0.5 0.6 0.7 0.8 0.9
X1
Figure 4.12: Plot of y vs. x for 1-hexene (1) +NMP (2) at 40 °C
Table 4.7: YLE data for 1-hexene (1) +NMP (2) at 62 °C
P {mbar) X1 ¥ P (mbar) X1 ¥
5.1 0 0 906.521 0.715 0.999
38212 0.103 0.990 908.845 0.729 0.996
449.18 0.129 0.991 910.265 0.748 0.994
560.26 0.202 0.991 913.584 0.762 0.996
672.35 0.309 0.991 915.760 0.783 0.992
738.42 0.384 0.992 919.581 0.819 0.995
817.48 0.502 0.992 922.432 0.845 0.996
853.53 0.578 0.993 924,585 0.881 0.997
863.54 0.590 0.991 928,592 0.896 0.997
869.55 0.607 0.994 934,608 0.935 0.998
882.56 0.650 0.994 952.616 0.989 0.998
g800.58 0.695 0.999 965.628 1 1
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Figure 4.13: Plot of P vs, x, y for 1-hexene (1) +NMP (2) at 62 °C
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Figure 4.14: Plot of y vs. x for 1-hexene (1) +NMP (2) at 62 °C
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Table 4.8: VLE data for 1-hexene (1) +NMP (2) at 90 °C

P (mbar) X4 Vi
21.78 0 0
138.89 0.013 0.845
256.99 0.027 0.915
352.01 0.038 0.941
544.09 0.064 0.969
719.41 0.091 0.971
853.00 0.110 0.978
962.63 0.133 0.980

2185.87 1 1
2500
~ 20007
8
E 1500
g
é 10001 B X} experimental
5]
5: 5001 e Yl experimental
®
®
O T T T T T L T T T
0 01 02 03 04 05 06 07 08 0S5
Xi, Y

Figure 4.15: Plot of P vs. x, y for 1-hexene (1) +NMP (2) at 90 °C
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Figure 4.16: Plot of y vs. x for 1-hexene (1) +NMP (2) at 90 °C

4.4 Data for System: 1-Hexene +3MCP

The system of 1-hexene +3MCP was measured at 40, 50 and 60 °C. The experimental

data 1s shown in Table 4.9-4.11 and represented graphically in Figures 4.17-4.22.

Table 4.9: VLE data for 1-hexene (1) +3MCP (2) at 40 °C

P {mbar) X4 ¥4
428.40 0 0
442.82 0.729 0.729
445.66 0.847 0.845
446.89 0.894 0.898
448.34 0.833 0.933
449.21 0.963 0.960
450.07 1 1
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Figure 4.17: Plot of P vs. x, y for 1-hexene (1) +3MCP (2) at 40 °C
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Figure 4.18: Plot of y vs. x for 1-hexene (1) +3MCP (2) at 40 °C
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Table 4.10: VLE data for 1-hexene (1) +3MCP (2) at 50 °C

P (mbar) X, Vi
615.80 0 0
637.33 0.817 0.820
638.03 0.851 0.860

639.34 0.897 0.896
641.64 0.938 0.938
643.85 0.974 0.975
846.35 1 1

o0 | !
—~ = » . " .
S 630 -
2 [
E 610
b
s? 590 H M Liquid
q‘__)' '@ Vapour
% 570 |
550 . . . : : . . _
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

X1 Y

Figure 4.19: Plot of P vs. x, y for 1-hexene (1) =3MCP (2) at 50 °C
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Figure 4.20: Plot of v vs. x for 1-hexene (1) #*AMCP (2) at 50 °C

Table 4.11: VLE data for 1-hexene (1) +3MOCP (2} at 60 °C

P{mbar) ¥ ¥1
B3 03 0 0
893 80 0,855 0.862
BOG 57 0.896 0.904
Baa 57 0843 0.8938
902,72 0.877 0977
o905 83 1 1
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Figure 4.21: Plot of P vs. x,y for 1-hexene (1) +3MCP (2) at 60 °C
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Figure 4.22: Plot of y vs. x for 1-hexene (1) +3MCP (2) at 60 °C
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CHAPTER
FIVE

DISCUSSION

The following points were outlined as the objectives of this study and their results

will be discussed in detail in this chapter:

1) Measure full Vapour-Liquid Equilibrium(VLE) data sets (P-T-x-y) for the
binary combinations of 1-hexene + n-methylpyrrolidone(NMP), water + NMP
and 1-hexene + 3methycyclopentene(3MCP)

2) Undertake comprehensive correlations of measured data using various Gibbs
excess energy models and VLE methods such as the direct and combined
(gamma-phi) methods.

3) Test the thermodynamic consistency of measured VLE data

4) Temperature dependence of thermodynamic modelled parameters

5) Verify experimental data that is currently available

5.1 Chemicals

Chemicals used in this study were I-hexene, n-methylpyrrolidone (NMP), distilled
water and 3-methycyclopentene (3MCP). Table 5.1 is a summary of the quality of the

chemicals. For the chemicals 1-hexene and water, gas chromatograph (GC) analyses

72



show no significant impurities and the chemicals were used with no further purification.
The chemical purity of 3-methylcycopentene was found to be 96% from the GC
analyses. High purity 3MCP was commercially unavailable but due to the necessity of
measuring and modelling the 1-hexene + 3MCP system for the 1-hexene plant, VLE

measurements and modelling was undertaken for the system.

Table 5.1: Chemical Analysis

Name Formula GC Peak Area %
1-hexene CeHs 99.09

NMP CsHgNO 99.5

Water H20 100

3MCP CeHig 96

5.2 Thermodynamic Modelling

The analysis of the experimental data was completed in two parts, the combined method
and the direct method. A detailed breakdown of the equations and theory behind these

methods are laid out in Chapter 2.

The combined (gamma-phi) method accounts for the vapour phase deviation from ideal
gas behaviour using the fugacity coefficient and accounts for the liquid phase deviation
from ideal solution behaviour using the activity coefficient. In the direct regression
method the non-idealities of both the vapour and liquid phase are described by fugacity

coefficients represented by equations of state (EOS).

A comprehensive examination of the experimental results was undertaken for this
project. Thermodynamic modelling included both the direct and combined method
graphically shown in Chapter 2, Figures 2.1 and 2.2. Due to the iterative nature of the
calculation, the Matlab program was used to perform the computations. In this section,
Tables 5.4 to 5.8 document the results from these two methods, and include all activity

coefficient model parameters at each temperature.

The activity coefficient models used in the modelling were the Wilson, NRTL, Van

Laar and Uniquac models. The best fit model chosen to represent the system at a
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specified temperature was based on the lowest optimised AP values. A summary of the
modelled results is found below in Table 5.3. The NRTL model dominates the results as
the model is the most flexible of all the activity coefficient models investigated due to
the third alpha parameter it contains. The sections that follow ie. 5.2.1 and 5.2.2
provide the graphical view of the experimental data against the regressed model. These

plots are of pressure vs. composition (P vs. x, y) and y vs. x.

Both the direct and combined method of modelling requires pure component properties
such as critical properties, dipole moments and accentric factors to accurately predict
coefficients. These properties as well as their source of information can be found in

Table 5.2 below.

Table 5.2: Pure Component Properties

Property Source 1-Hexene = NMP Water 3MCP
Critical Pressure Reid el al.[1988] 31.7 446 2212 3778
(bar)
(Clg)'“'ca‘ Temperature Reid et al.[1988] 504 7217 6473 523.2
Critical Volume .
(mj/kmol) Reid et al.[1988] 350 310.8 57.1 306.8
Critical Compressibility .
Factor Reid et al.[1988] 0.265 0.23] 0.235 0.269
Dipole Moment .
(debyes) Reid et al.[1988) 0.4 4.09 1.8 0
Accentric Factor Prausnitz et al. [1980] 0.23 0.19 0.01 0.18

Table 5.3: Summary of the best fit models

Activity Coefficient

Model water (1) + NMP (2) 1-hexene(1) + NMP(2) I-hexenc(1) + 3MCP (2)
Temperature T °C 70 90 107 40 62 90 40 50 60
Combined Method NRTL NRTL NRTL NRTL NRTL NRTL NRTL NRTL NRTL
Direct Method Van Van Van R . Van Van
Wong Sandler-SRK Laar Laar Laar NRTL NRTL Uniquac Laar NRTL Laar
Direct Method . Van Van . . Van Va
Wong-Sandler-PRSV Uniquac Laar Laar Wilson NRTL Uniquac  NRTL Laar La:r
Direct Method . . Van Van \%
ot Coon SAK NRTL ~ NRTL NRTL NRTL  Uniquac NRTL Lot Lear Lom
Dircct Method \Y /
NRTL ~ NRTL NRTL NRTL  Uni an Van - Van
Twu-Coon-PRSY niquac Laar NRTL Laar Laar
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5.2.1 The Combined Method

From Table 5.3, for the combined method, the NRTL activity coefficient mode)
dominates for all systems at all temperatures. This model proves that it is particularly
suitable for highly non-ideal systems. Figures 5.1 to 5.18 alternate between P vs. x, v

and y vs. x for each system at each temperature.
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Figure 5.1: Plot of P vs. x, y for NRTL. it of Water (1) + NMP (2) at 70 °C
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Figure 5. 3 Plot of P vs. x, y for NRTL fit of Water (1) + NMP (2) at 90 °C
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Figure 5. 4: Plot of y vs. x for NRTL fit of Water (1) + NMP (2) at 90 °C
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Figure 5. 5: Plot of P vs. x, y for NRTL fit of Water (1) + NMP (2) at 107 °C
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Figure 5. 6: Plot of y vs. x for NRTL {it of Water (1) + NMP (2) at 107 °C
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Figure 5. 7: Plot of P vs. x, y for NRTL fit of Hexene (1) + NMP (2) at 40 °C
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Figure 5. 8: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) a1 40 °C
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Figure 5. 9: Plot of P vs. x, y for NRTL fit of Hexene (1) + NMP (2) at 62 °C
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Figure 5. 10: Piot of y vs. x for NRTL it of Hexene (1} + NMP (2) at 62 °C
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Figure 5, 11: Plot of P vs, x, y for NRTL fit of Hexene (1) + NMP (2) at 90 °C
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Figure 5. 12: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) at 90 °C
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Figure 5. 13: Ploi of P vs. x, y for NRTL fit of Hexene (1) + 3MCP (2} at 40 °’C
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Figure 5. 14: Plot of y vs. x for NRTL {it of Hexene (1) + 3MCP (2) at 40 °C
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Figure 5. 15: Plot of P vs. x, y for NRTL fit of Hexene (1) + 3MCP (2) at 50 °C
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Figure 5. 16: Plot of y vs. x for NRTL fif of Hexene (1) + 3MCP (2) at 50 °C
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Figure 5. 17: Plot of P vs, x, y for NRTL fit of Hexene (1) + 3MCP (2) at 60 °C
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Figure 5. 18: Plot of v vs. x for NRTL fit of Hexene (1) + 3MCP (2) a1 60 °C
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5.2.2 The Direct Method: Wong-Sandler-SRK

From Table 5.3, for the Wong-Sandler-SRK model in the direct method, the NRTL,
Van Laar and Uniquac activity coefficient models stand out as the besi fit models.

Figures 5.19 to 5.36 alternate between P vs. x, y and y vs. x for each system at each

temperature.
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Figure 5. 19: Plot of P vs. x, y for Van Laar fit of Water (1) + NMP (2) a1 70 °C

0 ; - I — WP
. | /‘_.— /

08 T /"“/ /

07 - ’_//

0.6 - /
— 05 4
>

0.4 1 // / | o exper'lmem;‘

ol ; / !—- *Vﬂa_m—!

i

0 L/. ; : : : :
0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9 1
X4
- S

Figure 5. 20: Plot of y vs. x for Van Laar fit of Water (1) + NMP (2) at 70 °C
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Figure 5. 21: Plot of P vs. X, y for Van Laar fit of Water (1) + NMP (2) at 90 °C
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Figure 5. 22: Plot of y vs. x for Van Laar fit of Water (1) + NMP (2) at 90 °C
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Figure 5.23: Plot of P vs. x,y for Van Laar fit of Water (1) + NMP (2) at 107 °C
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Figure 5. 24: Plot of y vs. x for Van Laar fit of Water (1) + NMP (2} at 167 °C
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Figure 5. 25: Plot of P vs. x, ¥ for NRTL fit of Hexene (1) + NMP (2) at 40 NG
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Figure 5. 26: Plot of y vs. x for NRTL fit of Hexene (1} + NMP (2) at 40 °C

92




1000 -
S 800 g -
E
T 600 - s !
a B -experimentaﬂ ‘L
§ 400" | ® y1- experimental 3
o St :
200 - =ML = ’/f

X1, ¥

Figure 5. 27: Plot of P vs. x, y for NRTL fit of Hexene (1) + NMP (2) at 62 °C
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Figure 5. 28: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) at 62 °C
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Figure 5. 30: Plot of y vs. x for Uniquac fit of Hexene (1) + NMP (2) at 90 °C
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Figure 5. 33: Plot of P vs. x, y for NRTL fit of Hexene (1) + 3MCP (2) 21 50 °C
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Figure 5. 34: Plot of y vs. x for NRTL fit of Hexene (1) + 3MCP (2) at 50 °C
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Figure 5, 36: Plot of y vs. x for Van Laar fit of Hexene (1) + IMCP (2) at 60 °C
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5.2.3 The Direct Method: Wong-Sandler-PRSV

From Table 5.3, for the Wong-Sandler-PRSV model in the direct method, the activity
coefficient models vary from the NRTL, Van Laar, Wilson and Uniquac. Iigures 3.37

to 5.54 alternate between P vs. X, y and y vs. x for each system at each tecmperature.
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Figure 5. 37: Plot of P vs. x, v for Uniquac fit of Water (1) r NMP (2) at 70 °C
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Figure 5. 38: Plot of y vs. x for Uniquac fit of Water (1) 4 NMP (2) at 70 °C
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Figure 5. 42: Plot of y vs. x for Van Laar fit of Water (1) + NMP (2) at 107 °C
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Figure 5. 43: Plot of P vs. x, y for Wilson fit of Hexene (1) + NMP (2) at 40 °C
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Figure 5. 45: Plot of P vs. x, y for NRTL fit of Hexene (1) + NMP (2) at 62 °C
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Figure 5. 46: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) at 62 °C
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Figure 5. 49: Plot of P vs. x, y for NRTL fit of Hexene (1) + 3MCP (2) at 40 °C
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Figure 5. 52: Plot of y vs. x for Van Laar fit of Hexene (1) + 3MCP (2) a1 50 °C
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Figure 5. 53: Plot of P vs. x, y for Van Laar fit of Hexene (1) + 3MCP (2) at 60 °C
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Figure 5. 54: Plot of y vs. x for Van Laar fit of Hexene (1) + 3MCP (2) at 60 °C
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5.2.4 The Direct Method: Twu-Coon-SRK

From Table 5.3, for the Twu-Coon-SRK model in the direct method, the activity
coefficient models vary from the NRTL, Van Laar, and Uniquac. Figures 5.54 to 5.72

alternate between P vs. %, y and y vs. X for each system at each temperature.
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Figure 5,55: Plot of P vs. x, y for NRTL fit of Water (1) + NMP (2) a1 70 °C
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Figure 5. 56: Plot of y vs. x for NRTL fit of Water (1) + NMP (2) at 70°C
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Figure 5. 59: Plot of P vs. x, y for NRTL fit of Water (1) + NMP (2) at 107 °C
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Figure 5. 60: Plot of y vs. x for NRTL fit of Water (1) + NMP (2) at 107 °C
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Figure 5. 62: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) a1 40 °C
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Figure 5. 66: Plot of y vs. x for NRTL fit of Hexene (1) + NMP (2) 2t 90 °C
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Figure 5. 67: Plot of P vs. x, y for Van Laar fit of Hexene (1) + 3MCP (2) at 40 °C
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Figure 5. 68: Plot of y vs. x for Van Laar fit of Hexene (1) + 3MCP (2) at 40°C
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Figure 5. 69: Plot of P vs. x, y for Van Laar fit of Hexene (1) + 3MCP (2) at 50 °C
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Figure 5. 70: Plot of y vs. x for Van Laar (it of Hexene (1) +~ 3MCP (2) at 50 °C
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Figure 5. 71: Plot of P vs. x, y for Van Laar fit of Hexene (1) + 3MCP (2) at 60 °C
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Figure 5. 72: Plot of y vs. x for Van Laar fit of Hexene (1) + 3MCP (2) at 60 °C
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5.2.5 Direct Method- Twu-Coon PRSV

From Table 5.3, for the Twu-Coon-PRSV model in the dircct method, the activity
coefficient models that best fit the experimental data are the NRTL and Van Laar.
Figures 5.73 to 5.90 alicrate between Povs, x, y and y vs. X for each system at each

temperature.
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Figure 5. 73: Plot of P vx. x, y for NRTL it of Water (1) + NMP (2) at 70 °C
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Figure 5. 74: Plot of y vs. x for NRTV. fit of Water (1) + NMP (2) at 70 °C
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Figure 5. 75: Plot of P vs. x, y for NRTL fit of Water (1) + NMP (2) at 90 °C
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Figure 5. 76: Plot of y vs. x for NRTL fit of Water (1) + NMP (2) at 90 °C
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5.3 Thermodynamic Consistency Tests

In Chapter 2, Section 2.7 dealt with the theory of the various thermodynamic
consistency tests available for data measured for low pressure measurements i.e. area,
point and direct test. As explained in Section 2.7.1, the area test is not a sufficient
condition for a consistency test as it is considered too mild, therefore this project has
concentrated on the point and direct tests for the five different methods of data reduction

used.

For the point test, the thermodynamic consistency of the system is judged by the vapour
composition residual as experimental uncertainty is likely greatest for y. To
successfully pass the point test, the vapour composition residual (§y)must scatter

randomly about the x-axis, with the additional requirement of the average absolute

deviation of the vapour composition being below 0.02. The plots of & vs. x for the
combined method can be found in Section 5.3.1 below and for the direct method in

Appendix B.

For the direct test, data is regressed using the objective function based on the excess

Gibbs energy residual, 5(ln(7l/}/2 )) as discussed in Chapter 2. For thermodynamically

consistent data, the first measurement is that data in a plot of 5(ln(}/,/}/2 )) vs. x; will

scatter randomly about the x-axis, across the composition range. The plots for all
systems measured for the combined method satisfy this requirement and can be found

below in Section 5.3.1 and plots for the direct method can be found in Appendix B.

The second measurement for thermodynamically consistent data is comparing the RMS
(root mean square) of the residual 5(ln(}/,/}/2 )) to the Van Ness (1995) scale provided
in Table 2.4 in Chapter 2. The scale ranges from a value of 1 (data of the highest
quality) to 10 (data of poor quality). The Van Ness (1995) rating for the combined
method can be found in Table 5.9.

This chapter focuses on the discussion of the point and direct test results for the
combined method as the combined method pertormance is superior to the direct method

in both the consistency tests. For the point test, the direct method shows either a
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negative or positive bias, with average absolute dy values greater than 0.002 for the
majority of the measured systems. For the direct method Van Ness tests, the index on
the consistency scale ranges from 2 (very good) to 4 (satisfactory), with an average

index of 4. The direct method consistency tests can be found in Appendix B.

5.3.1 Thermodynamic Consistency Tests for Combined Method

For the combined method, the graphical results of the point and the direct consistency

tests for all systems measured can be found in Figures 5.91 to 5.108 alternatively.

The first requirement of the point test is satisfied for the all the systems as the residuals
Qy: scatter randomly across the x-axis. The second requirement of the point test is also
achieved as the average absolute dv values as shown in Tables 5.4 to 5.8 are less than

0.002 for all measured systems.

The direct consistency test (Van Ness test) scale for the combined method of modeling
can be found in Table 5.9. For the Van Ness test, the average index for all systems
measured is 2 (very good), with the worst rating of 3 (good) for water (1) + NMP (2) at
70 °C and the best rating of 1 (excellent) for 1-hexene (1) + NMP (2) at 90 °C.

Table S. 9: Direct Test Scale for the Combined Method

Activity

Coefficient Model water (1) + NMP (2) 1-hexene(1) + NMP(2) 1-hexene(l) + 3MCP (2)
Temperature

T°C 70 90 107 40 62 90 40 50 60
Index 3 2 2 2 2 1 2 2 2
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Figure S. 91: Point Test for Water (1) + NMP (2) at 70 °C

*

dlin(y /vy

0.4 0.2 03 04 ®o0s 0

07

08

09

ONRTL

X4

Figure 5. 92: Direct Test for Water (1) + NMP (2) at 70 °C
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Figure 5. 95: Point Test for Water (1) + NMP (2) at 107 *C
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Figure 5. 96; Direct Test for Water (1) + NMP (2) at 107 °C
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Figure 5. 97: Point Test for Hexene (1) + NMP (2) at 40 °C
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Figure 5. 98: Direct Test for Hexene (1) + NMP (2) at 40 °C
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Figure 5. 99: Point Test for Hexene (1) + NMP (2) at 62 °C
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Figure 5. 100: Direct Test for Hexene (1) + NMP (2) at 62 °C
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Figure 5. 102: Direct Test for Hexene (1) + NMP (2) at 90 °C
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Figure 5. 103: Point Test for Hexene (1) + 3MCP (2) at 40 °C
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Figure 5. 104: Direct Test for Hexene (1) + IMCP (2) at 40 °C
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Figure 5. 105: Point Test for Hexene (1) + 3MCP (2) at 50 °C
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Figure 5. 106: Direct Test for Hexene (1) + 3MCP (2) at 50 °C
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Figure 5. 107: Point Test for Hexene (1) + 3MCP (2) at 60 °C
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5.4 Temperature Dependence of Thermodynamic Modelled
Parameters

The parameters obtained for the activity coefficient models i.e. Wilson, NRTL, Van
Laar and Uniquac in the combined and direct method of modeling can be found in
Tables 5.4 to 5.8 for all measured systems. The temperature dependence of these

parameters 1s vitally important for the interpolation and extrapolation of data.

The combined method performed the best in the consistency tests and therefore focus in
this section will be on the combined method. The direct method results can be found in

Appendix D.

5.4.1 Temperature Dependence of Thermodynamic Modelled
Parameters-Combined Method

The following graphs plot the modeled parameters against the measured temperatures
for the combined method. The activity coefficient models are represented in the order of
Van Laar, Uniquac, Wilson and NRTL. Due to the wide range of values, some figures
have been split into two parts e.g. the NRTL model has been split into Figure a showing

parameters ‘g>-g)1‘ and ‘g)2-g2,’, with Figure b showing parameter “alpha’.
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Figure 5. 109: Plot of T vs. Van Laar modelled parameters for system 1-hexene (1) + NMP (2)
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5.5 Verification of Available Experimental Data

A literature search was conducted to locate P-x-y expernimental data on the systems
measured during this study. The aim of the search was the verification of the
experimental data’s integnity. The systems found were the experimental data of P-x for
water (1) + NMP (2) at 107 °C and P-x for water (1) + NMP (2) at 70 °C. The plots
comparing this literature data to the measured data can be viewed in Figure 5.109 and
5.110 respectively. The first plot of P vs. x for water (1) + NMP (2) at 107 °C show
excellent correlation while the second plot of P vs. x for water (1) + NMP (2) at 70 °C
show a positive bias of the experimental data between x1 of 0.3 and 0.8. This posttive
bias does not pose a major concern as the experimental work conducted for all systems

in this project has successfully passed stringent thermodynamic consistency tests.
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- CHAPTER
SIX

CONCLUSION

The objective of this thesis was to generate data for the development of a modelling
package that would enable the petrochemical company SASOL to successfully run their

1-hexene plant. The following conclusions can be obtained from the project:

e The vapour-liquid equilibrium (VLE) data was successfully measured at low
pressure using the dynamic equilibrium still as designed by Raal (Raal &
Mubhlbauer, 1998).

¢ The combined method modelled the low pressure VLE data more effectively
than the direct method as observed in the thermodynamic consistency tests
conducted.

e The activity coefficient model that performed the best was the NRTL model as it
is the most flexible from the models used.

e The direct and point consistency tests achieved best results for the combined
method of modelling data due to flexibility of the combined method as

compared to the direct method of modelling.
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APPENDIX
A

THERMODYNAMIC RELATIONSHIPS

Chapter 2 reviewed the theory behind the modelling of the experimental data. To
elaborate on the subjects of equilibrium, chemical potential, fugacity and excess
properties, Sections A.1-4 discusses these concepts. Section A.5 deals with the

formulation of the Wong-Sandler mixing rule used in the direct modelling of data.

A.l Energy Functions

The intemnal energy of a closed, homogeneous system can be expressed as:

dU =TdS - PdV (A-1)
where, U is the internal energy, S is the entropy and V is the volume. For a system to
be at equilibrium, at constant entropy and volume, the internal energy must be at a
minimum:

du,,=0

Calculations of internal energy using Equation (A-1) require expressions explicit in

entropy and volume to integrate the terms on the right hand side. Rearrangement of
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Equation (A-1) enables the use of temperature, pressure or volume explicit expressions

in the calculation of energy, if the,

Enthalpy, H, is defined as:

H=U+PV (A-3)

Helmholtz energy, A, is defined as:
A=U-TS (A-4)

and, Gibbs energy, G, is defined as:
G=H-TS (A-5)

Differentiation and substitution into Equation (A-1) yields:

' dH = TdS + vdP (A-6a)
dA =-SdT - PdV (A-6b)
dG =-SdT + vdp (A-6¢)

A.2 Chemical potential

A closed system consisting of two separate phases may be closed with respect to its
surroundings but matter can be exchanged between the two phases across a common
interface. At equilibrium, their pressures and temperatures must be equal. Additionally
the potential for mass transfer between the two phases must be zero. This condition is

derived by the definition of the chemical potential for each species i, u; in terms of the

internal energy:

- [aw] AT
ani SV.n

where, n, and n; are mole numbers, with all mole numbers other than #; kept constant.
For a system containing n moles of material, Equation (A-1) becomes:

d(nU) = Td(nS) —= Pd(nV) + Z p,dn, (A-8)
Similarly,

d(nG) = -(nS)dT + (nV)dP + £ 1, dn (A-9)

i

At constant temperature, pressure and n,
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o = [5”6] (A-10)
on, T.P

.’1/-

The partial differentiation in Equation (A-10) is the partial molar Gibbs energy.

A.3 Fugacity

With respect to the phase equilibrium conditions, the temperature and pressure can be
measured whereas the chemical potential cannot. This was rectified by the introduction

of a quantity known as the fugacity f (units of pressure) by G. N. Lewis. For an ideal

gas and pure material at constant temperature and pressure, Equation (A-3c¢) reduces to:

dG =RTdIn f (A-11)

For a component i in a solution (gaseous or liquid), the fugacity is defined byfi.

Therefore,
dG, = RTdIn f, (A-12)
where,
5 - [onG] =y, (A—
ani TP,
13)
Therefore,
du, =dG, =RTdIn/ (A-14)

Analogous to the equilibrium condition for a liquid and vapour phase,

L v

o=y (A-15)

we obtain,

fl=7r (A-16)
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The fugacity then replaces the chemical potential as the criterion for equilibrium and it is
through the fugacity that the conditions of equilibrium will be expressed in terms of the

experimental quantities of pressure, temperature, volume and phase composition.

A.4 Excess Properties

Using the concept of excess properties where for property M, at the same temperature

and pressure,

Excess value =Actual value- Ideal solution value,
1.€e. ME=M-M",

we obtain for the Gibbs energy, G:

—E

G :Ei-aild =“'_“.fd

i 1

—E

G =G, +RTlnx;, -G, - RTlny,x,

G = RTlny, (A-17)

GrF

RT

and Iny, =

For pure material at constant temperature, fugacity is related to pressure via:

dG, =V,dP-S.dT = RTd In f, (A-18)

At constant temperature, Equation (A-18) reduces to:

L

dlnﬁzidP (A-19)
RT

Integration from P;* to P gives:
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P
fo= exp[RlT IVfdP] (A-20)

Nt
F

where, V." = liquid molar volume and P’ = saturation pressure. The exponential term
is the Poynting correction. This correction is close to unity unless the pressure of the
system is substantially higher than P**. Assuming ¥,"independent of pressure (i.e. an

incompressible liquid), Equation (A-17) reduces to:

where, /™ has been eliminated by /™ = ¢ P’

A.5 Formulation of the Wong-Sandler Mixing Rule

The following analysis of the Wong-Sandler mixing rule is accomplished via the Peng-
Robinson EOS with the NRTL activity coefficient correlation as undertaken in Wong
and Sandler, 1991.

The Peng-Robinson EOS is:
RT a(T)
V=B V?*4i2pV —b

(A-22)

The Helmhotz free energy departure function for the Peng-Robinson EOS at a given

temperature, pressure and composition is:

M:—ln{dﬁ_bq+ a l[h(l—mﬂ (A-23)

n| =
RT RT | 22rr | V+(1++42p
Taking the limit as pressure approaches infinity:
-]
lim =2 ¢ (A-24)

P30 RT bRT

with the constant C being:
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C =—\]T2ln(\/§—])

The excess Helmholtz free energy at infinite pressure then:

Aw a, _Z
CRT bRT ; bRT

The expressions for the EOS parameters a,, and b, :

a, D
771D
and
Q
b =-—"—
" (1-D)

with O and D defined as:

and

a, A
D= +
Z b RT CRT

i

The fugacity coefficient is computed from:

ng, = | L (500 R ) T il
NW&r\on, ), 7V RT

ny

For the Peng-Robinson EOS and an arbitrary set of mixing rules for @, and b,

obtains:

[ Py - onb, \ PV
Ing, =-In ( On) |y L[ 90 [ BV 41,
| RT b\ on |\ RT

| (L, Y1100, 1 (am,)], 7 +b,0-2)
2J2\ b RT ) a,\ n on b,\ on; ) —I;+bm(l+\/§)

The partial derivatives of a,, and b, are:

l[l@rﬁam} onb_ . onD
— +b

RT

n on,
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(A-25)

(A-26)

(A-27)

(A-28)

(A-29)

(A-30)

(A-31)

one

(A-32)

(A-33)


file:///KRTj

and

onb,, 1 1 0n*Q 0
= - -~ |1
on.  (1-D)\ n on, (1-D)
with the partial derivative of Q and D given by:

1 on°Q _ _a
[Z on, ]_2;;(/[1; RT}U

and
onD  a, Iny,
on b, RT C
with
—F
B _1_ OnAe
* RT on

Using the NRTL model for the Helmholtz energy at infinite pressure:

\
—F fo‘[jigji
x| 4
RT ; Zxkgki
k J

with
gy = exp(— a,.jr,.j)
and (a,j = ajiJ

Applying Equation (A-38) to the NRTL model one obtains:

J x/'g ]

]n)’ooi =
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o APPENDIX
B

THERMODYNAMIC CONSISTENCY TESTS

Chapter 5 covered the thermodynamic consistency tests of the point and direct test for
the combined method. Appendix B deals with the point and direct consistency tests as

well, but with respect to the direct method results.

B.1: Thermodynamic Consistency Tests for Wong-Sandler

SRK

For the direct method using the Wong-Sandler-SRK combination, the graphical results
of the point and the direct consistency tests for all systems measured can be found in
Figures B.1 to B.18 alternatively. The direct consistency test scale can be found in

Table B.1. The vapour composition residuals can be found in Chapter 5, Table 5.5.

Table B.1: Direct Test Scale for the Direct Method: Wong-Sandler-SRK

Syst
ystems water (1) + NMP (2) 1-hexene(1) + NMP(2)  1-hexene(1) + 3MCP (2)

Temperature

T7°C 70 90 107 40 62 90 40 50 60

Index 3 4 4 3 3 3 2 3 2
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Figure B.1: Point Test for Water (1) and NMP (2) at 70 °C
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Figure B.2: Direct Test for Water (1) and NMP (2) at 70 °C

160



0.01
0.008
0.006
0.004 -
0.002

oY

-0.002 §
-0.004
-0.006
-0.008

00—

0.1 0.2

03 04 0.5%

07

[@venLom

-0.01

X4
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Figure B.4: Direct Test for Water (1) and NMP (2) at 90 °C
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Figure B.6: Point Test for Water (1) and NMP (2) at 107 °C
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Figure B.8: Direct Test for Hexene (1} and NMP (2) at 40 °C
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Figure B.10: Direct Test for Hexene (1) and NMP (2) at 62 °C
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Figure B.12: Direct Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.14: Direct Test for Hexene (1) and 3MCP (2) at 40 °C
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Figure B.16: Direct Test for Hexene (1) and 3MCP (2) at 50 °C

167



oM —. -

0.008
0.006
C.004 1
G002 |
P e e e __ .
0.002 0.1 02 0.3 0.4 0.5 0.6 0.7 [e2:]
£.004
-0.006
0008

BY)

0.0
X4

Figure B.17: Point Test for Hexene (1) and 3MCP (2) at 60 °C
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Figure B.18: Point Test for Hexene (1) and 3MCP (2) at 60 °C
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B.2: Thermodynamic Consistency Tests for Direct Method:

Wong-Sandler-PRSV

For the direct method using the Wong-Sandler-PRSV combination, the graphical results
of the point and the direct consistency tests for all systems measured can be found in
Figures B.19 to B.36 altematively. The direct consistency test scale can be found in

Table B.2. The vapour composition residuals can be found in Chapter 5, Table 5.6.

Table B.2: Direct Test Scale for the Direct Method: Wong-Sandler-PRSV

Systems
y water (1) + NMP (2) I-hexene{l) + NMP(2) 1-hexene(l) + AMCP (2)
Temperature
¢ 70 7 107 40 62 ] 40 30 60
{ndexr 4 4 4 4 3 4 3 ] 2
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Figure B.19: Point Test for Water (1) and NMP (2) at 70 °C
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Figure B.21: Point Test for Water {1) and NMP (2) at 90 °C
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Figure B.22: Direct Test for Water (1) and NMP (2) at 90 °C
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Figure B.23: Point Test for Water (1) and NMP (2) at 107°C
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Figure B.25: Point Test for Hexene (1) and NMP (2) at 40°C
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Figure B.28: Direct Test for Hexene (1) and NMP (2) at 62 °C
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Figure B.29: Point Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.30: Direct Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.31: Point Test for Hexene (1) and 3MCP (2) at 40 °C
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Figure B.32: Direct Test {or Hexene (1) and 3MCP (2} at 40 °C
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Figure B.33: Point Test {or Hexene (1) and 3MCP (2) at 50 °C

176



oes

OQ- —

& 1In (y /Y 2)

X1

Figure B.34: Direct Test for Hexene (1} and 3MCP (2) at 50 °C
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Figure B.35: Point Test for Hexene (1) and 3MCP (2) at 60 °C
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Figure B.36: Point Test for Hexene (1) and 3MCP (2) at 60 °C

B.3 Thermodynamic Consistency Tests for Direct Method:

Twu-Coon-SRK

For the direct method using the Twu-Coon-SRK combination, the graphical results of
the point and the direct consistency tests for all systems measured can be found in
Figures B.37 to B.54 alternatively. The direct consistency test scale can be found in

Table B.3. The vapour composition residuals can be found in Chapter 5, Table 5.7.

Table B.3: Direct Test Scale for the Direct Method: Twu-~-Coon-SRK

Systems water (1) + NMP (2) 1-hexene{I) + NMP(2) I-hexene(1) + IMCP (2)

Temperature

7o 70 90 107 40 82 90 40 5 60
ndex 4 4 2 1 4 4 4 4 2
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Figure B.37: Point Test for Water (1) and NMP (2) at 70 °C
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Figure B.38: Direct Test for Water (1) and NMP (2) at 70 °C

179




QL
e v
fele i
Qg
o =)

By,

o002
004
0006
| 008

—

am

Xy

Figure B.39: Point Test for Water (1) and NMP (2) at 90 °C
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Figure B.41: Point Test for Water (1) and NMP (2) at 167 °C
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Figure B.42: Direct Test for Water (1) and NMP (2) at 107 °C

181




‘ o oV ——— -

0008 ]
0006 -

0004
0002 -

og, 0e—— ; N g . g — —— = — — - e
o 0.4 D2 03 04 05 08 07 08 c8

—_—

I -0.004 4
i -0.006 -

SHETL

-0.008 +

I

T, Tl e L R I e gl SN e 1 e

Figure B.43: Point Test for Hexene (1) and NMP (2) at 40 °C
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Figure B.44: Direct Test for Hexene (1) and NMP (2) at 40°C
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Figure B.45: Point Test for Hexene (1) and NMP (2) at 62 °C
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Figure B.46: Direct Test for Hexene (1) and NMP (2) at 62 °C
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Figure B.47: Point Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.48; Direct Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.50: Direct Test for Hexene (1) and 3MCP (2) at 40 °C
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Figure B.51: Point Test for Hexene (1) and 3MCP (2) at 50 °C
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Figure B,52: Direct Test for Hexene (1) and 3MCP (2) at 50 °C
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Figure B.53: Point Test for Hexene (1) and 3MCP (2) at 60 °C

1
0.75
0.5 4
N .25
=
oy 0¢ — . T e e T TR L T ——1———*—"—‘—‘—-1
—
=~ ¢ 0.t 0.2 03 04 05 0.6 07 0B
= -0.25 4
o)
05
(ovimm
0.75 - A
% | —
X4

Figure B.54: Direct Test for Hexene (1) and 3MCP (2) at 60 °C
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B.4 Thermodynamic Consistency Tests for Direct Method:
Twu-Coon-PRSV

For the direct method using the Twu-Coon-PRSV combination, the graphical results of
the point and the direct consistency tests for all systems measured can be found in
Figures B.55 to B.72 alternatively. The direct consistency test scale can be found in

Table B.4. The vapour composition residuals can be found in Chapter 5, Table 5 8.

Table B.4: Direct Test Scale for the Direct Method: Twu-Coon-PRSV

Systems water (1) + NMP (2) I-hexene(l) + NMP(2)  1-hexene(l)+3MCP (2)
Temperature

r°c 70 90 to7 40 62 90 40 50 60

Index 4 4 4 4 4 q 3 4 4
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Figure B.55: Point Test for Water (1) and NMP (2) at 70 °C
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Figure B.56: Direct Test for Water (1) and NMP (2) at 70 °C
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Figure B.57: Point Test for Water (1) and NMP (2) at 90 °C
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Figure B.59: Point Test for Water (I} and NMP (2) at 107 °C
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Figure B.60: Direct Test for Water (1) and NMP (2) at 107 °C
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Figure B.61: Point Test for Hexene (1) and NMP (2) at 40 °C
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Figure B.62: Direct Test for Hexene (1) and NMP (2) at 40 °C
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Figure B.63: Point Test for Hexene (1) and NMP (2} at 62°C
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Figure B.64: Direct Test for Hexene (1) and NMP (2) at 62 °C
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Figure B.65: Point Test for Hexene (1} and NMP (2) at 90 °C
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Figure B.66: Direct Test for Hexene (1) and NMP (2) at 90 °C
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Figure B.67: Point Test for Hexene (1) and 3MCP (2) at 40 °C
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Figure B.68: Direct Test for Hexene (1) and 3MCP (2) at 40 °C
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Figure B.69: Point Test for Hexene (1) and 3MCP (2} at 50 °C
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Figure B.70: Point Test for Hexene (1) and 3MCP (2) at 50 °C
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Figure B.71: Point Test for Hexene (1) and 3MCP (2) at 60 °C
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Figure B.72: Direct Test for Hexene (1) and 3MCP (2) at 60 °C
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APPENDIX
C

GAS CHROMATOGRAPH CALIBRATIONS

Chapter 3 reviewed the method behind the calibration of the gas chromatograph (GC),

with the GC specifications and operating conditions. The plot of A/A; vs. x,/x; and

Ao/A) vs. X/x; the system of cyclohexane + ethanol is provided as an example in

Chapter 3, with the calibration of all the systems shown below in Figures C.1 to C.6.
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Figure C.1: Plot of Aj/A; vs. x{/%; for 1-hexene (1) + NMP (2)
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Figure C.2: Plot of Ay/A| vs. x3/x; for 1-hexene (1) + NMP (2)
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Figure C.3: Plot of A[/A; vs. x,/x, for water (1) + NMP (2)
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Figure C.4: Plot of Ay)/A | vs. x2/x, for water (1) + NMP (2)
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Figure C.5: Plot of A,/A; vs. Xy/x; for 1-hexene (1) + 3MCP (2)
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APPENDIX
D

TEMPERATURE DEPENDENCE OF MODELLED
PARAMETERS

The following graphs plot the modeled parameters against the measured temperatures
for the direct method: Wong-Sandler-SRK, Wong-Sandler-PRSV, Twu-Coon-SRK and
Twu-Coon-PRSV. The activity coefficient models are represented in the order of Van
Laar, Uniquac, Wilson and NRTL. Due to the wide range of values, some figures have
been split into two parts e.g. the NRTL model has been split into Figure a showing

parameters ‘g;2-g;1‘ and ‘gj2-g22°, with Figure b showing parameter ‘alpha’.



D.1 Temperature Dependence of Thermodynamic Modelled
Parameters- Direct Method i.e. Wong-Sandler-SRK
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Figure D.1: Plot of T vs. Van Laar modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.2: Plot of T vs. Uniquac modelled parameters for system 1-hexene (1) + NMP (2)

203



30000 :
25000
20000 { ___\
15000 | * Wilson-L11

Wilson- L22
u Wilson- L2 )

y=41.801x? - 28328x + S5E406

10000 - y=-24.752x2 + 16712x - 3E+06
5000 -
0 - i
-5000300 320 443 360

Modelled Parameter(J/mol)

Temperature (K)
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Figure D.4a: Plot of T vs. NRTL modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.db: Plot of T vs. NRTL modelled parameters for system 1-hexene (1) + NMP (2)

~ 16

S 14 -

= 19 - y=0.0013x? - 0.7832x + 123.53

—

¥ 40 | |

3 8 1 eVan Laar -A12 ‘

‘E 6 L EVan Laar- A21 !

« 4 -

a~ y=0.0007x2 - 0.5086x + 88.19 ‘

= < —4—-——‘——""’ .

2 0 = _ |

B |.
=) 330 350 370 390

S Temperature (K) |

Figure D.5: Plot of T vs. Van Laar modelled parameters for system water (1) + NMP (2)
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Figure D.10: Plot of T vs. Uniquac modelled parameters for system 1-hexene (1) + 3MCP (2)
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Figure D.11: Plot of T vs. Wilson modelled parameters for system 1-hexene (1} + 3MCP (2)
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D.2 Temperature Dependence of Thermodynamic Modelled
Parameters- Direct Method i.e. Wong-Sandler-PRSV
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Figure D.13: Plot of T vs. Van Laar modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.14: Plot of T vs. Uniquac modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.15: Plot of T vs. Wilson modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.16a: Plot of T vs. NRTL modelled parameters for system 1-hexene (1) + NMP (2)
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D.3 Temperature Dependence of Thermodynamic Modelled
Parameters- Direct Method i.e. Twu-Coon-SRK
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Figure D.25: Plot of T vs. Van Laar modelled parameters for system I-hexene (1) + NMP (2)
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Figure D.26: Plot of T vs. Uniquac modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.27: Plot of T vs. Wilson modelled parameters for system 1-hexene (1) + NMP (2)
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Figure D.28a: Plot of T vs. NRTL modelled parameters for system 1-hexene (1) + NMP (2)
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D.4 Temperature Dependence of Thermodynamic Modelled
Parameters- Direct Method i.e. Twu-Coon-PRSV
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Figure D.37: Plot of T vs. Van Laar modelled parameters for system 1-hexene (1) + NMP (2)
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