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SUMMARY

In the siting of new industries, or the establishment
of pollution cause-effect relationships for existing indus-
tries, planners and industrialists frequently require
accurate estimates of the distributions created by variable
point sources, Current approaches to the modelling of
atmospheric dispersion showed serious resolution limitations,
or neglect of temporal transients and wind-shear. These
problems were overcome by solving for serially-released
lagrangian puffs on a "subgrid" scale.

Numerical solution for the zeroth, first and second
moments of the puff distribution allowed the incorporation of
time-variant diffusion, wind-shear, sedimentation, ground
absorption, washout and first order reaction. The validity
of the dynamic puff solution was established by comparison
with analytical solutions and observations.

In a series of mesoscale tracer experiments, detailed
wind-field and stability information was provided by a radio-
telemetry system. Simulation of the experiments using
measured wind-fields displayed the important redistribution
effect of continuous temporal transients. Adequate descrip-
tions of the wind-fields were also supplied by a wind-field
model based on continuity. Use of the dynamic puff model
inconjunction with this wind-field model showed that the
dominant transport mechanisms could be accounted for even if

minimal meteorological information were available.
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Comparison of the filter dosage predictions provided
by the dynamic puff model and an equivalent gaussian puff
model showed that the latter model suffered systematic errors
as a result of its neglect of wind-shear. Particu1ar1y'where
short-period distributions and peak concentrations are import-
ant, the dynamic puff model provides a class of information

which is not presently available.
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CHAFTER 1.

INTRODUCTION

1.1 Realistic predictions in a complex environment.

The benefits of air-guality models in pollution
studies are well accepted. The only important questions
remaining concern returns for refinement. The transport of
heat, mass and momentum in the atmosphere occurs largely
through the action of turhulent eddies, the stochastic nature
of which is influenced by a wide range of surface and
atmospheric properties. It will be seen that the transport
processes are interdependent, and that the concentration of
a pollutant in the atmosphere is necessarily a random
variable.

Isolated measurements of concentration or dosage are
meaningless unless they are given statistical significance.
Deterministic models have the advantage that they predict
mean expected quantities in terms of a fully-characterised
emission and meteorology. It is also possible to vary these
inputs in order to define the dominant feature§ of the
stochastic behaviour of observed concentrations.

Neverthe1ess, it is important to ask whether the often
marginal improvements embodied in new approaches are signific-
ant in comparison with inherent statistical variability.
Moreover, if diffusion and advection in the atmosphere are

dependent on spatially- and temporally-variant properties,



would not a vast store of descriptive information be necess-
ary before meaningful predictions could be made? Since the
earliest broposa]s by Sutton (1932), growing support has been
found for even simple mathematical representations of
observed tracer distributions. Assuming that a new approach
is mechanistically correct, it should clearly only be prefer-
red to the accepted models if its predictions differ signif-
icantly, and if the additional information usually demanded
by its sophistication can be specified.

To show that one model differs from another is easy.
The task of showing that a new approach gives significantly
improved estimates of real observations is hampered by the
intrinsic variability of observations. The "improvement" of
models usually requires additional calculation And the speci-
fication of new parameters which are often spatially, if not
temporally variant. It might reasonably be argued that if
these parameters cannot be properly specified, the associated
effects might as well be ignored altogether.

It is contended in the present work that realistic
inclusion of the underlying transport processes significantly
alters predicted distributions, and that even if accurate
description of the system is impossible, the important features
of this effect will be accounted for by an approximate des-
criptiaon, Before the central ideas in this approach can be
developed, it will be necessary to specify the basic equations
relating heat, mass and momentum transfer, and review some of

the previous work in related fields.



1.2 Micrometeorology.

1.2.1 Heat and momentum transfer.

Assuming that the Coriolis acceleration does not make
a significant contribution to air motion, the equations for
continuity, motion and energy in a uniform gravitational

field (g) are:

ap 3
—+ — (pui) =0 (1.7)
at axi
au1 au1 9 3u auk ou
pl— + u; —) = w(— + —)-(P+Zu—=)¢, 1-pg; (1.2)
ot J 3x ax ax X, X, | !
Jj k k i J
ou ou 82T du
o(—E + us —&) = Kt -P—L o+ y o+ 0 (133
at axj axjax. axj

where p is fluid density, u is fluid viscosity, P is pressure,
Ue is the internal energy per unit mass, kT is the thermal
conductivity, ¢ is the heat generated per unit volume and

time as a result of viscous dissipation, and ¢ represents the
heat generated by any sources in the fluid. The repetition
of a subscript in a term implies summation over the three
coordinate directions, x;, X, and xj.

Because of the interrelationship of pressure, tempera-
ture and density, equations (1.1), (1.2) and (1.3) are highly
coupled. Consider motion only in a shallow layer near the
ground, where P = Py, T = Tq, p = pq. IT the effect of

~ A

motion is to produce only small deviations P, T, 8 from the



equilibrium values (atmosphere at rest), it can be shown that
the Boussinesq approximations [Spiegel and Veronis (1960),

Calder (1968)] lead to the simplified forms

3u1

—_— = 0 (]'4)
axi

3u U 1 3P u azui T

— 4 uj —_—_—E — — —_— % g_i e (].5)
at ij Do 3)(_i o) ijaxj To

Similarly, if it is aésumed that gas behaviour is ideal, and
that the contribution of viscous dissipation ¢ is negligible,
equation (1.3) may be expressed as

38 30 3%6

pacy(— *+ uy —) = ky—— + 8 (1.6)

t . X.0X.
9 axJ 3 Ja i

where 6 is the potential temperature, defined as the tempera-
ture which would be exhibited by a parcel of air if it were
brought adiabatically to a standard pressure P, (ground level).

For an ideal gas
p 1y
8 =T(—) Y withy = cp/cy (1.7)
Po
If x5 is the positive vertical direction [g = (0,0,9)], and

the atmosphere is horizontally homogeneous, it follows that

00 96 30 oT
= = 0, —_ = —— 4+ T (].8)
90Xy X, X3 90X 3

where T is the adiabatic lapse rate. (ideal: T = g/cP);

It is convenient to express the properties us, 6 and

~

P as the sum of mean and turbulent components, e = = + £,



where
1 t+ta/2 ) _
€ = — e(t”)dt” , £7=0. (1.9)
ta t-ta/2

and the averaging time t, is not so large as to interfere with
the macroscopic features of the flow, which are treated as
advective properties. Substituting in equations (1.4),

(1.5) and (1.6), and averaging with respect to time, the

equations for continuity, energy and motion become

ou s
—1 -0 (1.10)
axi
3 _ 3 _
—(pou;) + —(pou.u,)
ot “ X, T
J
3P 5 o — 0
= - + (W—L - pyusu;) + g, — (1.11)
9X 9X 9X 1 ! 0
J J
é- = é 35 A~
pocp(a— + uj 2 ) = 9 (kT - pocp UJ-G ) (1.12)
ot X : 90X ; X,
J J J
The new momentum flux terms pou; u& (Reynolds stresses) and
the heat flux terms 00cpu§6‘ arising from turbulence repres-

ent the dominant transport mechanism in the atmosphere.
According to the mixing Tength hypothesis, the fluctuations
e’ are proportional to spatial gradients in €. On this basis

the vertical flux terms may be approximated as

ou,

— du,
T PUIU3) = oK — (1.13)
9X 3 3)(3

(u




36 — 36
(kT aT' - poch3e') = pocpKT; (1'14)
3

where Km and KT are the "turbulent diffusivities" for
momentum and heat respectively.

For shallow-layer horizontal flow under steady adiabatic
(30/93x3=0) conditions, equation (1.11) suggests that the shear
stress in equation (1.13) will be approximately constant t,.
Defining a characteristic "friction velocity" uy = /¥;7E;ﬂ,

dimensional analysis yields
iy (x;) == In(32) (1.15)

for the adiabatic or "neutral" atmosphere. In this relation,
k is the Karman constant, and z, is the "roughness length”

which is related to the aerodynamic roughness of the surface.

1.2.2 Roughness length and heterogeneous terrain.

Typical observed values of z, [Priestley (1959),
Sutton (1953), using data published by Sheppard (1947)] are
presented in table(1.17).

Table (1.1) Observed roughness length categories

SURFACE zo (m)
very smooth (ice, mud flats) 1 x 1078
snow 5 x 10°°
smooth sea 2 x 107"
level desert 3 x 10°*
grass up to 1 cm high 1 x 10-3
grass up to 10 cm high (thin-thick) |1-2 x 10-2
grass up to 50 cm high (thin-thick) [ 5-9 x 1072
fully-grown root crops 1,4 x 1071




This broad classification is supported by transient
onshore wind profiles measured by Hsu (1971) and Echols and
Wagner (1972). Sellers (1965) proposed that roughness

length could be represented by a relationship of the form

z, = ah’ (1.16)
where h, is the average height of the roughness-producing
obstacles, and a and b are constants. Experiments conducted

by Hsi and Nath (1970), in which a neutral velocity profile
was assumed to exist over a simu]afed forest canopy, support
a relationship of the form (1.16) with a = 0,29 and b = 1,19
as proposed by Kung (1963).
However, Lettau (1969) maintained that the estimate can-
not be effective unless it accounts for variations in the spatial

distribution of the roughness elements. Instead he proposed

Zo = 0,5 hy A./A (1.17)

where Ai is the projected area on which the wind is incident
and A is the area of ground occupied by each element. This
relationship was based on experiments conducted by Kutzbach
(1961) in which hundreds of bushel baskets were laid out on
a frozen lake. A similar result for equilibrium flows,
based on the plan area Ap instead of the incident area, was

proposed by Counihan (1971):

zy = 1,08 hy A /A - 0,08 h, (1.18)

Leonard and Federer (1973) assumed that the velocity
profile over a pine forest was Tog-Tinear in order to derive

the "measured" value z, = 1,0 m. The parameters for Lettau's



equation (1.17) were obtained by representing the forest
canopy as an array of close-packed parabaloids, yielding
the estimate z, = 0,75 m,

Turning to less homogeneous terrain, Lettau (1969)
predicts zy = 12,5 m for the mountainous state of Colorado,
U.S.A. This is in contrast to the values of 0,99 m for low
mountains and 1,42 m for high mountains derived by Fiedler
and Panofsky (1972) by assuming that u, is proportional to
the vertical turbulent intensity.

However, the effectiveness of profile relationships
relies on the attainment of equilibrium in the boundary-
layer, a condition only met with an unlimited upwind fetch
of homogeneous terrain. Panofsky and Townsend (1964)
proposed that at a roughness change, an internal boundary-
layer developed above which the flow was not influenced by
the new surface. Below this layer they assumed a contin-
uous varijation of stress from the surface to the boundary-
layer, where it attained the value of stress in the original
flow. Their theory was supported by a number of observa-
tions, with the interface generally having a slope of order
1/10. Similar results were obtained by Taylor (1969) in
numerical solutions of the two-dimensional flow equations,
and by Echols and Wagner (1972) in onshore wind-profile
experiments. The latter workers observed internal boundary-
layer growth rates about 1/13 downwind distance.

The development of localised regions with varying
stress will clearly complicate the simple picture of effect-

ive constant values over heterogeneous terrain. Peterson

(os]



(1971) points out that this spatial variation of stress may
lead to significant error in diffusivity estimates based on

mean properties.

1.2.3 Flux profile relationships.

It follows from equation (1.14) that the mean upwards

heat flux will be given by
) 36
Q3 = - p,C Ky —
TP oy, (1.19)

The development of empirical relations for a non-adiabatic
(q; # 0) surface-layer is facilitated by defining the
Monin-Obukhov stability length

3
-poC,. Ta UL

L = P
kgqs (1.20)

By involving ¢ = x3/L as one of the dimensionless groups,

Monin and Obukhov (1954) used dimensjonal analysis to show

that
aal U*
= 6 () (1.21
X3 KX 3 m )
56 0% _ -q3
— = — ¢r(g) with 0, = ——— (1.22)
dX 3 X3 pc ku,

p
where ¢m and ¢T are universal functions. To satisfy the

neutral velocity profile (1.15) note that ¢m(0) = 1.
Assuming constant shear stress in the surfacé layer (r°=poui),

equations (1.13) and (1.21) lead to

Kp = Uskxs/o (z) (1.23)
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whilst equations (1.19) and (1.22) give

K = u*kxa/¢T(C) (1.24)

In order to establish useful relationships for the
transfer of momentum, heat and ultimately mass in the surface
layer, numerous investigations have aimed to find empirical
forms for the universal functions o and ¢T. Monin and
Obukhov (1954) originally suggested a simple expression for
small ¢z = x3/L by expanding ¢m(c) in a power series and

retaining only the linear term
op(z) = 1 + az, (1.25)

where a is constant. Integrating (1.21) from x; = zo to

z, and assuming that u;(z,) = 0, yields
i (z) = Ux [m(;—o) + aﬂ (1.26)

which is the log-Tinear wind profile. Taylor (1960) and
Takeuchi (1961) reported values of o ranging from 2 to 10
under stable conditions, whilst McVehil (1964) found o = 7
in stable air.

Webb (1970) proposed a large range of validity for
the Tog-Tinear profile (1.26) and a means for extending its
use into regions of strong stability. Analysis of measure-
ments at 0'Neill, U.S.A., and Kerang and Hay, Australia,
indicated that the log-Tinear law was valid for -0,03<£<],
and that o = 4,5 under unstable, and o = 5,2 under stable
conditions. It was found that KT/Km = Kw/Km = 1 for the

entire log-linear range. (Kw is a similar mass eddy
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diffusivity for water-vapour). Webb discovered that for

r>»1, a second regime set in, which could be described by
¢m(c) = ¢T(c) = (T+a) for T<z<(l+a) (1.27)

The profiles in this region of strong stability were only
quasi-determinate, though they averaged the logarithmic
forms which follow from equation (1.21).

In Project Green Glow, Ito (1970) found that field
measurements were best simulated using the log-Tinear
profile with a=6 for z<I. However, he proposed a

proportional increase of ¢m’

¢ (2) = (T+a)z for z31, (1.28)

leading to a Tinear velocity profile in this range.

If heat, mass and momentum are transported equi-
valently by turbulent eddies, it is reasonable to expect
that KT/Km = Kw/Km = 1. However, Businger, Wyngaard,
Izumi and Bradley (1971) found that ¢T(O) = 0,74 and
KT/Km = 1,35 under neutral conditions, with KT/Km only
reasonably constant for c>0[1,0<KT/Km<1,35|. In experiments
at Davis, California, Pruitt, Morgan and Lourence (1973)
found KW-/Km = 1,13 under neutral conditions.

In a review of flux-profile relationships, Dyer
(1974) considered only proposed forms of ¢m(c), ¢T(c) and
¢w(c) which were based on measurements of "sufficient
quality”. After considering the results of Swinbank (1964,
1968), Webb (1970), Dyer and Hicks (1970) and Businger et

al (1971), he suggested that the most convincing flux-



gradient description is given by

©
3
1]

and

For
proposed by
k=0,41, and
¢7(0)=1 had

_q)w

(1-167) 4
for <0
- (1-165)"
o1 = 9, = 1+5¢ for 20

neutral air, op = 1 as opposed to o7 = 0,74
Businger et al. Dyer used a Karman constant
suggests that Businger et al would have found

they used k=0,39, a result which would have

arisen had they not applied certain corrections to their

measurements of wind-shear and surface stress, Further,

Pruitt, Morgan and Lourence (1973) found k=0,42 using

sensitive surface-drag lysimeters, and contend that their

result will

Businger et

of stress.

be more accurate than the k=0,35 proposed by

al (1971) using sonic anemometer measurements

12

(1.29)

(1.30)

Carl, Tarbell and Panofsky (1973), in their analysis

of data from towers at Cape Kennedy (150 m), Arco (61 m) and

Risgp (125 m), suggest that relations for ¢m(;) and ¢T(c)

derived for the lowest 30 m or so of the surface layer, may

in fact be valid for up to 10% of the planetary boundary

layer. Under near-neutral conditions, no significant

deviations from the logarithmic wind and temperature profiles

were detected up to 150 m.
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1.3 Mesoscale wind-fields,

1.3.1 Prediction.

In order to complete a reasonable representation of
the wind structure on a regional scale, it is essential to
account for some dominant effects on the direction of air
flow in the surface layer. Surface temperature variations
and topographic features cause air flow variations on the
same advective scales which are of interest in the distribu-
tion of air pollutants. The possibility of continuously
measuring these variations with sufficient resolution is
generally remote, so that the attraction of a "best
theoretical estimate" of a complex wind-field is obvious.

Anderson (1971) neglected momentum transfer, and
used the equation of continuity (1.10) in order to solve for
the two-dimensional (horizontal) wind-field. Integration
of this equation from the surface at height h to a height H
("inversion level") above which the topographic effect is

not felt (u;(H)=0) yields

V26 = U.Vh/H (1.31)

In this expression, ¢ is the potential function, 5 is the
two-dimensional gradient operator (3/5x,, 3/0%x5), and the
overbar indicates a mean over the height (H-h)=H. It has
been assumed that Gg(h):G.Gh, where U is the unperturbed

mean horizontal velocity vector. In their treatment of this

problem, Scholtz and Brouckaert (1976) used the perturbed

horizontal velocity vector, so that the potential due to
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synoptic flow ¢, was defined by

2o, - Ver:Vh . g (1.32)
(H-h)

A similar treatment to that of Anderson (1971), which
assumed proportional vertical velocity at height
His Us(H;) = Ap(T¢-T,), due to the surface temperature

anomaly (Ts-fs), led to an expression for the thermal

potential
V24, - Voo.Vh _ Ap(Tg-Ts) : (1.33)
(H-h) (HI'h)
where HI ijs generally much greater than H. Scholtz and

Brouckaert (1976) showed that a significant potential ¢35 is
contributed by katabatic flows according to

v2g, - Va-VR keAOV2h (1:34)

(H-h)

where kf is constant, A8 is the potential temperature
increase through the inversion layer, and hf is a smoothed
version of the topography. The assumption that synoptic,
topographic, thermal and katabatic effects were uncoupled
allowed separate numerical solution for the associated
potentials, and direct combination to produce the flow-field.
Predicted wind-fields showed reasonable agreement with

measurements made at Richards Bay, Natal,
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1.3.2 Interpolation.

Turning to the problem of interpreting measured wind-
data, the situation often arises where data are available
with acceptable spatial resoltuion, but where a justifiable
means of interpolation is sought. Clearly, such inter-
polation could best be justified in terms of continuity, and
thermal and topographical variations as discussed in section
(1.3.1), but this would incur a prohibitive quantity of
computation.

Wendell (1972) suggested a simple inverse square
weighting of the separated velocity components,

u

- '2‘ ik 'i' !
0, = /ey —) (1.35)
1 - 2 = 2
k=1 " k=1 Y
where the Fio k=1,.N, are the distances from the points of
measurement. This method may lead to spurious divergence.
Endlich (1967) proposed a scheme to minimise wind-

field divergence,

2 AU, 8V
Gw ax ¥ 9y

and retain a fixed vorticity,

v

- U _
ET3x T 3

<

Starting with an initial estimate of the wind-field, the
scheme involves iterative adjustment of U, v at grid
points until all 6w(1, J), based on finite differences, are
smaller than some specified value.

Dickerson (1973) used a variational matching tech-

nique proposed by Sasaki (1970) to generate a mass-consistent
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wind-field. However, Liu and Goodin (1976) found that the
mean-square divergence of a test wind-field was hardly
reduced using this method, and proposed instead an iterative
algorithm which reduces divergence under the constraint of
retaining the measured wind vectors.

Unless velocity data are readily stored as complete
rationalised wind-fields, it is clear fhat the adjustment
techniques discussed above will require considerable

computation for the extraction of random point values.

1.3.3 Directional shear in the surface layer.

The wind profile in the planetary boundary-layer
becomes skewed with increasing latitude, a result of the
Coriolis force (Ekman effect). It can be shown that for a
geostrophic wind GG in the x-direction, and constant
momentum diffusivity, KM’ the horizontal velocity components

vary as

G(Z) = UG[1—e'aZ cos(az)]

(z) ~ UGe"O‘Z sin(az)

<l
|

where o = /fC/ZKM and f_ = -(3P/3y)/pl.

Csanady (1972) suggested that at mid-latitudes it
would take a cloud of released material approximately 30
minutes to grow to a height where the effect of this shear
would become appreciable. Tracer experiments conducted
over 30 km indicated that the only significant deviations

from expected ground-level gaussian distributions occurred
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with extreme rates of cross-wind shear, accompanied by
strong stability. Moreover, Csanady noted that the direc-
tional shears in these cases could not be attributed to the
Coriolis effect, and probably arose through the stratifi-
cation of local flows.

Of course, cross-wind shear contributions resulting
from the Ekman effect may be expected to increase with
height. Egan and Mahoney (1972b) solved for the distribu-
tion of a cloud under the influence of a neutral Ekman
spiral following Blackadar (1962). After 30 minutes of
travel, effective cross-wind diffusivities for the entire
cloud were found to be about 8 times the maximum vertical
diffusivity, in agreement with Csanady (1969b). This
"crosswind diffusivity" includes the relative shear of cloud

layers.

1.4 Atmospheric diffusion.

1.4.1 The diffusion equation.

If C is the concentration of some trace material in

the air, the eulerian mass-balance over a stationary volume

element yields

3C 3 _ 32C ~
% + m(u_i(:) = Dmm + R(C) + S(x,t) (1.36)

In this relation, Dm is the molecular diffusivity of the
material, R is a source term which depends on the concentra-
tion C, and represents, for example, chemical reaction, and

S is an independent source term for the rate of introduction



18

of material at X and t.

Let <C> be the ensemble mean value of C which would
result from an infinite number of realisations of the
turbulence field, so that C=<C>+C” and <C”">=0. Substitu-
tion in equation (1.36), with ui=0i+“;’ and averaging over

an infinite ensemble of realisations, yields

8<C> a = a Pl -
3t axi(“i<c>) M TTA
32%<C> . "
= ['_)mg§T§7T + <R(<C>+C”)> + S(x,t) (1.37)
1 1

The turbulent mass fluxes <u§C>, i=1,2,3 occur as
additional dependent variables, leading to an insoluble
closure problem. As in the case of heat and momentum in
section (1.2.1), it is attempted to relate <ugC> to <C>

using a mixing length model:

a<C>

BX.i

<uiC”> = -K; (no summation) (1.38)

Three further assumptions are invoked:
(i) Molecular diffusion is negligible compared with
turbulent diffusion.
(ii) The atmosphere is incompressible [aii/axi = 0].
(iii) The reaction rate R is not influenced by
concentration fluctuations [<R(C)>=R(<C>)].
This approximation will become cruder with

increasing non-linearity of R.

Then, dropping the braces for convenience, equation
(1.37) becomes
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oC o g - 2 (K.25 ) + R{C) + S(x,t) (1.39)
i

gt iaxi 13X

It can be shown [Seinfeld (1975)] that the basic
conditions to be met for the application of equation (1.39)
are:

(i) Temporal variations of S{x,t) and R

are gradual.

(ii) Spatial variations of S(X,t) are gradual.

(iii) The time scale of the reaction described
by R is much larger than the lagrangian
time scale T) of the turbulence.

(iv) The time and space scales considered are
much larger than the corresponding scales
of turbulence.

Since conditions (i), (ii) and (iv) are virtually
never met, (e.g. near a point source), it is clear that the
application of equation (1.39) will at best be approximate.

In general, the velocities Gi’ i=1,2,3, and the
eddy diffusivities Ki’ i=1,2,3, are functions of position

and time in the atmosphere. Letting (x,y,z) (X19X25X3)s

and (u,v,w) = (Ui,Up,U3), consider the case v = w = 0, and
y? K, constant'(stationary homogeneous turbulence).
Then for a unit instantaneous point source S(X,ysz,yt)

[Dirac de]ta] in an unbounded atmosphere, equation (1.39)

solves to:
1
C(x,y,z,t) = : 3
8(mt) (KXKyKZ)

] {(x-ﬁt)z y?  z?

R exp{- _— o
Tt Kx < " }J (1.40)

y z
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Likewise, for a continuous point source of unit rate at
x=y=z=0,

] u |y? z?
C(x,y,z) = expl{~ —{— + —

3
4nx(KyKZ) 4x|K K

(1.41)

which is valid for x>>/§;:;?. Similar expressions may be
obtained from the lagrangian approach by assuming that the
probability of transition of a particle from X~ to X during
t” to t obeys a normal distribution independent of position

and time [Monin and Yaglom (1971)].

1.4.2 Eddy diffusivity for mass.

Implicit in equation (1.39) is the fact that the
distribution variance <X§(t)> due to spatially constant
"eddy diffusivity" K1 will be given by

d<X?(t)>
1 - 2](_i (]_42)
dt

However, Taylor (1921) showed that for particles dispersed

in stationary, homogeneous turbulence

L, uz*t’, t>0
<X{(t)> =
2Kt too (1.43)

where K? is a constant dependent on the lagrangian time scale
T) - It is clear that the effective diffusivity Ki=K? only
for large travel times; in fact for times much greater than
T SO that the perturbation velocities have become uncorrel -
ated. Sutton (1953) effectively interpolated between the

extremes in equation (1.43) by proposing that the values
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_ 2 =2-n,1-n
Ki = %Csiu t (1.44)

be substituted in the solved gaussian formulae (1.40) and
(1.41). The constants Csi and n are dependent on stability
and are determined by experiment [e.g. Venter, Halliday and
Prinsloo (1973), and Bierly and Hewson (1963)]. The
approach of other workers is to deduce the necessary
gaussian variances directly from measurements of the wind
fluctuations [e.g. Eimutis and Konicek (1972), and Leahey
and Halitsky (1973)].

Calder (1965) used a co-ordinate transformation of
the diffusion equation (1.39) to show that the diffusivity
is necessarily a second-order tensor, and that the assump-
tions inherent in equation (1.39), with arbitrary Ki’ are
that this tensor is symmetric, and that Oxyz are the |
principle axes. He showed further that such assumptions

are acceptable for isotropic diffusion Kx=K =KZ » but that

y
in general, if the vertical is chosen as a preferred axis,

it is necessary that Kx=Ky for equation (1.39) to be valid.

1.5 Analytical solutions for atmospheric diffusion.

In order to understand the motivation for numerical
modelling of atmospheric transport, some of the analytical
solutions which are currently available are reviewed.
ATthough the application of these solutions in real situa-
tions is Timited, they serve to illustrate the effect of
variable velocity and diffusivity. Moreover, certain

analytical solutions are used to check the accurary of the



proposed numerical model [Chapter (3)]. It will become
evident in section(1.6.4) that few of the numerical solutions
suggested by earlier workers have been evaluated in terms of
accuracy. If numerical solutions differ significantly from
analytical solutions based on the same equations, there is
1ittle point in providing a sound mathematical basis for
numerical solutions.

The gaussian solutions (1.40), (1.41) were seen to

arise from the assumptions
u(z) = uy const., Ky const., K const.

The existence of boundaries (ground or inversion layer) is
usually accounted for by assuming total reflection, Kao

(1976) noted that such reflection is still valid for uneven

terrain.

1.5.1. Continuous point sources.

For a continuous, infinite crosswind line source
under steady conditions, equation (1.39) reduces to the two-

dimensional problem:

- aC - C
Q(z)g5 + W(z)37 =

] QO

X[Kx(x,z)-g—i] + g—Z[KZ(x,z)g—g] (1.45)

Ao P

Equation (1.45) has been solved with the boundary-condition
BC/az]z=o = 0 under a variety of conditions. In the summary
presented in table (1.2), Z is the source height, H is the

height of an impervious inversion surface, and Ujs Wiy K;, m,
i

n, p and q are constants.
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table (1.2) Continuous point source solutions.
SOURCE u W K| K, | Z| H

n
Roberts (see Calder, 1949) uoz'11 0 0 Koz 0 ©

4 n
Smith (1957) Uoz" 0 0 | Kez"| h | =
Walters (1969) Uo 0 Koz | Kiz 0 ©
Peters and Klinzing (1971) UOZm 0 0 Kox"| 0 o
Dilley and Yen (1971) uoz M+uiz wozn+] 0 Koz9| 0|
Heines and Peters (1973) Uo 0 0 | Kox™| h R,
0 s

Lebedeff and Hameed (1976) u*¢mdz 0 0 u kz

¢mafterBusingergzgl(1971) kz ¢m1c)

The dependence of KZ on downwind distance x in the
conditions tackled by Peters and Klinzing (1971) is reason-
able in view of equation (1.43), and the supporting experi-
mental evidence of Gartrell et al (1964) and Singer and

Smith (1966).

concentration should be proportional to x

The requirement that the ground-level
=(m+1)(n+1)/ (m+2)

led to the following solution for unit release rate:

C(x,z) =

where T is the gamma function.

(m+2)[(n+1)uu/(m+2)zxo](m+1)/(m+2)

uor[(m+1)/(m+2)]x(m+1)(n+1)/(m+2)

. exp

~(n+1)uez

(m+2)

(m+2)2Kox

(n+1)

(1.46)

The ratio of ground-level

concentrations predicted without (m=0) and with the power-

law velocity profile is seen by equation (1.46) to be
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proportional to xm(n+1)/2(m+2)‘

Though this effect is
small under neutral and unstable conditions (m¢l1/7), the
effect of wind-shear, even for a steady continuous point
source, is seen to be significant under stable conditions
(m up to 0,83) or over rough terrain (m up to 0,5)
[Davenport (1965)].

The peculiar velocity structure used by Dilley and
Yen (1971).arises from an attempt to account for the convec-
tive current over an urban heat island. Heines and Peters
(1973) suggest that the effect of the inversion becomes
negligible for zS<0,6HI. In their solution for realistic
flux profiles, Lebedeff and Hameed (1976) had to propose an
Ansatz for the form of the distribution. An integral
involving ¢, Was derived which gave the downwind position
for specified surface concentrations. Values thus obtained
were fitted with a power series to give an expression for
C(x,zq).

The discussed continuous point source solutions clearly

rely on the absence of temporal transients. Moreover, the

tractable forms of spatial velocity and diffusivity variation

appear to be rather limited.

1.5.2 Instantaneous point sources.

Assuming linearity, any time-variant release in the
atmosphere may be considered to constitute a closely-spaced
succession of instantaneous releases of variable strength.
This discretization of a release suggests a means for dealing

with a temporally-variant atmosphere. However, the diffusive



expansion of clouds in shear flows is necessarily transient,
and the available solutions of equation (1.39) are rather
Timited.

Quesada (1971) provided a solution for the expansion
of a cloud in unbounded shear flow with constant velocity
gradient, (uU,,U,,u;)=(ug+ax;,0,0), and constant diffusivities.

Substitution of the variables
x; = x;//K:(no summation), e = -uo/vK{, B = av/Ks/u, (1.47)

converts the appropriate form of equation (1.39) to

3C _ 3?%C ~+9C
5t = mxgang T e (TeEdE (1.48)

The transformation
Vo = X7 + g(T+Bx;)t (1.49)

then allows solution of equation (1,48) for a spherically-
symmetric initial distribution by taking the space Fourier
Transform and integrating the resultant first-order equation
in t, Allowing the variance of the initial distribution to

shrink to zero, Quesada obtained the solution for a unit

instantaneous point source

22 2 - - 1
exp[ x% J exp[—{VD_EBV°X3th32(]+38282t2)}]
C(x",t) = I bt+3e2B2¢t3

B(1t): (KiKoKs)2y 1+4(EBE)

(1.50)
However, no solution has yet been found for the same

problem in bounded space.

Pasquill (1962) raised the question of the combined



effect of vertical diffusion and crosswind shear in enhanc-
ing the crosswind spread in plumes. A significant shear
component may operate at right-angles to a plume as a result
of the decoupling of flows under conditions of strong thermal
stratification. This effect had been studied by Taylor
(1953, 1954) and Aris (1956) in relation to axial dispersion
in pipe flows. Saffman (1962) derived some important results
for the expansion of an instantaneous ground source in bounded

and unbounded surface layers, Defining the moments

n(z:t) = JiwjfwxmynC(x,y,z,t)dxdy s (1873

Saffman followed Aris (1956) by multiplying through equation
(1.39) by xmyn in order to obtain equations for the moments.

Assuming w=0, and invoking the boundary conditions:

Tim xmync=0 3 11im xmynég = 0; 1lim men%% = 0 (1.52)
X+too X+t X+teo
y+ioo y-»ioo y—»ioo
led to the expressions
3009 . 3
Y3 7 (KZ Y ) {1.83)
L] _ 0
_3%2_1_3_2(’(2 BZ )"’ero (1.54)
38 _ 9 -
St T 5z (KRt + 2ese + 2K, (1.55)

Note that 6,,(z,t) will describe the distribution of
mass with height, at time t, It follows that the centroid

of the infinitesimal layer z to z+dz will lie at

(X,Y)=[614(z,t), 601(z,t)]/040(z,t) at time t, Likewise,
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the variances about this centroid will be given by

oi = 0,0/00g - X? and 0; = 8¢2/600 - Y2,

The last term in equation (1.55) is the normal
diffusive expansion described by equation (1.42). In the
case of an unbounded surface layer with KZ constant,
equation (1,53) is easily solved for unit release at t=0,

z=0 to give
900(z,t) = (mK,t)7H exp[-z2/4K, t] (1.56)

For the case u(z) = az, Saffman (1962) solved equation (1.54)

usingLap1ace transforms to obtain

610(Z,t) = %E: exp[-p*/4]{p?D_1 (p)+oD_2(p)+D s (p)}  (1.57)

2m
where p = z//@i;€1and Dn(p) denotes the parabolic cylinder
function of order n [Whittaker and Watson (1950)]. Equation
(1.55) was solved for two forms of Ky * (i) K, = constant;

. *x* *x*
(i1) K, = Kz (KX constant).

5
eZO(Z,t) = M ex (_ 2 L 10 3
8kZ(zn)? PPN+ gm0y k700,
ZKX(KE;)% exp(-p*/4){pD-1+D_,} ,for (i
+ 7oDos + 7D_.} + z o e (1.58)
(%)% Kyt exp(-0%/4){p?D_,40D_, +D_3} for (1})

It follows from equations (1.56), (1.57) and (1.58)
that the x centroid and variance of the ground-level]

distribution will be given by

- 6
X(o,t) = e;g = %a(nKzt3)% (acceleration) (1.59)
for i
2 - B2y _ 810 2 ~ 7 T 2K t ’
g (0,t) P (eoo) = (-3‘0* - TB-)OLZKZta+ X (1.60)

BKE(mK )2 for (i4)
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The first term on the R.H.S. of equation (1.60)
results from the interaction of shear and vertical diffus-

ivity. It can be shown that

830(0,t) = %%E aaKzt“ + smaller terms involving KX (1.61)

so that the distribution will not be asymptotically gaussian.
Saffman (1962) concluded that for large times at least,
horizontal diffusion in the atmosphere will be dominated by
the shear/vertical diffusion interaction effect.

Gee and Davies (1963) introduced a "shearing advection"
term to account for the correlation between vertical and
horizontal eddies. This term makes an additional contribu-
tion to the mass flux, leading to a 16% and 20% decrease ih
Saffman's values for f(o,t) and ox(o,t) respectively. A
second additional term suggested by Matsuoka (1961) decreases
the deviation for X and increases that for Ty slightly.

[Gee and Davies (1964)]. The new terms attempt to account
for the occurrence of non-zero off-diagonal terms in the
diffusivity tensor Kij' However, Smith (1965) followed the
statistical approach of Hogstrom (1964) to show that the
omission of these terms does not seriously alter the
functional form of the solution except at short distances
from the source, where the K-theory approach is invalid any-

way [section (1.4.1)].
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Chatwin (1968) used the lagrangian similarity
hypothesis proposed by Batchelor (1964) to show that for a
neutral atmosphere, K, = ku,z. Note that this is equi-
valent to the vertical momentum diffusivity which follows
from the dimensional analysis leading to equation (1.15).

Using the method of moments, Chatwin shows that for a puff

released at ground-level in a neutral constant-stress

region,
X(z,t) = X(0,t) = X_(t) - uut/k (1.62)
0 (z,t) = 9 (0,t) = 0,596 u,t/k (1.63)

where ic(t) is the downwind distance to the cloud centroid.
Diffusion in the neutral atmosphere has resulted in ox~t
rather than cx~t% according to Saffman (1962) for a linear
velocity profile [equation (1.60)].

In the case of an instantaneous release in the surface
layer, the only available descriptions are rather Timited
(Tinear profile; neutral atmosphere), and based on the
first few moments. Some Tinear variations of diffusivity
are possible in the linear profile solution, but general
temporal or spatial variations cannot be handled in these
descriptions. Even if diffusivity and velocity parameters
were replaced with their time-~mean values for the path of the
cloud, the existence of shear in a second dimension, as the
result of a temporal variation in wind direction, cannot

be accounted for.
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1.6 Applied studies in the estimation of atmospheric

dispersion,

It will be seen that in moving from the idealised
situations which may be dealt with analytically, to the real
atmosphere in which not only the meteorological parameters,
but the pollutant sources themselves are spatially and
temporally transient, it will become necessary to make
additional approximations. Not the least of these is the
representation of equation (1.39) in finite-difference form,
and its solution as a grid of point-values. Though this

practice is common, several studies use alternative routes.

1.6.1 Statistical methods.

If large quantities of simultaneous emission, meteor-
ology and air quality measurements are available, it should
be possible to construct joint probability distributions by
means of a multiple regression analysis. Thus Peterson
(1972) used spatially-dependent eigenvectors to relate S0
observations in St. Louis, Missouri, to meteorological
parameters. In a different approach suggested by Fortak
(1974), the diffusion equation (1.39) could be used as a
mechanistic 1ink between cause and effect. A spectral
representation of the equation would allow estimation of
the frequency distribution of concentration based on

stochastic dynamic weather forecasting.
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1.6.2 Random motion (particle-in-cell) methods.

Atmospheric dispersion is essentially a stochastic
process [Taylor (1921}, section (1.4.2)], so that a more
realistic approach to modelling concerns the positioning
of serially-released particles in space according to random
turbulent velocities [Thompson (1971), Knox (1974)]. The
frequency-distributions of these velocities can be made to
comply with specified stability criteria. Thus Jdoynt and
Blackman (1976) used a virtual diffusivity K; = zJ/EE;; in
equation (1.43) to define an ellipsoidal surface of equal
probability of arrival after each time-step At. Applied
to the steady release of S0, in Melbourne, the model gener-
ally over-predicted. Where concentration gradients are
important, such models suffer either poor cell resolution,

or prohibitive computation and storage.

1.6.3 Semi-analytical methods.

A number of approaches avoid solving the diffusion
equation by adapting existing analytical solutions. For
example, if wind velocity is reasonably independent of
height, an emission might be assumed to constitute serially-
released gaussian puffs, the trajectories of which could be
obtained by lagrangian tracking (integration) in the wind-
field. Lamb and Neijburger (1971) proposed such a model
based on an unsheared puff which included first-order ground-

absorption and chemical reaction.
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Ootakl (1975) used short sections of a gaussian plume
instead of puffs. Sharma (1976) adapted an earlier
expression for an infinite cross-wind Tine source in order
to predict the concentrations which would arise from area
sources in Bremen, Germany.

Fabrick and Sklarew (1975) proposed a continuous point-
source gaussian model in which the cross-wind concentration
wasAassumed constant in a 2234° sector, This model was
adapted to curvilinear streamlines by transformation of the
ground surface to leave a straight trajectory. In a com-
parative study, Fabrick and Sklarew suggest that a 3-dimen-
sional finite-difference solution would be more suitable for

complex wind-fields.

'1.6.4 Numerical solution of the diffusion equation.

1.6.4.1 Continuous emission, steady-state models.

In applied dispersion models, a common practice is to
use modern digital computers for numerical solution of some
form of the diffusion equation (1.39). Thus Hino (1968)
used a forward-difference approximation to model a contin-
uous release over complex topography.

Ito (1970) assumed a log-linear wind-profile with an
extension according to equation (1.28) in steady-state
continuous point-source simulations for Project Green Glow.
Starting with a gaussian distribution near the source,

equation (1.39) was integrated by moving downwind in finite
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steps Ax, checking mass-conservation after each step. Ito
concluded that agreement with observations would have been
better had deposition and meandering been accounted for.
Roffman, Rao and Grimble (1975) were able to follow a
similar approach by transforming Cartesian coordinates to a
new frame in which the steady wind streamline followed one
axis. Whereas these solutions were performed in two
dimensions (x-z), Ragland and Dennis (1975) solved for the
entire cross-wind distribution at successive downwind
distances, a fully-implicit finite-difference scheme dealing
most effectively with the high gradients near the source.
Ragland (1973) proposed a 2-dimensional "multiple box"
model for steady-state transport from continuous area sources.
Material was introduced en route by stipulating the surface
concentration gradient aC/az|Z=o=-Q/KZ(O). A further
2-dimensional area-source model was derived by Lebedeff
and Hameed (1975) using the integral method [section 1.5,1].
The solution incorporated a power-law velocity profile, but
ignored diffusivity variations. Summation of the solutions
for area sources along the wind's route gave better agree-
ment with observations than the time-variant models of

Randerson (1970) and Hameed (1974), for S0, concentrations

in Nashville.

Although the steady-state models may be expected to

provide better spatial resolution than the time-variant



models, it will be seen in chapter (3) that their neglect of
temporal transients may lead to serious under-estimation of

the area affected by airborne pollutants.

1.6.4.2. Time-variant, 3-dimensional grid models.

In order to simulate the dispersion of SO, over
Nashville, Tennessee, Randerson (1970) used the time-variant
finite-difference form of equation (1.39), which was
integrated explicitly over time-steps pAt=5s in a 109Z2-point
3-dimensional grid. The solution used a steady-state wind-
field, extrapolated from four point-measurements in the
12 mile x 13 mile area. These measurements were extended in
the vertical using logarithmic velocity profiles (1.15).
Vertical velocities induced by topography (and implied wind-
field divergence) were obtained by solving a finite- difference
form of the continuity equation (1.10). Representing area
sources as a number of point-sources at the top boundary (60 m)
of his system, Randerson obtained fair agreement with observa-
tions of S0, concentration. Though At and Az were chosen to

satisfy the von Neumann condition for stability,
2
At < az/2k, (1.64)

the choice of aAx = Ay = 1 mile would have led to gross errors
in horizontal diffusive fluxes, and a large "pseudo-diffusion"

contribution as a result of the finite-difference solution

for advection.
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Inclusion of the advection terms GiaC/axi in finite-
difference representations generally leads to substantial
additional error [Molenkamp (1968), Crowley (1968)]. This
has led several workers to treat the advection process
separately as a lagrangian integration [Runca and Sardei
(1975), Sklarew (1970)]. However, pseudo-diffusion errors
can persist in these schemes as a result of interpolation for
the point-or-origin of material arriving at a grid-point.

Egan and Mahoney (1972 a) proposed a model for the
transport from large area sources, in which the pseudo-
diffusive errors were eliminated by locating the mass-
distribution relative to a grid-point using the zeroth,
first and second moments. The model neglected horizontal
diffusion, but accounted for vertical diffusion using a
simple forward-difference (explicit) finite-difference scheme.
Egan and Mahoney (1972 b) extrapolated the Businger-Dyer
profile relationships (1.29), (1.30) to describe a(z), K, (z)
throughout the planetary boundary-layer. Inclusion of the
Coriolis directional shear following Blackador (1962)
resulted in effective horizontal diffusivities, based on the
entire distribution, which were about 8 times the maximum
vertical diffusivity under neutral conditions. As observed
by Csanady (1972), however, the effect on the ground-level
cross-wind distribution, after 30 minutes of travel, was
relatively small. Egan and Mahoney found that almost any

spatial or temporal change in wind direction greatly enhanced

horizontal spread.
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Shir and Shieh (1974) followed a similar approach to
Rénderson (1970), using a full 3-dimensional finite-differ-
ence solution for the modelling of SO, distributions in
St. Louis. Wind-fields were.interpolated using the method
of Wendell (1972) [equation (1.35)], and extended in the
vertical using power-law forms, the vertical component then
being solved for by continuity. Solutions were performed
in a 30x40x14-point grid, with the 30x40 horizontal positions
spaced at intervals of 1 mile. Though such coarse spacing
gave very poor horizontal resolution, it led to easy satis-
faction of the numerical stability conditions for horizontal
diffusion and advection in the central-difference Crank-

Nicholson scheme [Ritchmyer and Morton (1967)]:
AtK,/(AX + BY)<} and GAt/Bx<1, VBt/Ay<] (1.65)

The large horizontal stepsizes used by Randerson
(1970) and Shir and Shieh (1974) arise mainly from comﬁuta-
tion and storage limitations. The associated numerical
errors will be accompanied by significant errors due to poor
resolution near sources, and poor terrain and wind-field
definition downwind. However, these applications dealt with
large area sources, so that errors in horizontal transfer
would have manifested themselves to a lesser extent than in

the case of point-sources.
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1.6.4.3 Time-variant, vertical cell models.

Hameed (1974b) modelled the dispersion of SO, in Nash-
ville, Tennessee, during the same 2-hour period as Randerson
(1970), using the same wind-field and emission data. However,
the surface layer was simulated using adjacent unbounded vertical
cells, in which the 1 mile x 1 mile bases formed spatially-
variant ground-level area sources. By postulating the vertical
distribution, C(z) = Co exp[-ZZ/ZGZZ] with o, a power-law function
of distance downwind, Hameed accounted for unbounded vertical
diffusion. The ground-level concentration C, for each cell
was solved for by using a mass-balance which included the
advection of the vertical distribution through a logarithmic
velocity profile. Though the model neglected horizontal
diffusion, and only approximated the effect of differential
transport with height, results compared favourably with those
of Randerson (1970), probably due to Randerson's low ceiling
height of 60 m.

Simple "trajectory" models, in which the transport is
simulated using serially-released homogeneous vertical
columns of air, have been used by Leahey (1975) for the
modelling of NOX pollution in Edmonton, and Chu and Seinfeld
(1975) for the modelling of photochemical aerosols above
Los Angeles. The columns have finite height determined by
an inversion 1id, and are transported along trajectories by
lagrangian integration, in time and space, of representative
mean velocities. These models clearly ignore wind-shear,

horizontal diffusion, and finite vertical diffusion, but
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occasionally allow consideration of important effects such
as the aéroso] chemistry covered by Chu and Seinfeld.

Lju and Goodin (1976) considered stationary, homo-
geneous vertival cells trapped beneath an inversion layer,
the variable height of which was determined using_a
correlation due to Neiburger (1974). The wind-field was
interpolated from observations using a method which reduced
divergence [section (1.3.2)]. Four different numerical
schemes were used to solve the diffusion equation (1.39)
for the 2-dimensional eulerian grid, producing widely
divergent results. These deviations probably arose from
different capabilities in handling the large pseudo-
diffusion effects in the 3200 m-integral grid, and highlight
the necessity of providing a general accuracy check for any

numerical solution.

1.6.4.4 1Instantaneous point-source models,

Whereas the steady-state point-source models in section
(1.6.4.1) were able to provide good spatial resolution, the
time-variant grid models in section (1.6.4.2) were really
only suitable for area-source applications, The combined
inclusion of both vertical structure (velocity and diffusiv-
ity profiles) and temporal variations is severely hampered
by present-day computation and storage limitations. Few
workers have attempted to define the transient and localised

distributions resulting from instantaneous releases under

typical conditions.



Observations for instantaneous point sources have been
given by Nickola (1970, 1971) and for instantaneous line
sources by Drivas and Shair (1974). The latter workers
compared observed time-~history moments with the asymptotic

lagrangian moments proposed by Chatwin (1968) and Saffman

(1962), claiming good agreement with Saffman [section 0.5.&].

Tyldesley and Wallington (1965) used both analogue and
numerical techniques to solve the moment equations (1.53),
(1.54) and (1.55) for an instantaneous ground-level release,
with arbitrary velocity and diffusivity profiles. Using a
Tinear velocity profile and constant vertical diffusivity,
good agreement was obtained with Saffman's asymptotic
relations (1.59), (1.60) for an unbounded surface layer. 1In
considering plume data assembled by Pasquill (1961), it was
found that observed cross-wind spreads at distances as short

as 1 km could arise entirely from relatively small cross-
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wind velocity gradients in the surface layer. Such gradients

might occur with the stratification of the atmosphere under
strongly stable conditions.

Instantaneous line~source experiments were conducted
over distances of 3-5 km. Though the velocity profile was
measured, Tyldesley and Wallington estimated the diffusivity
profile by best fit of predicted to observed vertical
distributions. The solved moments were used to reconstruct
a time-history of vertical distribution which agreed reason-
ably with eulerian observations, showing that the large
along-wind spreads could be attributed almost entirely to

the interaction of shear and vertical diffusion, even at
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relatively short ranges.

Runca and Sardei (1975) presented a 2-dimensional
(x-z) finite-difference model for a time-variant point
source with arbitrary velocity and diffusivity profiles.
In order to circumvent the advective stability criteria

and pseudo-diffusion, the advection equation

was solved separately as a stratified Tagrangian shift,

aC[X(z,t),z,t] = 0 with X(z,t) = X(z,to)

t
+ | d(z)dt’ (1.66)
to

ot

However, numerical diffusion will persist unless material
leaving a grid-point arrives exactly at a grid-point, so

that Runca and Sardei approximated the wind-profile with a
step-function designed for this purpose. The diffusion

step was solved in the fixed (eulerian) grid, using the
implicit Crank-Nicholson method. Using a gaussian distribu-
tion at the source (seed), and variable z-stepsizes, good
agreement was obtained with an analytical solution of Rounds

(1955) for a continuous point source with o = z™, K. = z.

z
The instantaneous point-source studies discussed in

this section, as well as the moment descriptions of Saffman

(1962) and Chatwin (1968) [section (1.5.2)], all demonstrate

the importance of wind-shear as a redistribution mechanism.
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Although the effect of shear is significant in steady-state
continuous releases [secfion (1.5.1)], it does not manifest
jtself as dramatically. A temporal variation in either
emission rate or wind-direction is required to reveal the

underlying form of constituent clouds,

1.7 Diffusion of heavy particles.

Ambient particles (or gas molecules) might be
expected to display an identical transport behaviour to that
of the air parcels themselves. Besides the obvious sediment-
ation characteristics of heavy particles, however, their
inertia will give a slow response to turbulent eddies, whilst
settling will act further to introduce them to new eddies.

If a particle size d_ is small enough to obey Stokes

P
Law, it will accelerate from rest (t=0) in a stream of

constant velocity u according to
u, = u[1-e"B%) with g = 3u,nd _/m (1.67)
P f2p '

where mp is the particle mass and e the fluid viscosity.
The position of a small particle starting from X, at t=0
may thus be approximated by
' t
F(xost) = %o +J [1-e BT (R, ) a 1] de (1.68)

0

For random eulerian turbulent velocities, this is a non-
linear stochastic equation. Peskin (1971) showed that a
"best estimate" of the acting velocity U could be expressed

as the lagrangian velocity of a nearby reference fluid
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particle modified by the eulerian velocity correlation

between the solid particle position and the fluid particle
position. In stationary isotropic turbulence the eulerian
correlation RE(y,i) = RE(|§—§|), and if A = |y-x| is small,

RE may be expanded as

2
Rp(a) = 1 - A" 4 e (1.69)
L

where LE is the eulerian length scale. Peskin assumed
that the lagrangian velocity correlation could be expressed

in the eXponent1a1 form
R (T) = exp[-t/7|] (1.70)

where T is the lagrangian time-scale. Squaring and
averaging equation (1.68), and substitution of equations
(1.69), (1.70) then yielded an expression for the variance
of particle position. The ratio of particle diffusivity

to fluid diffusivity was thus derived as

Kp Lf 3B2
s _ - - 4
R - 1 EEE(B+2) + 0(a"%) (1.71)

where B = 2/gt , and the lagrangian length scale L =1 v©?
with v” the lagrangian turbulent velocity.

In a gravitational field, an additional important
effect operates in that a particle in free-fall is similarly
forced to experience regions of differing correlation.
Obtaining the zero-fall particle energy spectrum from the
fluid energy spectrum by muitiplying by a "particle

response function" after Soo (1967), Meek and Jones {1973)



converted to the free-fall spectrum by assuming a simple
frequency-shift. Integration then yielded the particle
velocity autocorrelation, and a further integration [Tay]or
(1921)] gave the variance of particle position. In this
way the particle to fluid diffusivity ratio for direction

i was derived as

Kpi _ Tipi  [1-exp(-t/7 py)-eil-exp(-t/est 55)1] (4 7p)

2
Kes  Toes (1-eX)[1-exp(-t/t ;)]
where
Wsi 2
e = 1/BTips » Tupy < TLFi[]+ﬂj?} ’
Pi
2 _ ~2
Up; = upj/(1+ey) e

and Wl is the sedimentation velocity in direction i, T p

and T p are the particle and fluid lTagrangian time-scales
according to equation (1.70), and uﬁi ) u;i are the particle
and fluid turbulent velocity components in direction i.

For zero-fall velocity, Tipi = Tipse and in the limit
t>e, the diffusivity ratio (1.72) reduces to unity, independ-
ent of inertia. Hence this result is fundamentally different
to equation (1.71) due to Peskin (1971). In general, however,
turbulence is not homogeneous, and a falling particle is
likely to enter regions in which the lagrangian velocity

correlations behave quite differently.
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1.8 Macroscopic effects,

A number of influences may act on the concentration
field as a whole, causing significant redistribution.

Fosberg, Fox, Howard and Cohen (1976) followed
Roberts (1923) to show that for constant along-wind
divergence 5w=v.ﬁ, the gaussian plume formula (1,41) must
be corrected by a factor exp(—éwx/ﬁ). Mesoscale divergences
up to +10°% s7! were estimated over complex topography,
accounting for up to a factor of 2 variation in concentra-
tion.

A study of the effect of a single large obstacle on
the distribution of material from a point-source was conducted
by Caput, Belot, Guyot, Samie and Seguin (1973). Both the
concentration and deposition of released uranine particles
were observed to drop behind a flat wind-break.

Many workers have considered the effect of emission
momentum and buoyancy on determining the initial rise of a
plume. Briggs (1972) pointed out that several investigators
[Scorer (1958), Briggs (1964, 1969), Slawson and Csanady
(1967), Fay, Escudier and Hoult (1969) and Schwartz and Tulin

(1971)] agree on a 2/3-power law for buoyancy-dominated plume-

rise in neutral and stable surroundings:

L2
AHP(x) ~ F3xs/u (1.74)

where F is the buoyancy flux. The inclusion of a strong
momentum contribution in the numerical solution due to Rao,

Lague, Egan and Chu (1975) gave only slight deviations from
the 2/3 power-law.
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1.9 Removal mechanisms.

1.9.1 Sedimentation.

The terminal velocity of a particle which obeys

Stokes' law will be

= 2
we = ppgdp/]8ua (1.75)

where dp is the effective Stokes diameter of the particle,
and the buoyancy contribution of the air has been neglected
(pp>>pa). Most attempts at including this effect in descrip-
tions of atmospheric transport have centred on modifications
to the gaussian equations (1.40), (1.41). For example,
Baron, Gerhard and Johnstone (1949) replaced z with
z + wsx/G in both the objective and image terms, further
multiplying the image terms by a factor a<l to allow for
progressive depletion. The adjustment of the z-coordinate
would effectively decline a plume at tan“l(wS/G).

For steady release from an infinite cross-wind line

source, the diffusion equation (1.39) becomes

VL

@
|o)

aC aC
Z[KZB_Z] + WS'—Z (].76)

(o]
x
(o]

Rounds (1955) gave a solution for an elevated source, with
G(z)=uozm and KZ=Koz. However, depending on the surface
"build-up", there is the possibility of resuspension of

particles (or desorption of gases) [Slinn (1976)].
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1.9.2 Groundelevel absorption.

For smaller particles, particularly in the sub-micron
range, ground deposits are often measured which cannot be
accounted for by Stokesian sedimentation, An effective
deposition velocity Wy is usually expressed as the ratio of
the rate of deposition per unit area to the ground-level
concentration. Chamberlain (1961) suggested that particles
of terminal velocity 1078 ms~! or less may have deposition
velocities of 107%-10"3% ms™?, Since these particles are

essentially supplied by vertical diffusion, it follows that

3C -
Kza_|z=0 : wdclz=0 (1,77)

which is analogous to the diffusion-controlled absorption of
a gas. Gifford and Pack (1962) found clear differences
between the deposition rates of chemically active and inert
radionuclides, whilst grass and sagebrush effected rates
which were an order-of-magnitude larger than those measured
on bare soil or flat plates. Clough (1975) found that
particle deposition on moss and grass surfaces was dependent
on particle size and wind velocity.

Using equation (1.77) as a boundary-condition, Tang
(1969) provided an analytical solution for an elevated
cross-wind line source with U(z) = const, K, (z) = Koz2.
However, it is commonly assumed that the rate of vertical
spread of the cloud is large in comparison with Wy in which
case the shape of the vertical distribution remains unaltered

by the deposition process. The source-strength term in the
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gaussian distribution (1.41) may then be replaced with one
which decreases downwind.

Owers and Powell (1974) used SO, labelled with radio-
active *°S to measure deposition directly, concentrations being
measured at 0,2 m. Measurements over 9-13 cm grass gave
wd=0,007 ms=!, whilst Wy for a 1,7 m-high hedge was 0,049 ms™!,
based on its plan area. The latter case would clearly lead
to a significant distribution of absorptivity with height. Over
30 mm grass, Shepherd (1974) obtained w;=0,008 ms~! (summer),
0,003 ms™! (winter).

In the absorption of a gas, it is possible that the
surface concentration approaches the gas-phase equilibrium
value, in which case the boundary condition (1.77) must be

replaced by the reversible form:

3C _ i
57l =0 Ko[clzzo CE] (1.78)

where K, iS a constant (dependent on Henry's Law constant
for a dilute 1iquid) and CE is the gas-phase equilibrium
value. Heines and Peters (1974) provided an analytical
solution for an elevated cross-wind line source with the

boundary-condition (1.78) and u(z) = const, KZ = Koxn.

1.9.3 Washout.

In rainfall, the absorbing medium becomes evenly
distributed with height. An originally uniform layer will
become asymmetric with ground absorption, whereas an origin-

ally non-uniform layer may be redistributed through revers-

ible absorption by rain-drops.



48

The ability of rain to collect particulate material
will depend on collision efficiencies as well as concentra-
tions and size distributions for both drops and particles.
The process is assumed irreversible, and is represented by
a washout coefficient A, which is the fraction of particles
removed per unit time [Chamberlain (1953)]. Since removal
is uniform with height, the effect may be represented as an

effective decrease in source strength,
Q(x) = Q(0) exp[-Ax/u] (1.79)

An effective washout coefficient may be defined for gases.
Such values of A for sulphur dioxide and iodine lie mostly
between those for particles of terminal velocity 0,0005 -
0,001 ms™! [Pasquill (1968)]. Again, the possibility of
reversible absorption arises - and is realistic in view of
the small volume of a raindrop. Defining a reversible
washout coefficient Ao the removal rate per unit volume

becomes

R, = Ar[C-CE] (1.80)

Hales (1972) pointed out that A will be proportional to the
droplet surface area and the overall mass-transfer coeffic-
ient KG based on the gas-phase driving force. Slinn (1974)
also accounted for mass-transfer within the raindrops, in an
analytical solution for the downwards redistribution of a
plume by reversible absorption in rainfall.

Scriven and Fisher (1975) proposed a continuous point

source box model which included an absorptive deposition
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velocity wy and irreversible washout according to A. A
similar divergent box model was used by McMahon, Denison
and Fleming (1976) in order to estimate the "wet" (A) and
"dry" (wd) deposition of atmospheric SO, and NOX in the

Great Lakes of North America.

1.9.4 Chemical reaction and radiocactive decay.

The diffusion equation (1.39) will only remain linear
provided the source/sink term R(C) remains 1inear, or first-
order, in C. Seinfeld (1975) discussed the general case
in which the considered species may react with other air-
borne species, and Lamb (1973) proposed conditions of valid-
ity for equation (1.39) when R represents a second-order
process. Though higher order processes are easily included
in numerical solutions, the doubt really arises over the
validity of the description R when the concentration is a
random variable determined by turbulence.

For an irreversible first-order process the rate term

may be expressed as
R(C) = -k;C (1.81)

where k; is a rate-constant. Studies by Meetham (1950) and
Gartrell, Thomas and Carpenter (1963) suggest a value

ki = 4,274 x 107°% s™! for jndustrial SO,, Values for radio-
active decay may be calculated from quoted half-lives. A
gaussian solution including first-order chemical reaction

has been given by Fortak (1974).
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1.10 Considerations in the modelling of atmospheric

......

1.10.1 Accuracy.

In the consideration of any proposed model for atmos-
pheric transport processes, two important questions should
arise:

(1) To what extent will the assumptions made in
the formulation of the model affect its
performance under the conditions to which it
will be applied?

(2) How precisely does the model compare with the
theoretical solution it purports to provide?
(Numerical accuracy; or non-asymptotic
behaviour in the case of some analytical
solutions).

With regard to the intrinsic accuracy of numerical
solutions, the existence of stability criteria has been
discussed [Section (1.6.4)]. Though such conditions may
prevent rapid divergence of the solution, they do not
guarantee accuracy. In general, the accuracy of numerical
schemes is best checked by comparison with known analytical
solutions in the range of application. The inclusion of
advection terms in a finite-difference scheme incurs an
additional accuracy burden, usually resulting in appreciable
"pseudo-diffusion". MoTlenkamp (1968) assessed the perform-

ance of a number of finite-difference schemes by applying

them to the advection equation:



.The system considered was a concentration field represented
by equally-spaced concentric isopleths, which was subjected
to constant angular velocity in the x-y plane. Accuracy
after a fixed time~interval was determined by deviation
from the original pattern, The forward-difference
("upstream", explicit) schemes commonly used in dispersion
models were found to generate pseudo-diffusion of the same
order as atmospheric diffusion.

Centred-difference schemes ("leap-frog", Lax-Wendroff,
Arakwa-Euler, Arakwa-Adams-Bashforth) all produced displace-
ments of the pattern, and became inaccurate and unstable for
larger stepsizes. Only the Roberts-Weiss method was free
of appreciable error, but required 4 times as much storage
and 10-40 times as much computer time as other schemes.

Considering linear advection, if uat/ax<1 (stability
condition), the forward-difference approximation is equi-

valent to the expansion:

aC _ _ -8C _  UAX,;_0At,,32C : |
5T uax +{ > (1 X )}axz + higher order terms...
in which the pseudo-diffusivity is positive. Liu and

Seinfeld (1975) point out that this is the primary source
of error in fixed-grid eulerian models, "Trajectory"
models, in which a vertical column of air is translated in
a lagrangian sense, do not suffer from horizontal numerical
diffusion. However, they neglect the wind profile,

horizontal eddy diffusion and vertical velocity. Liu and
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Seinfeld used some of the analytical solutions discussed in
section (1.5,1) to gauge the effect of omitting these three
processes, obtaining deviations of up to 50%, 10% and 1000%
respectively under typical conditions,

In order to assess the numerical error occurring in
a grid model, a comparison was made between lst.- and 2nd.-
order forward-difference solutions, and an analytical
solution for randomly-distributed area-sources. Liu and
Seinfeld (1975) found that harmonic deviations of up to 50%
grew with distance downwind, the error being greater for the
1st.-order model. A smooth source-distribution reduced

deviations to +20%.

1.10.2 Rationale.

The benefits of air-quality models for the planning
of industrial sites and the establishment of pollution cause-
effect relationships are well-accepted. The only important
questions remaining concern returns for refinement. It has
been seen that atmospheric transport is a random process,
the nature of which is determined by a vast number of
spatially- and temporally-variant parameters. Even if one
accepts that the diffusion equation (1.39) may be used as an
approximate deterministic description of the process, it is
impossible to provide continuous, accurate velocity and
diffusivity information. Further, since the equation
itself is not generally soluble, its application involves

various degrees of approximation. For a particular applica-
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tion, it should be possible to place these approximate
forms on a scale extending from “"sophisticated" solutions
which account for all important phenomena, thus requiring
detailed meteorological and source input, to "crude"
solutions which account only for basic effects such as
source-strength and wind-~speed, and hence do not warrant
detailed input.

Any solution may be measured in terms of computation,
and there is a rough rule-of-thumb that computation increases
with sophistication. Since computer-time and the acquisi-
tion of input data will involve specifiable costs, any model
may be subjected to a cost-benefit analysis. Though returns
may diminish with increasing sophistication, there is a
strong feeling [Hameed (1974a)] that it is necessary to link
the underlying physical causes to the observed effects, if
a model is to be generally applicable.

The detailed input information required by sophist-
icated models is becoming more available - from a prolifera-
tion of air-monitoring devices in pollution-conscious cities,
and occasionally from environment impact assessments for
remote sources. Moreover, Fortak (1974) points out that
modern methods of stochastic dynamic prediction will even-
tually allow statistical forecasts, one or two days in
advance, of mesoscale meteorology, whilst the deterministic
prediction of mesoscale wind-fields shows promise as a
source of detailed advance information [e.g. Scholtz and
Brouckaert (1976), section (1.3,1)].

Ruff and Fox (1974) also recognise the need for high-

quality input data in advanced modelling. In a feasibility



study, they advocate the accumulation of a vast data-base

for St. Louis, involving more than one million air-quality,
emission and meteorological measurements daily for two years.
The information would be made available for the comparison

and validation of dispersion models. In a comparative study
using an earlier data-base for St. Louis, three models of
varying sophistication were applied to SO, dispersion. The
grid model of Shir and Shieh (1974) [section (1.6.4.2)] prod-
uced closest predictions, accuracy deckeasing for a simple box
model, and the gaussian plume model. Comparison of the gaussian
model with a grid model for CO dispersion in Los Angeles also
led to the conclusion that model performance improved with
sophistication.

The low horizontal concentration gradients associated
with area sources prompted Halliday and Venter (1971) to
suggest that area-source dispersion could be modelled by the
simple relation

C ~ Q/u

where Q is the area-source strength. It was claimed that
this model performed as well as the 3-dimensional finite-
difference solution of Randerson (1970) [section (1.6.4.2)],
using the same data-base for SO0, dispersion in Nashville.
Gifford and Hanna (1973) endorsed the comments of Halliday
and Venter, and suggested that since concentrations result
Targely from the nearest sources, a "box" approach could be

used in which the concentration in a cell could be related

to Q/U for that cell by
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¢ = ,0/0 (1.82)

where CA is an average proportionality constant. Analysis
of data from 44 U.S. cities led to a value of C, = 225 for
particulate material, and 50 for S0,. The low value for
S0, was attributed to the high sources supplying SO,, and
its decay in the atmosphere,

Hameed (1974a) suggested that the Targe spread in
C vs Q/u data used to obtain Cp is indicative of other
important phenomena, and that the data are anyway better
represented by a straight-line fit with a substantial inter-
cept, instead of the simple proportionality of equation
(1.82). With regard to a comparison with the 502 results
of Randerson (1970), in which it proved necessary to use
CA = 50 to obtain fair comparison, Hameed (1975) remarked
that it would be necessary to assume an excessively high
decay rate to justify deviations from the particulate value
Cp = 225. Further, the multiple cell model [Hameed (1974b),
section (1.6.4.3)] and the integral method [Lebedeff and
Hameed (1975), section (1.6.4.1)] both produced good compar-
ison with the Nashville observations without having to
include any removal mechanisms. Hameed concluded that

simple models are to be preferred if they consistently

produce results which are as good as those of complex models,
but that the necessity to explain the underlying physical

processes cannot be avoided,

Benarie (1975) points out that since annual-average

data were used by Gifford and Hanna (1973) to evaluate CA
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in equation (1,82), this is basically a statistical model
best suited for predicting annual averages, and comparison
with other models for the 2-hour period in Nashville is
fortuitous, He suggests that such comparisons need to
account for far more than just the amount of computation
required in each case.

For a single point source, simplifying assumptions
of this type will be far less effective, Indeed, no
general model has been found for the case of a variable
point-source in a spatially and temporally variable
environment. Such models as have been proposed suffer from
poor resolution, or involve important simplifications.
Although an advanced model would require detailed meteoro-
logical input to be completely effective, it would provide
the best possible estimate based on available information.
The development of a general model which provides acceptable
resolution and pays due regard to the fundamental transport
processes would establish the significance and origin of
errors associated with simpler models in real applications.
Such a study would provide both a versatile tool and a means

of verifying simpler results when there is cause for doubt.
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CHAPTER 2

FORMULATION OF A GENERAL DYNAMIC MODEL

FOR ATMOSPHERIC POINT-SOURCES

2.1 Objectives.

To avoid the inherent resolution/accuracy problems
associated with eulerian finite-difference solutions, it
will be necessary to provide the concentration distribution
on a "sub-grid" scale. Probably the only means of doing
this is by following material as it disperses, excluding
regions which are in no way affected by the distribution.
In the case of a linear form of the diffusion equation
(1.39), the dispersing material will not interact with
itself in any way. Hence a time-variant release may be
considered to constitute serially-released instantaneous
puffs of varying strength. An obvious conclusion is that
if individual puffs could be followed as integral lagrangian
parcels, it should be possible to reconstruct a detailed
concentration distribution by superposition. Largely as
a result of extreme shear, and the complexity of time-
variant wind-fields under stable conditions, it will be
found that the modelling of single puffs may reduce to
consideration of a substantial part of the region of interest.
Hence some important departures from the usual methods will
be necessary if this approach is to be made tractable.

The field-measurements of Nickola (1970, 1971),
Drivas and Shair (1974) and Tyldesley and Wallington (1965)



have shown that the ground-level concentration distribution
of a single puff becomes elongated in the along-wind
direction as a result of the interaction of wind-shear and
vertical diffusion. This effect is associated with a
considerable downwind displacement of material at greater
heights. It should be noted that if a second shear com-
ponent acts at right-angles to this distribution, the cloud
will begin to spread in a second dimension, affecting a
large area at ground-level (cross-wind shear).

It is possible that the two shear components act
simultaneously, for example when a directional shear is
determined by the Ekman effect. However, Csanady (1972)
suggests that the Ekman effect is unlikely to influence
the ground-level distribution significantly over medium
ranges of travel (30 km), and that significant cross-wind
shear contributions are more likely to result from the
stratification of local flows under stable conditions.
Since the spatial and temporal varijations of such structured
flows could only be established by repeated vertical sound-
ing throughout the region, this information is generally not
available. Hence the present approach ignores the possib-
ility of simultaneous shear in two dimensions by assuming
that wind direction is uniform with height. Major two-
dimensional shear contributions will nevertheless result

from the consecutive action of differing shear directions,

as in the case of a time-variant wind-field, and the

proposed model accounts for this important redistribution

effect.
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In order to reduce the computation requirements for
the sheared puff solution, individual puffs were represented
by their zeroth, first and second moments about a curvi-
linear vertical surface. Horizontal wind-shear was
resolved into components parallel to the surface and normal
to the surface. Whereas shear and diffusion effects
parallel to the surface were accounted for by numerical
solution for the zeroth moment, the corresponding effects at
right-angles to the surface could only be expressed in terms
of the numerically-solved first and second moments. The
Tatter moments determined only the mean and variance of the
displacement from any point in the surface, thus limiting
the reconstructed distribution normal to the surface at this
point to a gaussian form, Although such a description of
the cloud will include the effects of both horizontal shear
components, Saffman (1962) has pointed out that the third
moment in a shear direction will be significant, with the
ground-level skewness approaching unity in the case of a
Tinear wind profile. Hence an early objective in the
formulation of the present model was to define the locating
surface in such a way that it lay parallel to the dominant
shear component. In this way, dependence on the less

accurate moment description was minimised.
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2.2 Theory.

2.2.1 Distribution in the eulerian frame,

Consider the lowest layer of the atmosphere which is
the predominant transport medium for pollutants. Provided
that surface heat sources and topographical features do not
depart too strongly from their means, a first approximation
would be to assume that wind velocity is everywhere parallel
to the local ground surface. This clearly neglects the
vertical velocities induced by strong urban heat islands
[Dilley and Yen (1971), section (1.5.1)] and those associated
with convergent "cresting" over hills. However, it is
expected that definition of spatial concentration gradients
will play a far more important role than the minor overall
variations resulting from vertical velocity. With this
assumption, transformation to a coordinate system which has
a fixed vertical datum (z=0) at ground level reduces the

diffusion equation (1.39) to the form:

oC |, - oC . - 3C _ 5 a3C
5t t U(Xsy,z,t)ar 4 V(x,y,z,t)ﬁ = W[Kx(x,y,z,t)w]

3 aCc], 8 5C 5C
+ ay[Ky(x:.ysZat)ay:l'l' 3ZI:KZ(X"Y’Z’t)E]+ WSE

+ R(C,x,y¥,z,t) + S(x,y,z,t) (2.1)

where a sedimentation term has been included as in equation
(1.76), to account for constant settling velocity W
Consider only the case in which there is no initial distribu-

tion, and all material in the atmosphere has been introduced



61

according to the source function S (zero-state response).

A necessary boundary-condition is then

lim  C(x,y,z,t) = 0 (2.2)

X,y>ie

The solution of equation (2.1) may be expressed in terms of
the Green's function G{x-x", y-y~, z-z”, t1) which satisfies

the equation

0G -3G -3G 2G 9 oG 9 oG
L Rl A i [ 57l%58) a_["zaz]
+ W 36 R{G,x z,t1) (2.3)
s3z sXsYsZ,s11 .

with an initial condition.
G(x-X", y-y*, z-27, 0) = &(x-x")8(y-~y")8(z-2") (2.4)

where t; = t-t” and &§(s) is the Dirac delta function defined

by

§(s) = 0, s#0 ; §(s)ds = 1

-00

In general, G will be dependent on more than just the
deviations from initial values. If the Green's function
obeys all boundary conditions imposed on C(x,y,z,t), it is

possible to relate C(x,y,z,t) to S(x,y,z,t) according to

C(x,y,z,t) = G{x-x", y-y~, z-z°, t-t~).
S{x",y",z",t")dt"dz"dy"dx” (2.5)
) -0=00 0 -
It follows that if S(x’,y’,zﬁt‘) = §(x7=-x")s(y " -y")

6(z7-z")8(t"-t") then C(x,y,z,t)=G(x-x",y-y",z-z",t-t")—
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i.e. Green's function represents the concentration at
(x,y,2,t) resulting from an instantaneous point source
located at (x",y",z") which emits at t". In particular,
for a single point source at (x",y",z") with strength Q(t),

t
C(x,y,z,t) = G(x-x",y-y",z-z",t-t")Q(t")dt” (2.6)
which is simply a mathematical statement that a continuous

release may be simulated by superposition of puffs.

2.2.2 Coordinate transformations.

In the modelling of single puffs it will prove
advantageous to 1imit the region to be considered to some
"neighbourhood" of the puff. Because of the usual
dominance of one linear dimension in the distribution, it
is convenient to introduce a preliminary transformation.
Consider the curvilinear vertical surface which projects

onto the xy plane as the curve

P(x,y,t)=0 for X1<X<X2,Y1<Yy<Y2 (2.7)

at time t. Assume that there exists a unique transforma-
tion fp with inverse f;‘ which maps [x;Xxe{x1:X2),Y3
Ye(¥1,¥2),z,t] into the domain [£;£e(£1,82)sn3ne(n1snz),z,t]
such that the curve P(x,y,t)=0 becomes a straight line in
the ¢n plane, and the parameters z and t remain unaltered.
If P somehow follows the spatial distriﬁution in (x,y,z,t)

so as to "minimise" deviation from the defined vertical

surface, the distribution should map into the (£,n,z,t)
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domain such that its projection largely follows a straight
line in the £n plane. If this strajght 1ine were chosen
to follow, say, the £-axis, then the n-dimensions of the
cloud should be relatively small. Further, if the

curvature of P is relatively small, and the transformation

~

(E,H,Zat) = TP(X,.Y’Z,t) (28)

thus reasonably linear, it will be possible to make some
simplifying assumptions for the continued development of
the distribution in the (g£,n,z,t) frame. The 1inverse

transformation
(X,¥,2,t) = 151 (g,n,2,t) (2.9)
P

will allow interpretation in the original frame. For
convenience, the curve P on which ?P is based will be
referred to as the "proximate curve", It is clear from the
description of the proximate curve that a means must be
provided for establishing the "optimum” location of
P(x,y,t)=0 in space, as well as its variation in time.

Both these objectives may be met, and the "movement" along

P minimised, by allowing P(x,y,t) to evolve according to
lagrangian coordinate transformations. Let the optimum

form of P at time t* be given by

P7(x,y) = Tim P(x,y,t) (2.10)

t+t+

By allowing the initial curve P (x,y)=0 to be trans-

lated in the eulerian wind-field by the velocity at some
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best height, say Z(t), it should be possible to make P~
undergo essentially the same reallignment as the concentra-
tion distribution. Define a lagrangian coordinate trans-

formation by

ft,

xz(t) = X + G[xg(r),yl(T), Z(t),t]dT (2.11)
t
.

yl(t) =y + V[XQ(T),yz(T),Z(T),T]dT (2.12)
t

The choice of P must clearly satisfy the proximity require-
ment in the neighbourhood of the release-point (x" ,y* ,z" )
for t close to t~. It follows that P~ must allow
P“(x",y")=0. Then the tracking height may be chosen such
that Z(t“)=z", and subsequent Z(t) arranged recursively to
minimise the deviation of the centroid at some representative
level from the curve P’[xz(t),yz(t)]=0, or more specifically,
from [xg(t),yg(t)], where this is the transform of (x",y").

Hence, an obvious best choice of the proximate curve P is
P(x,y,t) = P7[x, (t),y, (t)] (2.13)

Of course, it is unlikely that the unique transforms

~

TP, ?P'l will exist with such an arbitrary specification of

P, and an approximate form of equation (2.13) will eventually

be used.

It is now possible to suggest further properties for

~

the transformation TP (2.8). Let £ be the distance along

P from the point [x;(t),y;(t)] which satisfies P(x,y,t)=0,

and let n be the lateral distance from P to the point (x,y),



senses being determined according to some rule. Then T
will simply "straighten out" an xy projection of the

distribution at t [figure (2.1)].

fig.(21) Transformation ?Fp_

Px,yt, )= 0

Xty )y, )]

, P(X,y,h )=0
_— g EX,'_'(T1 IRAER)

) X
(T
T(x,y,2,1,)
'T'(x,y,z,h)
C A “é\
NN d

P
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The effect of the transformation has been to

represent the distribution in a moving frame such that it

is localised near the origin and distributed largely along
one axis. In order to work in the new frame, however, some
further assumptions are necessary. The non-Tinearity of
the transformation fp will clearly be determined by the
curvature of P. If P were straight, the transformation
would be linear, and a simple equivalent form of the

diffusion equation (2.3) would result. Thus, if the curva-

ture of P is small, equation (2.3) may be approximated with

G~ , =~ 36" _ 3 [, 986" .3 [, 236"] , 3 [, 06
A e E[Kha—g_} ¥ _ﬁ[KhanJ ¥ 8_Z[Kz’c)z ]
)

Q

Gﬂ = .
g, U

Q

L
Q

-

+ R(Gﬂagan’zatl

Q
[p]

+ W

S 9z

The diffusivities Kg’ Kn would be directional properties,
equivalent to suitable Tinear combinations of Kx,Ky.
However, Calder (1965) [section (1.4,2)] showed that if z
were chosen as a preferred axis, then necessarily KX=K for
equation (1.39) to be valid. Hence Kh=K£=Kn may be related
to KX=Ky by direct coordinate transformation, provided

rotation is restricted to the horizontal. The transformed

properties are thus

i1

G"(g,n,z,t)
Kh(E,n,Z,t)
with (E,n,Z,t)

G(x,y,z,t)
Kx(xay’z;t) = Ky.(X,y,Z,t)

Tp{x,y,2,t) (2.15)
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Because the frame is moving, the advective properties must

become relative

Up(X,y,z,t) = U(x,y,2,t) - U(x,y,Z(t),t)

GR(x,y,z,t) = V(X,Y¥s2Z,t) = V(X,¥,Z(t),t)

o - Ea_ _a_g_._

UT(g,n,z,t) = Fx-Up(Xsyszst) + z=-vp(X,y,2,t)

VT (Em,z,t) = Sedp(xayaz,t) + %%-VR(x,y,z,t) (2.16)

2.2.3 Distribution in the lagrangian frame.

Equation (2.6) reduced the problem of solving for a
continuous point-source distribution in eulerian space to
one of solving for individual unit-puffs in eulerian space.
By means of the transformation %P’ the solution for eulerian
puffs has now been reduced to an approximate solution in a
lagrangian frame which exists in the neighbourhood of the
developing puff. Reverting to the original eulerian symbols
for convenience, let the concentration which results from a

unit release be C(x,y,z,t) in the lagrangian frame. Then

equation (2.14) becomes

3C - 5C - 9C _ 9 5C
5t ¥ u(x,y,z,t)-a—7 + v(x,y,z,t)gy-- gi[ﬁx(x,y,z,t)syl
o ac] L 3 3¢
+ 3yl:Ky(xs.y,Z,t)ay] + QZ[KZ(X"Y’Z’t)a_Z-:I
oC |
t W ¥ R(C,x,y,2z,t) (2.17)

Clearly, U will be the velocity paraliel to the
original transformation curve P(y=0), whilst v will be the

velocity normal to this curve. The functions G,G,Kx,Ky,KZ,R
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may all be evaluated relative to the new frame via the
transformations (2.15), (2.16).

One further approximation is made simply for ease
of calculation. In a typical application, the horizontal
spatial scales for variations in meteorological parameters
should be somewhat larger than the horizontal dimensions
of the puff. If this is the case, the values of
G,V,Kx,Ky,KZ and the form of R will vary only slightly with
x and y in the region occupied by the puff, again assuming
that the curvature of P is small. Then u(x,y,z,t),v(x,y,z,t)
may be replaced by appropriate weighted mean values U(z,t),
V(z,t). In practice, these means are based on the movement
of P in eulerian space in such a way that only relative
velocities normal to P contribute to V(z,t), whilst relative
velocities along P combine to give the average ﬂ(z,t).
Diffusivity and removal profiles are similarly approximated
by local mean values Rx(z,t),ky(z,t),kz(z,t) and ﬁ(C,z,t).
However, they are based on values at the moving centroid,
which will 1ie on P(y=0) and be stationary in the lagrangian
frame according to the specification of P [section (2.2.2)].

With these assumptions, equation (2.17) becomes:

oC - oC 7 oC _ 32C Iy 52C
T U(z,t)—7 + V(z,t)gy = Kx(z,t)gyf + Ky(z’t)gyf
3 |y aC aC 5
+ 'a—Z{ZKZ(Z,t)Hj] + Wsa—z+ R(C,Z,t) (2.]8)

Implicit in equation (2.18) is that the wind acts on

-

the puff as a whole, but careful choices of P,U,V have

accounted for spatial variations in the eulerian wind-field.
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It is clear from the descriptions of G,V,ki,ﬁ that their
values may only be determined according to the distribution
of the puff in eulerian space, using the inverse transforma-
tion Tp'l (2.9). Hence, in general, these functions cannot
be pre-evaluated, and equation (2.18) will be highly non-

Tinear.

2.2.4 Solution for the lagrangian puff.

In section (1.5.2), consideration was given to the
analytical treatment of puff expansion in the atmosphere.
It was noted that though a solution exists for the case of
constant velocity gradient and constant diffusivity in an
unbounded atmosphere [Quesada (1971)], the more general
cases involving linear [Saffman (1962)] and neutral
[Chatwin (1968)] profiles in a bounded atmosphere could
only be solved for in terms of their first few moments,
or asymptotic values thereof. As in equation (1.51), the

x-y moments of a finite puff are defined by
6.nlZst) = ‘ J x"y"C(x,y,z,t)dxdy

By multiplying through equation (2.18) with xmyn, relations
of the forms (1.53), (1.54), (1.55) could be obtained for
the first few moments [Aris (1956)]. Although analytical
solutions for these moments only exist in a few cases, use
may be made of numerical methods - for example a finite-
difference solution in z-t, Hence Tyldesley and Wallington

(1965) [section (1.6.4.4)] modelled an instantaneous cross-



wind line source by solving for the zeroth, first and second
moments B0, O10, O2¢ 1N the direction of the wind. If one
assumes that the distribution at height z is gaussian, then
it may be reconstructed from these moments. In general,
however, higher moments make significant contributions to
the distribution. Saffman (1962) showed that in the case
of a linear wind profile, the distribution will not be
asymptotically gaussian [section (1.5.2)], and that the
skewness factor will be about unity at ground-level, if
horizontal diffusion is ignored. If higher moments are
solved for, one is left with the task of formulating a
joint probability distribution which observes these moments.
Returning to the description of the lagrangian frame
in section (2.2.2), note that the choice of the proximate
curve P must necessarily resolve the largest wind component
into the direction of P. It may thus be expected that
usually ‘ﬁ(z,t)’>>1q(z,t)| in equation (2.18). However,
V(z,t) cannot be jgnored altogether - with the present
formulation of P this would be tantamount to ignoring
temporal variations in the wind-field. If V(z,t) is zero,
equation (2.18) must solve to give a gaussian y-distribution,
assuming that the K-theory description is valid. Hence it
is assumed that the y-distribution at height z will remain
gaussian for reasonably small V(z,t). Then the complete
distribution may be approximately represented by the moments

Co(x,z,t), Ci(x,z,t), C2(x,z,t), where

o0
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Cn(x,z,t) = ynC(x,y,z,t)dy (2.19)

-0
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Assuming the boundary conditions

R nsC
Tim y"c=0 , 1im Y5y = O (2.20)
y+i°° y—rico
n=0,1,2 n=0,1,2

" n
then multiplication through equation (2.18) by y ,n=0,1,2

yields
3C, - 3C, - 32C, 9 |- 3C,
— + U(z,t) — = Kx(z,t) + — KZ(z,t)———
ot dX ax? 3z 3z
3C, -
+ w, — + R(C,,z,t) (2.27)
S 3z
3C, - aC, - 32C, 9 |- 9C,
— + U(z,t) — = Kx(z,t) + — KZ(z,t)———
ot 9 X ax% 2z 3z
oC, - -
W — + R(C,,z,t) + V(z,t)C, (2.22)
9Z
3C, - 3C, - 32C, 3 |- ’C, 3C,
— + U(z,t) — = Kx(z,t) + — KZ(z,t)——— W —
5t 3 X dx2 3z 5z 3z

# R(Cz,2,t) + 20(z,8)Cr + 2K (z,8)Ca  (2.23)

Clearly, this development will only be valid if R has the
form ﬁ(C,z,t)=§‘(z,t)C, i.e. if the concentration-dependent
source/sink term is first-order in C. Equations (2.21) to
(2.23) represent analogous advection, diffusion, reaction
and sedimentation for the zeroth, first and second moments.
There is a further contributian to the first moment due to

bulk advective shift, and contributions to the second



72

moment due to advective shift of the centroid, as well as
jndependent diffusion in the y-direction.

In applying these equations to the case of an
instantaneous unit release at (x,y,z,t)=(0,0,z",t"), as
will be relevant in the lagrangian frame, it is reasonable

to specify the boundary conditions

lim € (x,z,t) = 0, n=0,1,2 (2.24)

X+ too

and the initjal conditions

Co(xs2z,t) = 8(x)8(z-2")6(t-t") WL
C,(x,z,t) =0 tgt” (2.25)
Cz(X,Z,t) = 0 )

It has not yet been possible to specify vertical boundary con-
ditions because of sedimentation, the unknown form of ﬁ’(z,t),
and the possible existence of an impervious inversion layer.
In order to solve equations (2.21) to (2.23)
simultaneously with the boundary-conditions (2.24), (2.25)

it will be necessary to make use of numerical methods.

2.3 Numerical method.

2.3.1 Separation of processes.

Define the change which occurs in Cn(x,z,t) during
the interval t to t+At as ACn(x,z,t,At). The contributions
to ACn which result from advection, diffusion, sedimentation

and reaction may likewise be considered as ACna(x,z,t,At),



ACnd(x,z,t,At), ACnS(x,z,t,At), ACnr(x,z,t,At), though of
course these values will be interdependent.

equatians (2.21) to (2.23) determine the unique forms of

Whereas
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C (x,z,t),n=0,1,2, they may be used to define the following

n
integrals.

ACna(x,z,t,At)

ACnd(x,z,t,At)

AC XyZyt,at)

ns {

AC X,Z,t,At)

nr {

If the additional terms in equations (2.22), (2.23) are

replaced with similar integrals, the moment equations

become

rt+At
- 3C _(x,z,7)
= - U(z,7)—> dt
X
|t
’t+At 2
- d Cn(x,
= KX(Z’T)
J X
t
+ a_g [RZ(Z,T)M:I({T
92z
TN ERRY
= WS dt
9z
It
(t+At
= R*(z,1) Cn(x,z,r)dr
Jt

ACo (x,z,t,At) =.ACoa(x,z,t,At) + Acod(x,z,t,At)

+ ACos(x,z,t,At) +AC

p

X’Z’t,At)

(2.26)

(2.27)

(2.28)

(2.29)

(2.30)
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AC; (x,Zz,t,At) ACla(x,z,t,At) + ACld(x,z,t,At)

+ ACls(x,z,t,At) + ACIr(x,z,t,At)
t+at _

+ V(z,Tt)Cy(x,z,1)dT (2.31)
t

AC,(x,z,t,At) = AC,,(X,2,t,0t) + ACzd(x,z,t,At)
+ ACZS(x,z,t,At) + ACZr(x,z,t,At)

[t+at _

+ 2 V(z,1)C,(x,z,1)dr
t
(t+At _

+ 2 Ky(Z,T)CQ(X,Z,T)dT (2.32)

IT the time-step At is reasonably small, the integral terms
resulting from the separate processes will be reasonably
independent of each other, and the following approximations

may be made.

t+At
- oC
(i) U(z,71)—(x,z,T7)dT = Cn(x,z,t)
t X
t -
‘Cn[(x‘l' U(Z,T)dT),Z,T] ,n=09132 (2.33)
t+At
t+At t+At
(i) V(z,7)C (x,z,7)dt = C (x,2,t) V(z,1)dt
t t

,n=0,1 (2.34)
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ft+at t+at
(ii1) Ry(Z,T)Co(X,Z,T)dT = Cq(x,2,t) Ky(Z,T)dT (2.35)
Jt t
(t+At 5C
(iv) wsgzﬂ(x,z,T)dT = C,(x,z#W At,t)-C o (X,2,t)
Jt n=0,1,2 (2.36)

In fact, the integrals on the right-hand sides of
equations (2.33), (2,34) and (2.35), of the properties
ﬁj(z,t) in the lagrangian frame, are evaluated by summation
over smaller steps At/nS in the eu]eriah frame, according

to equations (2.15) and (2.16).

t+at ng
ﬁ.(z,r)dr = Ej[fpl(x,y,z,t+1'At/nS):|At/nS
1‘

01

(2.37)

In the actual solution for ACn(x,z,t,At) the
advection, sedimentation, reaction and diffusion processes
are not assumed to act independently on the initial

distribution Cn(x,z,t), but rather to act sequentially

according to the scheme:

(1) Advection: Ca(x,z,t) = Cn(x,z,t) + ACna(x,z,t,At)

+ [contributions as in equation (2.34)

for n=1,2] (2.38)

2 i ion: C.° - -
(2) Sedimentation Cn (xyz,t) Cn(x,z,t) + ACnS(x,z,t,At)

(2.39)

(3) Reaction: C%‘%x,z,t) Cﬁ”(x,z,t) + AC;;(x,z,t,At

)
(2.40)
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(4) Diffusion: Cn(x,z,t+At) = CB”’(x,z,t)
+ ACB&’(x,z,t,At) + [contribution as in

equation (2.35) for n=2]. (2.41)

Thus the final distribution is obtained after the diffusion
step, which acts to "smooth" the redistributions due to
advection, sedimentation and reaction.

No mention has yet been made of the methods of
solution for the diffusion and reaction steps. Special
procedures are adopted in these cases, and they are

discussed separately.

2.3.2 1Initial distribution.

The most convenient means of handling the distribu-
tion information Cn(x,z,t),n=0,1,2 is in the form of the
discretised two-dimensional arrays, Cnik(t)’n=o’]’2’ where
Cnik(t)=Cn(x1+iAx,zl+kAz,t) and x1, z; are fixed datum
values. Interactions within these grids are then dealt
with using finite-difference approximations.

However, this discretisation complicates represent-

ation of the initial distribution ex equation (2.25),
Co(x,z,t) = 8(x)8(z-2"")s(t-t7),t<t”

In fact, it is necessary to "seed” the puff using some
assumed distribution at time t“+6t, where &t is smal]l.
Over this short time it is reasonable to neglect the effects

of shear about the stationary centroid in the lagrangian
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frame, as well as diffusivity variations about the release
height z°7. Then the equivalent zeroth moment for the

gaussian distribution (1.40) becomes

1

Cg(x,z,t""at) =

arst[K: (277 )K; (7))

1 X 2 (z-2°") ]
exp|- - + — (2.42)
{ 46t(K;(z") K;(z"))

where k;,k; are determined according to equation (2.37)

with t=t",At=6t.

2.3.3 Solution for the diffusion step.

Following equation (2.27), the rate of change of

Cn(x,z,t) due to diffusion may be defined as

3C, - azcn :
— (x,2z,t) = Kx(z,t) (x,2z,t)
ot 3x2
d
3 |- aCn
+ — KZ(Z,t)——(X,Z,t) (2.43)
3z 0Z

Assuming that the time-scales for variations in kx’kz will
be large compared with At, they may be replaced with mean
values R;(z),k;(z) which are determined according to
equation (2.37) for the interval t to t+At. Further,
define values C;(x,z,r) with the initial conditions
Ca(x,z,t)=Cn(x,z,t),n=0,1,2, but thereafter allow C;,n=0,1,2

to be influenced only by diffusion during t to t+At.
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Hence,
ac» _ azc;
n (x,z,t7) = K;(z) n (Xx,2,t7)
at” 5 x2
3 |- 3C2
- K;(Z)——"(x,z,t’)}, tetrgt+at (2.44)
Y4 32

and it is now possible to specify diffusion boundary-
conditions for the ground, and an impervious inversion layer
at z=H, if one exists.

h ozt ) =0, z- 0. (2.45)

52

A number of solution techniques have been considered

for the parabolic partial differential equation (2.44), on
the basis of accuracy vs computation. Since the values of
C;,n=0,1,2 are effectively stored in the three-dimensional
grids C;ikt’ all methods have been based on finite differ-
ences. The criterion used for comparison was overall
agreement with the development of an instantaneous release,
for which R; and R; were taken constant with height. The
analytical solution for this case is the gaussian puff,
equation (1.40), which was considered a fair test in view
of the initial high spatial and temporal gradients, and its
approximation to the system under consideration. O0f course,
having separated out the advection terms by means of the
lagrangian integration (2.33), an important source of pseudo-

diffusion [section (1.10.1)] has been removed, and the

necessity to satisfy advective stability conditions (1.65)

has been avoided.
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The explicit schemes which were considered could be
solved directly in the two spatial dimensions. However,
a vast amount of computation would have beeh required for
simultaneous solution in both directions using the implicit
scheme, and this scheme was adapted using the Alternating-
Direction-Implicit (A.D.I,) method of Peaceman and Rachford
(1955). For simplicity, consider the case of linear

diffusion,

C 32C

Xox2 °?

Q

= K

Kx constant (2.46)

@
ct

(i) Direct explicit (forward-difference)

stability condition : K At/Ax*<} [von Neumann]

Cite1 = Gy ¢ ¥ [k at/ax?] [c

i, 2C

i#1,67205 70527 ¢

(ii)  Crank-Nicholson implicit

stability condition : K at/Ax?<3 [Ritchmeyer and
Morton (1967)].

_ 2
Cit¢1 = G5t * [KxAt/ZAx][(Ci+1,t‘zci,t+ci—1,t)

+ (C 2¢ +C,

i+1,t+17 205 £014C 520 g4

(ii1) Gauss-Seidel jterative (row-wise explicit)

convergent for all values of r=K At/ax*[Smith (1965)]

nth iteration

(n+1) (n+1) (n)

Cite1 = [r/2(]+r)][Ci_]’t+] STIPT B WWAREYY
where

big = Cy,p * (r/2)(Cy_q (-2C, L +C

i,t i+1,t)



(iv) Gauss-Seidel with S.0.R., (Successive-Over-

Relaxation).

nth iteration

(m+1)

(n+1) n)
Ci,ga1 = WLIr/2Q04r 030Gy g4y ¥ O, e

(n)
+ bit/{'lﬂf‘}]—(w—])Ci’t_I_.l

where w has an optimum value given by Smith (1965).

(v) Limiting value method (explicit).

unconditionally stable for all values of r=KxAt/Ax2

— - - -2p
Cigar = Ci,p * 205400 ¢72C ¢ * Cyy ¢ J 01777 ]

Whereas the explicit schemes (i), (iii), (iv) and
(v) readily include the bi-directional problem (2.44), it
is included in (ii) using the A.D.I. method. This scheme
effectively decouples the diffusion processes in the two
directions, allowing tri-diagonal solution of the resultant
matrix equations.

In the instantaneous point-source tests, (ii) was
more accurate than (i), but inferior to (iii) and
especially (iv) in terms of computer time. In fact, a new
explicit technique (v) was developed which was as accurate
as (iv), but which was non-iterative, and required less
computer time.

The derivation of the Timiting value solution is
presented in appendix (A1.1),. Note that the scheme is
unconditionally stable. In the general case with varying

spatial stepsizes and variable diffusivity, the equations

80
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become
-aiAt

Ciee1 = Gyt 7 bi,t{?-e } (2.47)
with

b, , = |C -C ,/ peoxiz1 B, 040

i,t i+1,t77i-1,t Kxiel 557 1

* O, T bt

and

- 2 [Kyq ey 8421, 5 K54 -1 8%, 141
TG, i85 [0, %, 141]

In order to extend this solution to the bi-directional
(xz) problem, it was assumed that the x- and z- diffusion
processes acted independently during At, and that the result-

ant perturbations were directly additive.

-aiAt
Cik,eer T Gt bi,t[]"e ]

k

-~a, At
k.
i (2.48)

If the exponents aiAt,akAt are small, the exponential terms
may be approximated with Taylor expansions which exclude
third and higher terms. Then equation (2.48) reduces to
the explicit finite-difference solution for x-z diffusion
with variable diffusivity and stepsize, and it is concluded
that the additivity assumption is acceptable. Further,

it might be expected that optimal stepsizes will be deter-

mined by the values of aiAt, akAt, and a series of comparisons
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with growing gaussian puffs has shown that best agreement is

obtained in the region of
- 2 =
KxAt/Ax2 = 0,4 , KZAt/AZ 0,4 (2.49)

These optimality criteria are close to the stability limits
of methods (i) and (ii) above.

In applying the solution (2.47) to equation (2.44)
with the boundary-conditions (2.45), it is convenient to
allow x-stepsizes to expand outwards from a central point,
so that the grid is cruder in regions where x-gradients
are usually small. Though z-stepsizes are left constant,
diffusivity varies with height. Hence, both the variable
stepsize and the variable diffusivity capabilities of the
scheme (2.48) are used in the solutjon of equation (2.44).

Because the diffusion step is solved in a finite
x-z grid, it is necessary to make some assumption about the
fluxes at the boundaries of the system. By setting the
concentration gradients at all boundaries to zero, the
diffusive fluxes become zero. In this way, the boundary
conditions (2.45) are satisfied, and the effect on the
distant x-boundaries is expected to be small because of the
small gradients in this direction. In the absence of an
inversion "1id", the optimal stepsize criterion (2.49)
usually means that the upper boundary is too high to
restrict the vertical spread anyway,

In the numerical model, the Timiting value method is

used to provide a solution to (2.44) of the form

ACo(x,z,t,0t) = Co(x,z,t +At) - Crix,z,t)
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The approximation is now made that the diffusion process
will be effectively independent of the advection, sedimenta-

tion and reaction processes during t to t+At, so that

ACnd(x,z,t,At) = ACn(x,z,t,At) (2.50)

2.3.4 Solution for the reaction step.

In the discussion of removal mechanisms in section
(1.9), it emerged that studies to date have chiefly
concerned removal at the ground, and removal at a constant
rate throughout the surface layer, though the possibility
of a rate which is variable with height was not discounted.
The important findings may be summarised as follows:

(i) Retention of small particles or absorption of

gas tracer at the ground

Boundary condition:

irreversible: K (z, t) (x z,t)

= wd(t) C(x,z,t), z=0 (2.51)
reversible: E (z, t)gc(x z,t)
= K t)[C(x,z,t) -Cp], z=0 (2.52)

(ii) Washout of particles or absorption of tracer

gas by rainfall

irreversible: ﬁ(C,z,t)

- A(t) C(x,z,t) (2.53)
-/—\r(t)[C(x,z,t)-CE] (2.54)

(iii) First-order chemical reaction or radioactive decay

reversible: ﬁ(C,z,t)

R(C.z,t) = - ky(t) C(x,z,t) - (2.55)

In the taking of moments for equations (2.21),

(2.22) and (2.23), it was found necessary to assume that
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the region of space affected by Cn(x,z,t),n=0,1,2 was
finite. In effect, this analysis cannot consider the
reversible processes (2.52) and (2.54), and R(C,z,t) must

have the first-order form
R(C,z,t) = R*(z,t)C (2.56)

The removal parameters ﬁd(t), A(t) and ki (t) are
supplied in the lagrangian frame as mean effective values
ﬁj for the interval t to t+At, using an integral of the
form (2.37). Although they are assumed spatially-constant
in the lagrangian frame, spatial variations in the eulerian
frame are accounted for as temporal variations via the
transformation TP’ as in equation (2.15).

Inclusion of irreversible washout (2.53) and first-
order reaction (2.55) in the numerical solution offers no
problem, since the effect is uniform throughout the boundary
layer, and should lead to a simple exponential growth or
decay. The irreversible ground-absorption process may be
considered to effect ﬁ‘(z,t)=§°(t)6(z). The highly localised
nature of this removal means that over any reasonable time-
step, t to t+At, it will be necessary to consider the part
played by atmospheric diffusion in supplying material to
the absorbing surface. A simple approximation is derived
by comparison with the system depicted in figure (2.2).

Consider a case of semi-infinite vertical diffusion
with an absorbing surface at z=0. Allow the distribution
to be subject to a first-order reaction {2.55) with rate-

constant Er’ and assume that the vertical diffusivity Rz is
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constant with height. The relevant equation is
oC _ g 3°C _ 2.57
3t = Ko7z kpC ( )

. Ground absorption and first-order reaction
f|g.(2.2) with vertical diffusion

+00 +

R(C,z,1)=-k.C

1 C{z,0)=Cq T
JA

=w,C
z=0 d

2:0

For simplicity, a uniform distribution is specified as the

initial condition,
C{z,0) = Cyp, 220

and it is assumed that the deposition velocity at the
absorbing surface is constant, so that the boundary condition

is

= € _ - _
Kza—z— C , z=0

Then, solution of equation (2.57) using a lLaplace transforma-

tion yields the result
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_ z
C(z,t) = Cq exp[-k t][] - erfc< . )
’ 2/ K, t

Wy ) z+2ﬁdt
+ exp)— (z+wdt) erfc
K,

2/ Kt (2.58)

Irreversible washout would simply add a further
exponential factor, so that a combined first-order rate-

constant may be defined as

ko = ki + A (2.59)

An "adjustment factor" may be defined for the period 0 to t

as

Fr(z’t’kr’wd’KZ) = C(Z,t)/co

In the above development, diffusive flux only occurred as a
result of ground-absorption. It might be assumed, there-
fore that this redistribution is additive to the normal
diffusion process which will occur as a result of existent
spatial gradients. Since the Tatter process is dealt with
separately [section (2.3.3)], the contribution of the removal

processes is approximated by assuming independence of the

initial distribution.
C{z,t+At) = C(z,t)F (z,at,k Wy K ) (2.60)

Equation (2.29) represents the contribution of
removal and reaction processes to the variation of the

lagrangian moments Cn,n=0,1,2 during the interval t to
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t+At, viz.

t+at
ACnr(x,z,t,At) = R”(z,r)cn(x,z,r)dr

t
If the time-step At is reasonably small and it is assumed
that the reaction/removal processes occur independently of
the advection, sedimentation and diffusion processes
during At, this contribution might be approximated as

t+At

X,Z,t,At) = Cn(x,z,t) R*“(z,7)dt (2.61)
t

Acnr(
It has been mentioned that ﬁ’(z,t) may have an
arbitrary variation with height, dependent, for example,
on the distribution of vegetational traps with height, and
this aspect is to be considered in future work [Norden and
van As (1977a)]. At present, only the absorption, washout
and reaction processes outlined in equations (2.51), (2.53)
and (2.55) will be accounted for. Following equations
(2.60) and (2.61), the approximation is made that
t+At
R*(z,t)dr = F [2,8t,k, (t,8t),Wy(t,at)K: (t,at)] -1
t (2.62)
where the parameters Ej(t,At) now represent mean values for
the entire lagrangian frame, which have been averaged for
the period t to t+At, and are evaluated via the inverse
transformation.fp‘1 using equation (2.37). In applying
equation (2.62), an effective value for the constant k; is

established by averaging Rz(z) over heights which are
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expected to play a part in the downwards diffusion.
Finally,

ACnr(x,z,t,At) = Cn(x,z,t){Fr[z,At,kr(t,At),wd(t,At),

K7 (t,at)]-13 (2.63)

2.3.5 Reconstruction of the distribution.

In section (2.2.4) it was proposed that provided
the y-component of wind velocity in the lagrangian frame
were small, the lagrangian distribution may be reconstructed
from the moments Cqo{x,z,t), Ci(x,z,t) and C2(x,z,t) with
little error. The mean and variance of the y-distribution

are given directly by

my(x,z,t) Ci(x,2,t)/Cq(x,z,t) (2.64)

o;(x,z,t) Ca(x,z,t)/Co(x,z,t) - m;(x,z,t) (2.65)

The assumption that higher moments are negligible is

tantamount to accepting a gaussian distribution, so that

finally

C,(x,z,t) —{y-my(x,z,t)}2
Xp

C(x,y,z,t) = e
oy(x,z,t)/ 27 20;(x,z,t) (2.66)

In the lagrangian frame, C, is the zeroth moment of
the cloud distribution about the vertical xz plane passing
through y=0. Shear and diffusion of the cloud in direc-

tions parallel to this plane have been accounted for by the

numerical solution for C,, performed in an xz grid. Similar



numerical solutions for C; and C, included the interdepend-
ence of these moments, and their dependence on the wind
component g(z,t) normal to the xz plane. Hence the mean
my(x,z,t) and variance o§(x,z,t) for the displacement from
the xz plane will include the important shear/vertical
diffusion interaction effect for the expansion of the cloud
in the y-direction.

The functions Cq(x,z,t), my(x,z,t) and o;(x,z,t)
exist in their discretised forms as three xz grids for
time t. Expansion to form the 3-dimensional solution in
the lagrangian frame follows according to equation (2.66).
The lagrangian distribution is generally distorted slightly
in reverting to the eulerian frame.

Allow the symbols x,y,z,t to revert to their roles
as coordinates in the eulerian frame [section (2.2.2)], so

that C(¢,n,z,t) represents the concentration distribution

89

resulting from unit instantaneous release at (x5",y"",z"",t").

Hence equation (2.66) is effectively a solution for the

Green's function.
G(x~x"",y-y"",2-2"",t~t") = C(E,n,z,t)

where it has been assumed that the transformation
(X,y,z,t) = f;l(g,n,z,t) (2.9) is reasonably linear.

In order to obtain the distribution which results
from a continuous release Q(t) at (x"",y"",z""), it is
necessary to approximate the integral (2.6), Taking
release-time steps AtR, and assuming that no release has

occurred before t=0, the distribution in the eulerian frame
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is

Ce(x,y,z,nAtr) = G[x—x”,y—y”,z—z’",(n—i)AtR]

1

W o~

;
.Q[iAtR]AtR (2.67)
Provided the release-time steps are not large, the irregular-

ities which result from this discretised release quickly

disappear with travel-time.

2.4 Administrative aspects.

2.4.1 Model concepts.

2.4.1.1 Dosages and concentrations,

Since concentration-measuring instruments generally
have non-zero response times, reported values of
"concentration" are in fact means based on the measured

dosage during a finite time-interval, i.e.

C(X,y,z,t") = D(X¥,2,ta,t,)/ (tamt1),trict <ty

t,

with D(x,y,z,t,,t,) = . C(x,y,z,t)dt
1

Moreover, dosage is often of more interest in pollution
studies as it will reflect, for example, the total bodily
accumulation of some toxic or radioactive substance. Thus
Csanady (1969a) derived probabilities for the observed

dosages in an eulerian frame, by assuming that dosages in

the core region of a diffusing cloud were log-normally
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distributed. In the modelling of atmospheric dispersion

it is nevertheless necessary to solve for the fundamental
behaviour C{x,y,z,t) in order to predict dosages over finite
intervals.

The observation of dosages D(x,y,z,t,,t,) is likely
to obscure the variation of C(x,y,z,t) on time scales which
are smaller than (t,-t;). As opposed to area-source
releases, the variable point-source release in a temporally
and spatially variable environment is expected to produce
concentration variations on relatively short space- and
time-scales, and an effort has been made to reduce the
experimental measurement intervals (tz-tl) in order to
reveal the underlying behaviour. Further, this behaviour
will be important in the case of accidental short-term
release of dangerous substances.

The numerical model which has been devised to
implement the lagrangian puff approach [sections (2.2),
(2.3)] has two basic modes of operation:

(i) Prediction of the ensemble-mean concentration
distribution for an instant in time;

(ii) Prediction of ensemble-mean dosages at specified
points over specified time-intervals.

Whereas (ii) will be necessary in certain applications,

including the field-validation of the model, (i) is likely

to demonstrate some of the important differences between

the dynamic puff model (DPM) and current approaches to the

modelling of atmospheric dispersion.



2.4.1.2 Region of interest.

The model is applied in some region for which the
necessary meteorological and point-source release informa-
tion is available. Some sub-region may be specified in
which concentrations or dosages are of particular interest,
In the case of concentration-distributions, times-of-interest
are also specified, and it is necessary to solve for release-
time intervals which are effective in supplying puffs which
influence the region of interest at these times [appendix
A1.3]. Relevant emission periods are established in terms
of estimated puff-centroid loci [figure (2.3)].

The release-times which contribute to a time-of-
interest locus need not be continuous, and provision is
made for segmentation into up to three centroid loci.
Centroids which occur outside of the region are allowed to
contribute if they are within a specified release-time
margin.

Turning to the case of dosage-prediction, the
specified region of interest should enclose all points at
which dosages are required. The earliest release-time to
affect this region at the earliest dosage-interval time is
then established. Thereafter, puffs are serially released
until a release-time is reached which is greater than the
last dosage-intérva1—time. Each puff-trajectory is only
solved until the centroid has moved outside of a specifiable

distance-margin around the region.
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In order to minimise discretisation irregularities,
release times are determined according to an optimal
spacing based on prevalent wind-speeds, Typically, for
gaussian puffs spaced at GAtR=5Om, and an isotropic
diffusivity of 0,5 m? s™!, the distribution becomes "smooth"
within 400 m of the source. Generally, these time-inter-
vals are somewhat smaller than the time-scales for meteoro-
logical variations, and the present practice is simply to
interpolate puffs between solved puffs at larger release-
time intervals. In this way a significant saving in
computation is effected, with 1ittle loss in accuracy. The
interpolations are necessarily approximate in that individual
parameters, such as the concentration moments Cn,n=0,1,2,
are interpolated separately. In the case of dosage-
evaluation, a two-dimensional interpolation becomes necessary -
both with respect to the real-time intervals At along the
trajectory, and with respect to the release-time interval
AtR "across" the trajectory. The interpolated puff then
has a characteristic release-time té, which determines its
strength Q(té)AtR, and a characteristic real-time t*, which
determines the dosage interval to which it must contribute.

The concentration distribution is obtained by
accumulation of puff-concentration contributions when the
puffs C(x,y,z,t) have attained their final positions at the
time-of-interest. On the other hand, dosages are
accumulated continuously along a puff-trajectory, thus

requiring frequent location with respect to stationary
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eulerian points via the inverse transformation TP'I (2.9).
Hence, whiist it is possible to obtain concentration
distributions of reasonable resolution in an eulerian grid,
analogous presentation of dosage-distributions would require
several orders-of-magnitude more computation. At present,
dosage evaluations have been restricted to 40 arbitrary
points at a fixed height, whereas concentration distributions
are presented in high-resolution (e.g. 4000-point) horizontal
grids covering the region of interest at one or two specified
heights. A description of the computer algorithm and its

use is presented in appendix (A1.4).

2.4.2 Velocity and diffusivity profiles, system properties.

Following equation (2.18), the meteorological variables
required in the lagrangian frame are the mean effective
velocities U(z,t),ﬁ(z,t) and diffusivities Rx(z,t), ky(z,t)
and ﬁz(z,t). Since these quantities depend on the location
of the puff, they may only be evaluated as the puff evalves,
from current values in the eulerian frame. Velocity informa-
tion is further required in the eulerian frame for translation
of the proximate curve according to equation (2.13), and for
the establishment of release-time series which affect the
region of interest [appendix(A].B)]. Hence the most convenient
form for storage of velocity and diffusivity data is as
discretised histories for individual eulerian positions.

An enormous amount of computer-storage would be
required if such data were to be stored 3-dimensionally in

space. It is first assumed that the effect of directional



shear is negligible in the layer of interest [section (1.3.3].
Velocity and diffusivity profiles may then be completely
defined by 3 or 4 parameters as in section (1.2.3). The
necessary parameters are thus stored 2-dimensionally (xy),
and subroutines have been provided for their interpolation
[appendix (A1.2)], and for evaluation of the variation of
velocity and diffusivity with height.

The flux-profile relationships presently used are
those suggested by Dyer (1974) with an extension due to Webb
(1970) [section (1.2.3)]. If it is assumed that mass
transfer is analogous to heat and momentum transfer, then

equations (1.23) and (1.38) lead to

Km(z) u*kz/¢m(z/L) (2.68)

Kz(z) = u*kz/¢w(z/L) | (2.69)

where vertical mass diffusivity will be based on published
relationships for the universal function ¢w for water-
vapour transfer. The validity of such formulae above the
Towest region of the surface-layer (say>50 m) is debatable,
though Carl, Tarbell and Panofsky (1973) suggest that they
may in fact be valid to somewhat greater heights (10% of the
planetary boundary-layer).

Webb (1970) observed that for ¢ = z/L>1, velocity
profiles deviated systematically from the log-Tinear form
(1.26). On the basis of measurements at 0'Neill, Kerang

and Hay, he proposed that the log-linear law

0.(z) =1 +ag, >0
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could be extended into regions of strong stability by

taking
¢m(c) =1+ a for l<z<{a+l)

The present approach is to assume that the relations
(1.29), (1.30) put forward by Dyer (1974) are valid in the

region -«<z<1 , and to extend Webb's idea by taking

o (2]
¢, (%)

¢ (1)

,2>1 (2.70)
¢, (1)

Because dispersion will be considered over relatively short
ranges, often under stable conditions, the amount of material
which diffuses to uncharacterised heights is expected to be
negligible, and the above relations should suffice in the
present application. It is usual to evaluate the velocity

at height z by integration of equation (1.21) according to

- - | en(z7/L)
u(z) - u(ze) = x| ——— dz~ (2.71)

Z z”
where zo is the roughness-length, and then to assume that
U(zo) is negligibly small. Equations (2.69) and (2.71)

then lead to the following profile descriptions:
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~

Us [2tan~ b-2tan” b -1 2L Be ! ] , L<0
k b-1 b, +1
where
Z.} Zayk
b = (1-16%)% , by = (1-1622
(1 L) ¢ ( 3 )
U(”=1£tpn¢—)+§-h'zd} , L0, z<L
k Zo L
YUs [5-520 - 1n(Z0) + 61In(: ] , L0, z3L 2.72
cx|5-5Te - In(Ee) + 6In(d) (2.72)
—
u kz P—]sé]i , L<0
7 21
KZ(z)=*u*kz{1+5t] , L»0, z<L
u kz/6 , L0, zsL (2.73)

The effect of dense vegetation or closely-spaced
buildings has been observed to impose an upward-displace-
ment on profiles of this form. This is accounted for by
introducing a zero-plane displacement d which is character-
istic of the surface, and which is incorporated in equations
(2.72), (2.73) by replacing "z" with (z-d) on the right-
hand side. It is then usual to let G(z),KZ(z)=o,z<d.

The velocity and diffusivity profiles have thus been
entirely defined in terms of the four parameters u,, L, z,
and d. Whereas the values of u,, L are expected to vary
with time at a point, the values of z,, d are effectively
constant,

It remains to prescribe values for the horizontal

mass diffusivities Kx(z), Ky(z). Calder (1965) showed
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that in order to satisfy the transformation requirements of
the diffusivity tensor Kij’ the choice of the vertical as a
preferred axis necessitates szKy=Kh say. Few relations
have been proposed for the behaviour of Kh’ and most workers
just assume some constant value. In the present model,
the horizohta] diffusivity is related to vertical diffusivity
using factors based on observed plume width.

In a series of tracer experiments conducted on the
South African Highveld, Venter, Halliday and Prinsloo (1973)

found that the Sutton diffusion parameters Csh’ C n

sz?
[equation (1.44)] could be approXimately represented by

0,0004 6° + 0,37

n =
CSh = 0,57n + 0,106
Cg, = 0:38n + 0,112 (2.78)

where §° is a mean potential temperature gradient,
[02-0J/[z,-21] (°Cm™) evaluated from measurements at 97,5 m
and 2,7 m according to equation (1.8). It is now assumed
that the ratio CSZ/CSh will be reasonably constant with

height, so that equation (1,44) implies

C.. 1°
Ky (2) = Kz(z){ Sh } (2.75)
sz
The present approach is to evaluate the constants Csh’ CSZ

using the potential temperature gradient at a specified

fixed height 2, vis. SEG’ and then to use equation (2,75)

as an estimate of the horizontal diffusivity profile.



It is necessary to interpolate defining parameters
such as ug,, L, égG, z, and d separately in time and space in
order to find their expected values at a point (x,y,t).
Since uy, and z, are highly coupled, separate interpolation
may lead to serious errors in the velocity at some
representative height, say Zg It is thus convenient to
interpolate the speed at this height, |azG|’ and deduce u,
subsequently using the profile relations (2.72). The most
realistic means of including wind direction is by inter-

polation of the separate Cartesian components U v

zG* " zG”
The weighted combination of contributions then constitutes
a vectorial addition.

It is noted that the stability length only appears
as the inverse 1/L in the velocity and diffusivity relations
(2.72), (2.73), implying a singularity at L=0. In fact,
L=0 should never occur [equation (1.20)], and 1/L should be
continuous over L=-« (slightly unstable) to L=+« (slightly
stable). Hence it is more reasonable to interpolate the
values L™ for use in profile relationships at a point
(x,y,t).

The present model also allows for the specification
of spatially-variant surface absorptivity [section (1.9.2)],
as respesented by the deposition velocity wd(x,y). These
values are stored like z, and d at discrete points in an
x-y grid, and will also require interpolation,

Finally, the temporally- and spatially-variable
parameters which are required to define the system may be

summarised as follows:

100



Uze(x,y,t) x velocity component at height z,

Vze(x,y,t) y velocity component at height z,
5£G(x,y,t) potential temperature gradient se/az|ZG
L= (x,y,t) inverse Monin-Obukhov stability length
Zg (X,Y¥) roughness length

d (x,y) zero-plane displacement

Wy (x,y) deposition velocity representing

ground absorption

The storage and interpolation procedures used for

these parameters are discussed in appendix (A1.2).

2.4.3 Release time intervals and trajectory steps.

The release-time sequences which contribute to a
particular concentration distribution or dosage interval
are estimated by simulating the motion of puffs through
the system [appendix (A1.3)]. Each sequence is then
divided into a series of instantaneous releases spaced at
release intervals of Atp [section (2.4.1.2)]. Having
established these release-times, it is necessary to provide
real-time trajectory steps At for individual puffs, In
specifying this step-size, certain resolution/accuracy
requirements must be satisfied, Too large a step At would
provide solved puffs only at large separations, whilst too
small a step-size would incur a prohibitive amount of
computation. Further, as the cloud expands, spatial

gradients are reduced, and sufficient accuracy is provided



102

by larger step-sizes than in earlier stages. The optimal
spatial stepsizes for the diffusion step are given by

equation (2.49).

- 3
= (Kat/0,4)F | Az oo = (K,4t/0,4) (2.76)

AXopt OP

It is sufficient to keep these stepsizes within specified
limits of their optimal values, but too frequent changes in
At will require frequent changes in Ax,Az, and the associated
interpolation is better avoided. The compromise presently
employed is to increase At linearly once every 5 time-steps

according to

At = (§+1)a”, i=1,5

i+5]
j=0:]:""°°

T+5j#1

The exception in the case of At; arises from the use of the
gaussian distribution as a seed at (t-t”") = A"/2 [section
(2.3.2)] so that Aty=A"/2. 1In typical applications the
choice of A“=100s is usually adequate, though smaller steps
may be preferable if time-resolution is important.

If there are to be Np puff-releases at times
tRj=t§+jAtR, j=1,np, then the ith trajectory-step of the

jth puff will represent a real-time step from

i-1 i
-~ - + - .
[t + Jatg kz1 At ] to [t + joty + .Z Atk]

Advection of the curvilinear lagrangian frame is undertaken

as a series of smaller steps At]./nS during this time-step,

with the accumulation of the spatially- and temporally-
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variable parameters in section (2,4.2) as time-averages.
The average values are then used to solve for the

lagrangian puff development during At, [section (2.3)].

2.4.4 Advection in the lagrangian frame.

2.4.4.1 The proximate curve,

The concept of the proximate curve P(x,y,t)=0 was
introduced in section (2.2.2) as a basis for the transforma-
tion ?P’ and it remains to specify the form of P as used in
the dispersion model. The requirement of P was that it
should remain "close" to the cloud distribution in eulerian
space. It was pointed out that if an initial curve
P*(x,y)=0 satisfied this requirement, then future optimum
curves could be predicted by allowing the initial curve to
be translated in a lagrangian sense by the wind-field
velocities at some optimum height Z(t) [equations (2.11) to
(2.13)].

In fact, if the xy centroid at a height z is
considered, this position should reflect time-integrated
velocities at height z. That is, if a vertical line
passing through the point of release is allowed to become
deformed by the subsequent wind-field, it is 1ikely to
remain "near" the centroid at each level for subsequent
times. If the curvilinear vertical surface defined by
P(x,y,t)=0 contained this line, then it should satisfy the

proximity requirement rather well. This method has been
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used in previous versions of the dispersion model. However,
it has the disadvantage that for a temporal variation in the
wind-field, the advection step requires a directional
reorientation of the distribution at each height with
respect to P. - Figure (2.4) represents such a variation in

the case of a linear velocity profile.

fig.(2.6) Locating-line subject to velocity gradient
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at various heights

Unless the distribution at each level is correctly

relocated according to the moment-representation, requiring
a great deal of calculation, the obvious approach of adjust-
ing the mean y-position my(x,z,t) at each level (by adding
the new deviations) leads to a cumulative error which may
become quite significant.

Instead, the present method avoids the temporal

reorientation problem by basing P(x,y,t)=0 on a horizontal
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Tine at height Z{t), where the line is similarly advected
by the wind-field. Figure (2.5) represents a single

temporal change, when the wind-profile is linear.

fig.(2.5) Horizontal locating-Lline
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The new distribution is of course accurately
represented by direct adjustment of m_(x,z,t). However,

N
this method suffers from the disadvantage that the proximate

curve does not adjust so as to minimise the cross-wise wind
component, one of the criteria for accurate representation
by the first three moments [section (2.2.4)]. Nevertheless,
in typical applications the cross-component can usually be
minimised by judicious choices of the initial curve
P”(x,y)=0, and the optimum tracking height Z(t).

If P* is chosen to follow the streamline through the
point of release at the time of release, then at least in a

temporally-invariant wind-field the curve P(x,y,t)=0 will



106

always be parallel to neighbouring streamlines. Further,
if temporal variations in the wind-field are slow, it is
expected that for moderate travel-times the component of
wind normal to P will remain relatively small. It will be
seen that even in the case of a sudden temporal change, the
moment representation gives a reasonabie estimate of the
subsequent distribution [figure (2.6)]. However, spatial
velocity variations normal to P cannot be accounted for,

so that this component is best minimised.

fig. (2.6) Spatial and temporal wind-field variations

temporally -invariant temporally - variant
fime = i time=1ty

The curve P is represented by three particles at the

positions [Xi(t)’Yi(t)]' 1=1,2,3, which are determined
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according to the lagrangian integrals

t

[Xi(t)’ﬂ-(t)} - [X?'ﬂ%’] + J ‘[G(Xi(T),Yi_(T),Z(r),T),
t

G(xi(T),YT(T),Z(T),T)}dT, i=1,2,3 (2.76)

The initial positions [x¥ ,y7] at the release-time t” are
chosen along the streamline through the point of release
[x““,y°"]. The central "particle" begins at the point of
release, and must thus stay close to the centroid of the
cloud. The outlying particles are given initial positions
at specified distances upwind and downwind of the release-
point, using integrals like (2.76) in which the wind-field
is held constant at 1=t”.

The curve chosen to be uniquely defined by these
three points is the arc of a cfircle, because of its
independence of coordinate rotations. Hence, only such
simple curvatures may be accounted for, and wind-fields in
which there-is strong localised spatial variation must be
avoided. However, the use of a circular arc allows for a
unique transformation TP’ of which the inverse fp'l will
exist, and it has already been concluded that the curvature
of P must be reasonably small if this transformation is to
be approximately Tlinear [section (2.2.2)].

The three points [Xi(t),Yi(t)], i=1,2,3, will now
represent stationary positions in the lagrangian frame, so
that the choice of the tracking height Z(t) will determine
relative motion of the distribution within the lagrangian

frame. Since the lagrangian frame solution grid is of
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finite size, it becomes necessary to adjust Z(t), and hence
the effective velocity of the frame, so as to Tocalise
material within the grid. The centre of the lagrangian grid
is initially fixed on the particle which began at the source
at (x77,y"7,t7). Hence for small travel-times, the optimum
tracking height will be Z(t)=z"", the height of release.

The criterion used for subsequent adjustment of Z(t) is that
the centroid at the height of interest (for dosages or con-

centration distributions) should remain within a specified

distance of the grid-centre. This adjustment is operated
as a feed-back control at each trajectory-step At, with the
new height Z(t+At) determined by the velocity gradient at
the current height Z(t), and the required relative movement
of the grid. It will be noted that the motion of the grid-
centre, as seen in the eulerian frame, thus closely parallels
the simulated motion which was developed in appendix (A1.3)
in order to estimate the centroid position for the height of
interest.

In typical applications, the lagrangian solution grid
has an "along-wind" dimension which is large enough to contain

all of the original material, even in extensive shear [figure

(2.7)].

fig. (2.7) Lagrangian solution grid
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A provision is however made for the termination of
relative advection within the grid if the fraction of
material remaining within the grid drops below a specified
lower limit. The frame itself will continue to move in

eulerian space, with Z(t) set to z°~.

2.4.4.2 Relative velocity.

The relative velocity which acts on material at
height z in the lagrangian frame will clearly be determined
by the difference between the eulerian velocities at height
z and at the frame tracking height Z(t), according to the
transformation fp in equation (2.16). Moreover a
simplifying assumption was made in section (2.2.3) by means
of which advection in the lagrangian frame may be represented
using the mean incident velocity [U(z,t), V(z,t)] [equation
(2.18)] which is only dependent on time and height.

In order to evaluate a mean effective incidence on
the lagrangian frame, the streamline through the cloud
centroid is followed to the same distance as the forward
tracking point [fig. (2.8)].

In fact, for the effective incident velocity during
the time-step t to t+At, the wind-field is averaged during
t to t+At in order to compute the streamline. Within one
or two iterations, a point at the correct distance on the
streamline is usually found. Note that this procedure will
preserve the cross-grid component V(z,t)=0 in a temporally-

invariant wind-field, whilst it will provide along-grid



fig. (2.8) Estimation of effective angle of incidence

\ Plan view of lagrangian
solution grid in eulerian frame
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"averages" for V(z,t) if a temporal change has occurred.
The relative velocity acting in the lagrangian frame is
obtained by difference of the centroid velocity at (X,,Y,)
and the wind-field velocity at this point in the eulerian
frame. This net velocity is resolved a16ng P as ﬂ(z,t)
and across P as V(z,t), according to the angle of
incidence qv[figure (2.8)].

The procedure used to solve for the advection
step within the lagrangian frame has been discussed in
section (2.3.1). For the component U(z,t) which acts

along P, the advection equation for the moments C,n=0,1,2,

aCn(x,z,t)

- BCn(x,z,t)
= - U(z,t)

adv.,

110
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is solved as a lagrangian transformation of the x-coordinate
[equation (2.33)]. The contributions of V(z,t) to the
first and second moments across P are accounted for by
equations (2.31), (2.32) and (2.34). The moments Cn for
material arriving at a grid-point, say (x=iax, z=kAz) are
determined according to the point-of-origin of a "particle”
arriving at this point after a time-step At. For particles
originating outside of the solution grid, values are set to
the boundary-value at the point of entry.

In general, interpolation is required to evaluate
Cn at the point of origin, though Runca and Sardei (1975)
approximated the velocity profile with a step function in
order to avoid the associated pseudo-diffusion [section
(1.6.4.4)]. In the present work, it was noted that spatial
variations of log [Co], C, and C, were reasonably Tinear, so
that linear interpolations of these quantities are used to
find Cn,n=0,1,2 at a particular position. Further, the
large number of grid divisions along-wind (e.g. 280) should
limit the contribution of pseudo-diffusion.

The sedimentation process is solved as a similar
lagrangian shift [equation (2.36)], and identical linear
interpolation of log [Co], C; and C, is used in this case.
It is also used in the adjustment of grid-stepsizes discussed

in section (2.4.3), in order to satisfy the optimality
criteria (2.76).



112

2.4.5 Removal processes and ground deposition.

In section (2.3.4) it was proposed that the non-
settling removal processes could be modelled using a
combined removal function F; which operates during the time-

step t to t+at according to

AC n(Xx5Z5t,at) = Cn(X,Z,t){Fr[Z,At,kr(t,At),

wg(taat), Ky (t,0t)]-11,

where Acnr js the change in the nth moment at (x,z,t} due

to the removal processes alone [equation (2.63)], and kr is

the combined first-order rate constant. In the numerical
model, provision is made for a constant component of Er’ and
a time-dependent component which is zero outside a specified
interval, and constant within it. The latter component is
designed to account for a rain-shower of fixed intensity,
which only operates during one time-interval.
Ground-deposition is only evaluated in dosage applica-
tions of the numerical model, because of the analogous
accumulation effect. Deposition at a point will include a
sedimentation contribution, and contributions from the
general removal processes represented by Fr’ excluding
processes such as chemical decay which do not transfer
material to the ground. The changes ACBr(x,z,t,At) due to
the deposition processes (ws,ﬁd,ﬂ) alone are evaluated, and
integrated with respect to height z in order to give the.

zeroth, first and second moments of deposition at x during

the interval t to t+at, This deposition distribution is



transformed onto the eulerian grid via TP'I (2.9), and
deposition-dosage points are credited according to their

location, for the appropriate dosage interval.
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CHAPTER 3

EVALUATION OF THE DYNAMIC PUFF MODEL

3.1 Comparison with analytical puff solutions.

Central to the modelling technique proposed in
chapter (2) is the problem of solving for the development
of a lagrangian puff. Peripheral procedures, such as
locating the puff in eulerian space and supplying it with
representative velocity and diffusivity information, can
to a large extent be controlled externally, for example by
improving the resolution of the available data. Though it
is necessary to rely on the accuracy of the puff solution
itself, an indication of the theoretical validity of the
method may be obtained by comparison with certain analytical
solutions.

Consider diffusion and advection of the moments
Cn(x,z,t),n=0,],2, in the lagrangian frame, following a
unit release. The most complex case for which an analytical
description is available [Quesada (1971)] includes an
invariant linear wind velocity profile with constant
diffusivities Rx’ky’kz' For the two-dimensional x-z
problem with velocity in the x-direction only, equation

(1.39) may be written as

oC 3C . :
o | etezl == K, (3.1)

Q
N
(qp]
az
N
(qp]
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Since the velocity intercept uy simply transforms the
x~-coordinate according to u,t, equation (3.1) may be
considered with ug=0. Choosing time~ and length-scales
At,AXx,AZ, non-dimensionalise eauation (3.1) by setting

ty=t/At, Xy=x/AX, Zy= z/AZ.

2
aC alAtAz aC ) [KXAt }a C,
— + Z) = 2— 2
3t AX X1 (Ax)* | 9x;
o 2
. [KZAt } 3%C, -
2 .
(az)?] 3z] ( )

In the numerical solution, the optimal values for the

coefficients on the R.H.S. of equation (3.2) were found to
be kxAt/(Ax)2 = szt/(Az)2 = 0,4 [equation (2.49)].

Grid step-sizes Ax,Az are adjusted in order to approximate

this condition. It follows that for constant
o = gAty Ez/kx

the numerical solutions of equation (3.2) will be similar
for all t;. If a particular solution is accurate for
t,=t/At, so will all others be at t;, provided o is held
constant. In order to gauge the accuracy of this solution,
it suffices to compare the predicted behaviour of the zeroth
moment C,(x,z,t), following a unit release at t=0, with

solutions due to Quesada (1971) and Saffman (1962).
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3.1.1 Unbounded atmosphere.

Quesada (1971) provided an analytical solution for
the case of constant diffusivities and a Tinear velocity
profile in an unbounded atmosphere [section (1.5.2)].
Equation (1.50) is applied to the above problem by integrat-
ing across-wind. Note that the product eB = - a/fi;7?;;
Clearly, for o=0, Quesada's solution must reduce to that for
an unbounded gaussian puff.

Figure (3.1) presents a comparison of the first-
quadrant isopleths predicted numerically, and analytically
[Quesada], on the basis of K-theory. With regard to the
gaussian puffs, it is seen that the numerical solutions do
not have the perfect isotropic symmetry of the analytical
solutions. Slight differences between axial and non-axial
directions arise from separation of the x and z diffusion
processes during At [section (2.3.3)].

The solutions for velocity gradient «"=3,062 suggest
that the numerical result Tags slightly in its response to
wind-shear, and has a falsely enhanced vertical diffusion
in the presence of wind-shear. However, in view of the
versatility of the numerical solution, it is felt that this
accuracy is acceptable. Note especially the great

differences between the sheared and unsheared solutions.



fig. (3.1)

Isopleth comparison-numerical and analytical solutions for an unbounded puff
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3.1.2 Bounded atmosphere.

No solution has been found for the case of a sheared
puff in a bounded atmosphere, though Saffman (1962) provided
analytical solutions for the first few moments following
Qround—]evel release with a Tinear velocity profile [section
(1.5.2)]. For constant vertical diffusivity, and horizontal
diffusivity which is either constant or proportional to
height, Saffman shows that the along-wind distribution will
not be asymptotically gaussian, and that fhe ground-level
skewness factor will be approximately unity in the absence
of horizontal diffusion, For the purpose of comparison
with the equivalent numerical solution, however, the
distribution at all heights will be assumed gaussian, so
that only the zeroth (1.56), first (1.57) and second (1.58)
[kx=const.] along-wind moments will be accounted for.

In figure (3.2), the ground-level gaussian puffs
(a"=0) are seen to agree reasonably, though the same comments
as in section (3.1.1) apply. It is apparent in the sheared
puffs that the ground boundary acts to curtail the upwind
spread of material, since diffusion into lower velocity
strata is impossible. The rapid dissipation (Rz=const.)
of material drawn out on the upwind edge leads to pronounced
positive skewness in the along-wind distribution, particularly -
at ground level. Of course, this skewness has been omitted
from the moment description following Saffman, where the
enhanced variance near ground-level, and the upwind "tail",

would probably be absorbed if the correct skewness were

present.



fig. (3.2) Isopleth comparison- numerical and moment solutions for a ground-level puff

time t/At =45 ) time t/at =10,5
151 H numerical & = 3,062
numerical ] -9 207 ) -9
«'= () ! numerical
101 = v =
N1 log, 41 Co(umfmz)li .
i -6,-5-6,-7,-9 -4 ,-5,-6, ~ '
NS N o576, -7 numerical
\ -9 o« = 3,062
20 // 'g 0 /4
815 5 :
= ;20- gauss [
0(':0 !
>10 g l -9
° 810_ -4,5,-6,-7,-9 !
mn (39 i
£ = .
= =4 , Saf fman o = 3,062
Z 0 3 4 1 . £ 01 % f = — T
50 100 0 100 200 300
horizontal dist from source xARKAf horizontal distance from source xARKADL

time t/At =205
]

207 :
£ ] numerical !
E «'=0 |
2101 :
z 4,-5,-6-7,-9

N

numerical o« = 3,062

-6

iy =2
logw[ Co (unit m )]

20 /4
s | ]
(=] 1 ’
< Saffman &« = 3,062
207 gauss :
CI>J < O(':O i
(=] 1
107 ~4,5-6,-7-9 :
E -1
=y | . . /
pd ] e,
0 T // T T T T v ¥ LR
TV 50 h 100 200 ' 300 ' 400_ ' 500 600 700
horizontal distance from source X/\/Rx&f

6L1L



120

The abscissa in figure (3.2) is the dimensionless
distance downwind of the point of release, and it is notable
that the numerical solution has correctly predicted this

distance for a ground-level release, and velocity G(z)=az.

3.2 Comparison with puff observations.

Because of spatial and temporal resolution require-
ments, few observations of puff behaviour have been published.
However, Drivas and Shair (1974) used squeeze-bottle samplers
and gas-chromatography for the analysis of SF¢ released from
a quasi-instantaneous line source, whilst Nickola (1971) and
Nickola, Ludwick and Ramsdell (1970) used a 3-dimensional
array of 64 Geiger-counter sensors to record the passage of
a cloud of radioactive 85Kr. Unfortunately, these studies
all display the same paucity of simultaneous meteorological
observation, and comparisons on the basis of available
meteorological measurements will be somewhat subjective.

It is important to distinguish between the existence
of the cloud as a lagrangian entity, and the necessarily
eulerian nature of the concentration measurements in the
above studies. Measurements were made as time-histories
at stationary points in the path of the cloud, and a single
time-history cannot generally be used, without additional
information, to reconstruct the instantaneous distribution
at the height of measurement. In order to simulate these
experiments, the dynamic puff numerical model was used to

provide instantaneous distributions at various times along
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Interpretation of instantaneous release experiments.
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NICKOLA (1971)

NICKOLA, LUDHICK AND
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DRIVAS AND SHAIR
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the puff trajectory, Distributions at intermediate times
were interpolated in the usual way so as to improve the
time-history resolution at stationary points on the
trajectory.

The velocity and diffusivity profiles used in these
simulations are detailed in table (3.1), together with the
estimated profile parameters, based entirely on the avail-
able meteorological information. Conversion factors have
been calculated in order to transform the numerically-solved
cross-wind integrated unit release concentrations to the
units employed in the various published time-histories.
Figure (3.3) presents direct comparisons of the numerically-
predicted, and field-measured results, in the published
units.

The area under the curve represents the total dosage
[section (2.4.1.1)] at the height of measurement, z=1,5 m.
The large discrepancies in this dosage for Nickola (1971)
Run P8 suggests that either vertical diffusivity has been
poorly estimated, or the calculated conversion factor is
incorrect. In the remaining comparisons, the earlier
arrival of the numerically-solved cloud suggests over-
estimation of velocity by about 50%, though the forms of the
time-histories are in approximate agreement. The velocities
used to simulate Runs 3 and 4 of Drivas and Shair (1974)
were based on the observed mean time of arrival at the 400 m -
distant receptors, Since the cloud centroid accelerates
with the diffusion of material into higher velocity strata,

the deduced velocity at the 1.5 m receptor-height is likely
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fig. (3.3 ) Comparison of predicted and measured concn. histories
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to be an exaggeration of the true velocity at 1.5 m. This
might explain the earlier arrival of the predicted cloud,
though a lower velocity would expand the time-period during
which the cloud traverses a receptor. The formulation of
vertical diffusivity in all four simulations is such that
it will decrease if a lower velocity is specified at the
"measurement" height. Although this decrease will reduce
the along-wind expansion of the ground-level disfribution,
it is likely that predicted concentration-history shapes
would only match the observed shapes if the specified wind
profile were slightly flatter as well. No attempt has
been made to alter the estimated profile parameters so as to
fit the predicted concentration histories to the observed
histories.

The numerical model generally under-predicts the
along-wind spread near the source [200 m, 400 m]. These
distances are reached soon after the puff is "seeded"
[section (2.3.2)], and the discrepancy may result from
initial inaccuracy in the puff solution. On the other hand,
for ground-level releases, the initial along-wind spread
may be artificially enhanced by retention in stagnant
vegetational spaces near the source. The comparisons in
fig. (3.3) should, however, be viewed with some reservations
because of the speculative nature of the profile parameters.

The predicted time-histories all have the correct

positive skewness, which may be defined using expectations as
E[(t-t)2]

(E[t-E)2]33

Y, =
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Caution is necessary in relating this skewness to the
instantaneous distribution in the lagrangian frame. If the
puff development were “frozen" as it moved past an observa-
tion point, then positive skewness in the time-history would
imply negative skewness in the lagrangian puff, if the
ordinate is taken to increase downwind. The continued
development of the puff as it passes a point alters this
relationship, though the lagrangian ground-Tlevel distribution
in the case of Nickola (1971) Run P8 is indeed seen to have

slightly negative skewness [fig. (3.4)].

fig.(3.4) Development of simulated puff:Nickola(1971) Run P8
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The unit release isopleths [units m™2] which are plotted in
figure (3.4) show substantial ground-level "tails" as a
result of the low vertical diffusivity at this height
[kz(0)=0 - table (3.1)]. This is in contrast to the
pronounced positive skewness in the case of a Tinear
velocity profile and constant vertical diffusivity [fig.
(3.2)].

Drivas and Shair (1974) incorrectly assumed that the
skewness of the observed time-histories [fig. (3.3)] repres-
ents the skewness of the lagrangian distribution. On this
basis they claimed that the increasing positive skewness of
the time-histories is in support of the 3rd -moment deriva-
tions of Saffman (1962). Equation (1.61) due to Saffman
lTeads to a ground-level skewness of about +1 for a linear
velocity profile with constant vertical diffusivity. of
course, this applies to the lagrangian distribution, and is
supported by the present numerical solution Big. (3.2)].
Saffman's dimensional analysis for power-law profiles will
lTead to a relationship between skewness and time, but the
particular form of the profiles will, in general, determine
the nature of such relationships. The numerically-simulated
lagrangian distributions used in the comparison with Drivas

and Shair (1974) Runs 3 and 4 [fig. (3.3)] did in fact

display negative skewness.
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3.3 Comparison with continuous point source models.

The numerical model simulates continuous releases
by superposing serially-released lagrangian puffs. In a
steady-state atmosphere the cross-wind integrated distribu-
tion (zeroth moment) may be considered alone, and the

diffusion equation becomes
00 8 [k (,2C
i(2)% = & [Kz(z) Z] (3.3)

Following the result of Walters (1969), the contribution of
along-wind diffusion is assumed to be negligible. The
dynamic puff numerical model has been used to solve equation
(3.3) for various forms of the velocity and diffusivity
profiles, and some of the comparisons with analytical and

numerical solutions are presented below.

3.3.1  Gaussijan plume formula.

The analytical solution of equation (3.3) in the case
of uniform velocity and diffusivity profiles [G(z)=uo,

Kz(z)=KZO], is the well-known gaussian plume relation (1.41).

As in section (3.1), the problem is non-dimensionalised by

taking
XUg Zu, QK
X, =E__. s Z, = —— s Q1 =__§_9_
20 _ KZO Ug
where Q; is now a dimensionless release rate. Comparisons

with the lagrangian puff numerical solution are presented
for an elevated source [fig. (3.5)] and for a ground-level

source [fig. (3.6)]. In general, deviations increase with
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distance from the veftica1 centroid, though the dominant
region of the plume remains correctly modelled. 0f course,
the accuracy of the result is directly related to the
accuracy of the gaussian puff simulations discussed in

section (3.1).

3.3.2 Peters and Klinzing (1971) analytical solution.

Peters and Klinzing (1971) solved equation (3.3)
for a continuous ground-level release, and velocity and

diffusivity given by the power-law relations
u(z) = uozP , K= Kk x"

In figures (3.7), (3.8) and (3.9), their solution [equation
(1.46), section (1.5.1)] is compared with the dynamic puff
numerical solution for various values of the profile
parameters. Again, deviations are seen to increase with
distance from the vertical centroid. Fig. (3.8) [P=0,5]
and fig. (3.9) [P=0,75] have been arranged to possess the
same velocity at z=100 m. The effect of the differing
shear rates becomes more significant with height, where the
numerical solution is usually less accurate. The correct
trend is nevertheless represented, and it has been pointed
out that a temporal variation is required in order to reveal

the significant redistribution effect of wind-shear.

3.3.3 Ito (1970) numerical solution.

Using a log-linear velocity profile (1.26) with

extensions below the vegetational canopy and above the

~no
§o)
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stabjlity length, Ito (1970) [section (1.6.4.1)] solved
equation (3.3) numerically in order to simulate field
observations in Project Green Glow. The forms of the
velocity and diffusivity profiles are included in fig.
(3.10), together with concentration profiles due to Ito
and the present dynamic puff numerical solution. Note
that Ito's effective release rate was established by
integrating mass flux with respect to height, giving
Q=0,1046u,. Appropriate shifts in the profile were then
used to convert to the release rate quoted in fig. (3.10).
Agreement between the models is reasonable, though

deviations appear to increase with height.

3.4 Tllustrative applications of the puff model.

The capabilities and Timitations of the full
numerical mode]lare best appreciated by considering the
performance of the dynamic puff solution in various environ-
ments. Figures (3.11) to (3.16) illustrate the behaviour
of the puff kernel under specified idealised conditions.

It was noted in section (2.4.4.1) that the surface
of the numerical solution, represented by the proximate
curve P, is chosen to coincide with the initial streamline
through the point of release. Hence the solution in this
direction may be considered entirely numerical, whilst that
at right angles results from the moment-description
[equation (2.66)]. It is thus interesting to observe the
symmetry of the ground-level distribution at t=2075s in

fig. (3.11). This distribution represents transport for
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fig. (3.11) Temporal variation of wind direction (+90°)
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approximately equivalent periads ih the x and y directions,
in that order, and it is clear that the same distribution
would result if the order were reversed. Thus, at least
under these conditions, the gaussian moment description is
equivalent to the numerical solution. [Compare section
(3.1.2)].

An important effect of wind-shear is the vast
difference between induced scales of variation in the
vertical and horizontal directions. For example, the 3-
dimensional view in fig. (3.11) shows that at t=1475s the
centroids at z=85m and ground-level will be separated by
about 2900m. This advance pollution may mix down if the
cloud enters an unstable region, or with the onset of
fumigation, further modifying an already extended ground-
level distribution.

Perhaps the most striking effect of the inclusion
of wind-shear is illustrated by comparison of figures (3.11)
and (3.14), both of which exclude any removal mechanisms.
The values of velocity and diffusivity used in fig. (3.14)
are uniform with height, so that the distribution should be
gaussian. The cross-frame (y-direction) distribution will
be gaussian according to equation (2.66), and it shows good
agreement with the numerical solution in the x-direction.
Velocity and diffusivity were fixed on those at 10m in the
profiles used for fig. (3.11), and should represent reason-
able averages between the release height (zs=25,31 m) and
the ground. This is borne out by the relative positions

of the ground-level distributions in figures (3.11) and

(3.14).
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fig. (3.12) Temporal variation of wind direction (+90°)

with surface absorption [Wwy=0,0625 ms ]
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The primary effect, at t=2075s, is to have increased
by about 70-fold the area affected down to concentrations
of 10-° m-® at ground level, following a unit release. It
is clear that methods neglecting wind-shear will over-
predict peak concentrations, and grossly under-predict the
area affected. In a steady-state wind-field the gaussian
puff will under-predict the period during which a stationary
point is affected by a passing puff, though for a continuous
release the gaussian plume will represent steady concentra-
tions quite reasonably because of the superposition effect.
However, simulation of a continuous release in an unsteady
wind-field using gaussian puffs will display the same short-
comings as in the case of the instantaneous release, owing
to the neglect of cross-plume shear in this instance.

Typical mesoscale meteorology under stable conditions
will usually not include the sudden development of a large
othogonal velocity component. Such occurrences are more
Tikely during fumigation with the downward diffusion of
gradient wind momentum, though the effects of synoptic
weather variations are often able to transmit to ground-
Tevel without disturbing the stability of the surface layer.
[section (5.2); Scholtz and Brouckaert (1976) ]. Another
source of temporal variation under stable conditions is the
sudden arrival of a more dominant current, such as a strong
katabatic flow, though the continuous temporal variations
in a stable wind-field tend to be less dfamatic. Real
mesoscale wind-fields are seldom in effective steady state —

trajectory travel-times are invariably larger than
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fig. (3.13) Temporal variation of wind direction (+90°)

with sedimentation and washout/decay
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the significant time-scales of meteorological variation.
Thus, though the two-dimensional shear effect (fig. (3.11)]
will be especially important during sudden temporal
variations, it will also be responsible for significant
redistribution on a more continuous basis.

The velocity and diffusivity profiles used in figures
(3.11) to (3.13), (3.15) and (3.16) all reflect moderately
stable conditions, (L=+33 m), and correspondingly high
wind-shear through most of the surface layer [fig. (A4.2)].
The redistribution effect will decrease with decreasing
stability.

Fig. (3.12) represents the same wind-field develop-
ment, but includes surface absorption with an effective
deposition velocity of 0,0625 m s™1. Such absorptivity is
relatively high [section (1.9.2)] and will only be found,
for example, in the case of dense vegetational structures.
The expected effect of surface absorption is observed in
that the lowest region of the cloud is eroded, so that the
ground-level centroid moves forward due to vertical transport.
Comparison of the 3-dimensional views in figures (3.11) and
(3.12) shows that at t=1475s the distribution above z=60m
remains virtually unaffected by surface absorption.

The processes of sedimentation and uniform decay are
separately presented in fig. (3.13). The settling velocity
Wg=0,02 m s™?! should maximise the integrated ground-level
distribution at about t=1200s, and this does not appear to
be the case in comparison with fig. (3.11). However, the

ground-level centroid is shifted forward slightly, as
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fig.(3.14) Temporal variation of wind direction (+90°)
with uniform velocity and diffusivity profiles
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expected. In contrast, uniform decay leads to a simple
shrinking of the isopleths - the shape of the cloud is
identical but cohcentrations are uniformly reduced. The
combined first-order decay rate [equation (2.59)]

Er= 4,8 x10"% s-! is representative of that for particles
with terminal velocity 0,0016 m s-! in rainfall at 4 mm hr™!
[Chamberlain (1953)].

Fig. (3.15) illustrates the problem of Tocating the
sheared puff in a steady-state wind-field with moderately
strong streamline curvature. It was pointed out in section
(2.4.4.1) that the proximate curve P, based on three
particle positions, was best approximated using a section of
circular arc. The wind-field in fig. (3.15) was interpol-
ated from two specified point-vectors using the inverse-
square method [Wendell (1972) eq. (1.35)], and the axes of
the ground-level distributions may be envisaged to pass
through 3 points (separated by 1500 m) which 1ie on the
implied streamline passing through the source. There is an
obvious inconsistency in that the distribution at t=725s
should lead directly into that at t=1475s, and this results
‘directly from the approximate way in which the proximate
curve follows the streamline, However, the error is not
cumulative, and there are no viable alternatives for handling
this problem which do not incur large computation penalties.

Fig. (3.16) illustrates combined spatial and temporal
variation in a wind-field which was again interpolated from
two specified point-vectors. Foi]owing from the assumption

of a mean effective incident velocity for the lagrangian
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frame [section (2.4.4.2)], the only additional shortcoming
to manifest itself here results from a constant incident
velocity in the uniform wind-field after the step-change.
The angle of incidence of the relative velocity vector 1in
the lagrangian frame is given a mean effective value for
the entire frame. Since the proximate curve P is trans-
formed to a straight Tine in this frame, the implication is
that the relative velocity vector meets the proximate curve
at a constant angle in the eulerian frame. Associated
positive and negative deviations from the true incident
velocities will depend largely on the curvature of P. Hence
shear across the curved axes of the ground-level distribut-
tions (t=1475s, t=2075s) should be smaller at the downwind

ends and greater at the upWind ends than is depicted in

fig. (3.16).
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CHAPTER 4

EXPERIMENTAL PROCEDURE

In order to assess the performance of the dispersion
model, consideration was given to the transport of an atmos-
pheric tracer in a mesoscale system. The meteorological
input for the model was provided by wind-field and atmos-
pheric stability measurements, whilst the simultaneous point-
release of a tracer provided the source input. Though the
model incorporates dosage prediction, its full potential in
a dynamic system is best revealed by short-period measure-
ments. An effort was thus made to reduce the sampling
periods of aspirated filters. Comparison of predicted and

measured dosages provided a basis for model evaluation.

4.1 Atmospheric tracer system.

4.1.1 Zinc-cadmium sulphide fluorescent particle tracer.

An atmospheric tracer must fulfil several require-
ments, among them its ability to be distinguished and detected
in small quantities, and its approximation to the transport
behaviour of air. Tracers which have been used include
Lycopodium spores [Hay and Pasquill, (1957)], gases such as
S0, [Cramer (]959)}, SFg Privas and Shair (1974)],

Ce,FCH [Norden and van As (1977a)], radioactive gases such

as Xenon 133 [Eggleton and Thompson (1961)] and Krypton 85
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[Nickola (1971ﬂ , metals such as Gold, Lanthanum, Antimony
and Indium [Norden and van As (1977a,b)] which respond to
subsequent activation, and water-soluble dyes such as

uranine [Dumbauld (1962)] . The use of inorgénic fluorescent
particle (FP) tracers was first reported by Perkins,
Leighton, Grinnell and Webster (1952) and Braham, Seeley and
Crozier (1952), and since then they have proven popular
atmospheric tracers.

The present study makes use of the ZnZ-CdS particulate
tracer FP2267 which is manufactured by the United States
Radium Corporation (USRC). Though the particle sizes are
concentrated in the region 1-5 um, the size distribution varies
somewhat from lot to Tot, and it is generally necessary to
characterise the particular lot in use. [Leighton et al,
(1965)] . The material consists of a solid solution, about
20% CdS and 80% ZnS, which has the property of fluorescing
in the visible yellow region (5000 & - 6500 &) upon excitation
by near ultraviolet radiation, for which the 3660 Z lines of
the mercury arc are a convenient source.

Reported particle yields of FP tracers vary greatly,
not only as a result of lot variations, but also as a result
of differing dissemination and analysis techniques.

Rosinski, Glaess and McCully (1956) noted the existence of
numerous agglomerates, some of which were broken into single
particles during experimentation. Their sedimentation
analysis provided a yield some 20 times higher than a success-
ive dilution method. Rosinski'gi 1 recorded a yield of

3,41 x10'° particles per gram, including agglomerates, for
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FP2266, suggesting a volume-mean diameter of 2,41 um. For
the same tracer Wedin, Frossling and Aurivillius (1959)
conducted a more realistic yield determination, involving
comparison with S0,, and evaluation of the total particle
flux in a metered release. Values obtained were about

1,6 x101% particles per gram, somewhat higher than the

0,9 x10!'° particles per gram which they measured by dilu-
tion. For FP2267, Leighton et al (1965) recorded effective
yields ranging from 1,33 x10!° to 1,56 x101° particles per
gram, where dissemination was carried out via a blower with
toothed-wheel feed.

The method of air sampling may add further uncertainty
to observed concentrations, though Leighton et al found that
the effects of filter orientation, as well as impaction and
electrostatic deposition on the filters, were negligible,
Losses of particles due to surface impaction were found to
be comparable with calculated sedimentation losses for 4,5
miles of travel over Palo Alto.

In a comparison with radioactive Xenon-133, Eggleton
and Thompson (1961) found a 50% loss of ZnSCdS FP tracer
between stations 16 km and 60 km from the source. This may
have been partially due to fluorescent instability. Fluore-
scent pigments are known to suffer a loss of fluorescence
through extended exposure to U.V. radiation, particularly
under high humidity. For FP2267, Leighton et al (1965)

found a maximum count reduction of 16% after 19 hours

irradiation by sunlight in ambient air.
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A further study conducted by Niemeyer and McCormick
(1968) showed substantial losses of FP relative to SFgs for
distances over 35 km. However, the lack of systematic
variation in these losses prompted their suggestion that
procedural errors could amount to as much as *50%

Another consideration in the use of FP tracer is the
toxicity hazard posed by its Cadmium content [Spomer (1973)].
Human threshold 1imit values (TLV) have been estimated at
0,05-0,10 mg Cd m~% [Prodan (1932)], typically representing
about 107 particles m™® of FP tracer. It is usually not
necessary to exceed such concentrations at ground level in
mesoscale experiments. However, a body burden of over
120 mg Cd causes permanent serious kidney damage, so that

safe handling and dissemination techniques are essential.

4.1.2 Development of a release technique.

The aim in the present work was to release the
tracer FP2267 at controlled rates up to 10° particles per
second at a height of about 25 m. The release-point was
to be supported on a Tight-weight mast, so that it was
necessary to position the feed apparatus at ground-level.

The usual methods of dissemination involve feeding
the dry powder through a blower [Leighton et al (1965)] or
Venturi nozzle. Since the air-stream would provide a
means of pneumatic transport to the top of the mast, it was
first attempted to develop a reliable dry-powder feed

technique. Problems were encountered in obtaining a
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consistent feed-rate from screw-feeders due to arching in
the feed hopper, despite agitation.

Attention then turned to the possibility of handling
the FP in a liquid medium. A unfform suspension could be
maintained at ground-level, and delivered through a metering
pump to an atomising nozzle situated at the release-height.
Such a method had several advantages:-

(1) Accurate metering.
(ii) Safer handling as a liquid suspension.
(iii) A suitable liquid would wet agglomerates which

had been observed in the powder, assisting

their break-up in a stirred vessel.

A number of liquids, chiefly organic solvents, were
considered as possible suspension media. A suitable 1iquid
had to be generally available and inexpensive, as well as
display several physical properties:

(i) It should wet ZnSCdS particles without
promoting flocculation.

(ii) It should have low surface-tension so that
droplets would break up in atomisation.

(iii) It should be volatile so that droplets would

not form pellets after atomisation.

Early consideration was given to water, which wet
the particles but left many agglomerates, possibly enhancing
flocculation. Ultrasonic vibration, pebble-milling and a
range of surfactant tests all proved ineffective in solving

this problem. One of the few liquids which had all of the
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desired physical properties was acetone, and this suspension
medium has been used effectively in the present dissemina-
tion system.

In acetone suspension, FP particles form loose
floccs which enhance settling. However, moderate stirring
maintains uniformity in the suspension, and the floccs
rapidly break up in the delivery pump and atomising nozzle
[plate (4.1)]. The pump used was a reciprocating metering
pump with variable stroke. Abrasion of the piston by
particles trapped in the piston glands led to the use of a
remote pumping chamber [fig. (4.1)]. The remote chamber
may be seen in the centre of plate (4.2), with the suspension
vessel behind it. For fault-free operation of the ball-
valves in the remote head, it was found necessary to limit
the suspension concentration to about 200 g FP2~!, and prevent
entry of the occasional large agglomerate by means of a mesh
filter at the pump intake.

Typical release-rates were about 5x10° particles per
second, requiring a pump rate close to 0,3 cm? s~!. In
order to avoid blockage of the delivery lines through deposition
tion, sufficient velocity was.sustained by use of 1T mm I.D.
nylon tubing. It was found necessary to minimise horizontal
sections of tubing to prevent saltation. Further advantage
was found in using a pneumatic capacitor to smooth out the
reciprocal surges.

Pre-weighed pockets of dry ZnsCds were stored on site.
In order to recharge the stirred vessel, corresponding volumes

of acetone were measured into the vessel, followed by the
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plate (4.1) Disseminator

spray-nozzie

plate (4.2) Dissemination
apparatus, showing pump
chambers and suspension

vessel (at rear)




emptying of each packet below the surface. In this way,
both handling of the FP and its escape into the air were
minimised.

The inverted "U" hydraulic connection between the
pulse chamber and the remote pump chamber was designed to
prevent migration of particles into the pulse chamber.
Prior‘to shutting down the equipment, it proved necessary
to flush all lines, including the valve cages, with clean
acetone. The unreliability of two-way valves led to the
use of a second pump (2) in phase with the first (1) for
this purpose [fig. (4.1)].

A pressure gauge and preset pressure switches were
attached to the air-space in the pneumatic capacitor. The
pressure switches triggered an alarm on detection of

deviations outside of the normal operating range. Such

deviations occurred, for example, when the level in the 10 g

stirred vessel was dangerously low, and generally required
immediate correction to avoid irreversible blockage of
lines. Required pump delivery pressures for release at
25 m were approximately 230 kPa. The nozzle delivery line
is seen to hang from the nozzle carriage in plate (4.3).
Once set, pump rates were reasonably consistent.
However, the volume remaining in the stirred vessel was
recorded at regular intervals, and these readings have been

preferred for calculation of release rates.
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4.1.3 Calibration for particle yield.

Previous workers [section (4.1.1” have noted
marked variations in measured FP yields, largely as a
function of the determination procedures used. In the
present work, determinations were initially based on
successive dilution, and microscopic examination of
measured volumes. The examinations revealed the presence
of unbroken agglomerates and newly-formed floccs, and it
was realised that a realistic measure had to be based on
the dissemination process itself.

The release equipment was set up as in normal
operation, with the spray nozzle mounted inside a 5,16 m
rectangular tent. The tent was airtight, and stirred by
a circulating blower and three ventilation fans. The FP
tracer was released into the tent for a short period (10s),
and a small air sample drawn through a membrane filter.

The effects of settling and electrostatic attraction to

the tent walls were established by taking subsequent samples.
Before each re-run, the tent was purged with fresh air and

a background sample taken. The effective particle yield

for FP2267 was found in this way to be 0,9 x 10!°0 particles
per gram.

The batch nature of this evaluation could introduce
several errors, and independent work was conducted by
Davey (1977) with the same disseminator and acetone medium,
using a continuous process. The nozzle was mounted

axially in a 15 cm diameter duct. Air was drawn through
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the duct and the flow-rate determined by Pitot tube traverse.
Under the turbulent flow conditions, it was assumed that the
concentration was uniform across the duct some 5 m down-
stream, and air samples were drawn off isokinetically and
passed through a membrane filter. The effective yield of
FP2267 was again evaluated as 0,9 x10'° particles per gram.
This is comparable with values ranging from 1,33 x10!° to
1,56 x10'° recorded by Leighton et al (1965) for FP2267.
Using a pycnometer, the density of the ZnSCdS
powder was found to be 4,07 g cm~?, so that a yield of
0,9%x10'% p g”! implies a volume-mean diameter of 3,74 um.

(earlier Andreasen Pipette determinations in water had

suggested only 58% <6 um Stokes diameter).

4.1.4 Heavy particle effects.

The finite size and mass of the ZnS-CdS particles
will determine settling and diffusion behaviour which is
not characteristic of ambient air "particles". Equation
(1.75) gives the Stokes terminal velocity for particles much
denser than air. For particles of Stokes diameter 3,74 ym
and density 4,07 g cm™2 in air at 14°C (ua=0,0175cp), this
relation gives a sedimentation velocity we = 1,773 x 1073 m s~1,

To assess the effects of particle inertia and drag
on diffusivity, some typical turbulence observations are
taken from the literature. In their analysis of the effect
of incomplete data, Pasquill and Butler (1964) recorded some

accurate properties for their run of 27th. April, 1962.



153

Under near-neutral conditions (Ri, =-0,005) the vertical

2m
velocity component at 2 m was found to have eulerian
time-scale Tp = 0,82s and turbulence intensity
/ W-Z/Ui = 0,084 with U(2m) = 5,08 m s~!.  Hay and Pasquill
(1959) suggested that the lagrangian and eulerian time-
scales could be related by a proportionality constant,
B = 1 /1¢- Angell, Pack, Hoecker and Delver (1971)
recorded values of B (BREN and Cardington) which suggest
B = 4,2 for a turbulence intensity of 0,084. An estimated
value of the lagrangian time-scale would thus be 3,444s.
Peskin (1971) derived equation (1.71) to relate
particie and fluid turbulent diffusivities [section (1.7)].
Substituting the turbulence measurements of Pasquill and
Butler (1964) and assuming the Stokesian behaviour described
above for 3,74 ym ZnSCds particles, equation (1.71) gives
a particle to fluid diffusivity ratio KZP/KZF= 0,999999855,
Turning to equation (1.72) which was derived by Meek and
Jones (1973), and includes the effect of settling through
uncorrelated regions, substitution of the same properties
yields KZP/KZF= 0,99999137 for typical travel-times. On
this basis, it is unlikely that the ratio will deviate
significantly from unity for horizontal diffusion, or for
any variation of atmospheric stability. [t is thus safely
assumed that the FP2267 tracer will display the same

diffusion behaviour as air.
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4.1.5 Air sampling and filter analysis.

Concentrations of Zinc-Cadmium sulphide particles
in the air were interpreted as dosages [section (2.4.1)]
by aspiration of cellulose acetate-nitrate membrane filters.
The filters used had an exposed area of 14,36 cm? and a pore
size of 0,65 ﬁm. Particles about this size were probably
halted near the surface due to electrostatic attraction and
path tortuosity. Typical aspiration rates were about

0,2 & s~'.

4.1.5.7 Anisokinetic effects.

Some early tests were carried out over ranges of
about 200 m using closely-spaced arrays of 6 aspirated
filters. [Maximum separation approx. 1 m; plate (4.4)].
Except for a supporting clamp-ring, filter surfaces were
normally entirely open to the air, and some anisbkinetic
effects might be expected.

For filters facing towards the source, no system-
atic deviations were observed with a reduction of aspiration
rate to 25% of the normal value. Typical variations in the
calculated mean concentrations were about 6%, with occasional
maxima of 20%. Such deviations are commensurate with 90%
confidence in the observed result for a total count of 1000
particles in some sub-division of the filter. Two further
filters were not aspirated at all, and registered respect-
ively 0,2% and 1% of the particles collected by normally-

aspirated filters. This compares with 0,5% obtained by
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plate (4.3) 25 m
instrumented mast

supporting tracer source.

plate (4.4) Membrane
filter aspirator units
arranged for sampling

tests.
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Leighton et al (1965) some 46 m from the source. Particles
are probably retained electrostatically after impaction or
near-impaction.

Filters with the reverse orientation were run simul-
taneously with the upwind-facing filters. The effect was
to consistently reduce observed mean concentrations by about
50%. Further filters were run in a downwards orientation,
facing the ground, thus being insensitive to the directiaon
of approach. The calculated concentrations had an average
deviation of *+7% from the mean concentration recorded by
forward-orientated filters, with maximum deviations of *10%.

The insensitivity of the forward-facing filters to
aspiration rate suggests that errors will not be introduced
by non-isokinetic sampling in this orientation. 0f course,
the complexity of a mesoscale wind-field under stable
conditions will make it difficult to ensure the angle of
approach over typical transport ranges. A best solution
is thus offered by the downward-orientated filter, and this
has been the approach in the current work. With the filter
plane parallel to the ground, it is also protected to some
extent from passing mist. Progressive dampening of the

filter by dew and mist has been observed to throttle

aspiration.
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4.1.5.2 Equipment.

The prime requirement of the air-sampling equipment
was that it should be portable, to allow speedy and
unrestricted positioning in the region of interest. The
basic aspirator is represented in fig. (4.2) as a filter
holder, flow meter and vane pump, with a 6 volt battery
power supply. The assembly was mounted in a suitcase-like
container [p]ate (4.4)]. Of the 10 units which were
available, 5 had been converted to allow remote switching
by radio to any one of 4 filters. This prototype facility
was used only in one experiment, and was subsequently
scrapped due to unreliability.

Filter-holders were positioned so as to be
unobstructed, with the filter 1 m above ground level in an
open space, In a normal experimental run, filters were
changed sequentially by a mobile team. The entire filter
holder was detached and replaced by a previously-loaded
holder. Filter-holders were stored separately in new
plastic packets, and only loaded or unloaded in an uncon-
taminated laboratory.

At each filter-change the integrated meter-reading
was recorded. Unless there was evidence to the contrary,
it was assumed that the aspiration-rate remained constant
during thése intervals. Flow-calibration tests showed
that a small rate-dependent correction had to be applied

to apparent flow rates, probably due to the pressure drop

across the filter.
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Exposed filters were transferred directly into
enclosed microscope slides, which were stored for subsequent
examination. For examination, the area of filter below the
microscope objective was irradiated with intense U.V. light
by passing the parallel rays from a mercury lamp through a
50 mm convefgent lens. An arrangement of optical filters
restricted the incident 1ight to a narrow band about 3650 %.
A further yellow filter in the microscope optical train
Timited observed Tight to a band in the fluorescence region,

also preventing eye damage by reflected U.V. light.

4,1.5.3 Statistical significance.

In the program of. field experiments, tracer release
rates were close to 5x10® particles per second. Membrane
filter dosage measurements were made 1 m above ground-level,
and at distances extending to 8 km. During a typical
dosage interval, 1 m?® air would be drawn through the filter,
resulting in an accumulation which ranged from 0 to 10*
particles. Due to the variability of wind direction,
however, counts were more often at the lower end of this
range, In order to make use of the low counts, it will be
necessary to attach some sort of statistical significance
to them.

Volume samples drawn from a Targe volume of air,
which has a random particle distribution, should contain
numbers of particles which follow a Poisson distribution.
The Poisson distribution parameters are directly additive

for combined samples, so that slow temporal variations 1in
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concentration will not affect the nature of the distribution.
(Over long periods, observed concentrations in the atmosphere
typically follow a Tog-normal distribution [Bencala and
Seinfeld (1976), Hale (1972)]). The objective is to
define confidence limits based on actual particle counts.
Assume that the sampled volume consists of N smaller
volumes with an observed mean count p =pT/N. If N is Targe,
p will be asymptotically normal (m, o//ﬂ), where m ando? are
the true mean and variance of the sampled volumes. For a
Poisson distribution o®> =m, and the approximation g2 =p is
made. It follows that the true total count has a probability
of (100-P)% of being contained in the interval pr* Ap/ﬁ?
where p; is the observed total count and A, =/2 erf !{1-P/100}.
Particle counts for the membrane filters, including
the FP yield determination filters, were all performed in the
same way (100 x magnification) by the same worker. Subjective

errors should thus be minimal.

4.2 Richards Bay Project.

4.2.1 Introduction.

The development of a large new harbour at Richards
Bay, some 150 km north of Durban on the Natal North Coast,
has encouraged the growth of several new industries, and the
planning of many more. The absence of earlier development
has allowed some flexibility in the location of residential,

business and industrial areas, and considerable interest has



160

been shown in the 1ikely distribution of air pollutants
from the proposed industrial sites.

‘Climatic variations on the Natal Coast result from
the passage of a succession of coastal low pressure systems
[Preston-Whyte (1975)]. During winter, these lows are
preceded by intense anticyclonic subsidence and weak
pressure gradients. The clear, dry weather accompanying
subsidence résu1ts in strong nocturnal cooling, and the
consequent formation of a radiation inversion which may
combine with the subsidence inversion above. Low gradient
winds, weak sea breezes and reduced surface heating all act
to reduce daytime mixing depths. As a result, the poor
dilution of air pollutants during a stable winter night may
be followed by appreciable fumigation the following day.

The sharp diurnal anomaly which occurs in surface
temperature at the land-sea interface, and significant
topographic effects, combine to produce a complex wind-field
under stable conditions [section (1.3.1)]. Whereas
pollutant concentrations are highest when the atmosphere is
stable, the problem of predicting nollutant levels in the
region is made extremely difficult by the complexity of the
wind field. For this reason, a predictive model for meso-
scale wind-fields has been developed by Scho]fz and
Brouckaert (1976) [section (1.3.1)]. Though the wind-field
‘mode1, and the point-source dispersion model [chapter (2)],
have been designed to operate under arbitrary conditions,
the transport behaviour of the atmosphere over Richards Bay

specifically has been investigated to assess the performance
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of these models. The Richards Bay Project was thus
conceived with three purposes:-

(1) Assessment of poliution potential from
direct measurements of the wind-field and
the distribution of a tracer.

(2) Verification of the wind-field model from
measurements of the wind-field.

(3) Verification of the dispersion model by
comparison with tracer dosages, using both
wind-field measurements and predictions as

input information.

4.2.2 Meteorological measurements.

The measurements required by the meteorological sub-
model are discussed in appendix (A4). To provide adequate
spatial resolution in these measurements, use has been made
of 8 semi-portable instrumented masts and two permanent
masts. The semi-portable masts were instrumented for wind-
direction, speed and temperature at the 11,2 m level, and
for wind-speed and temperature at the 1,9 m level [fig. (4.3),
plates (4.5), (4.7) and (4.8)]. To facilitate data-handling
and provide sufficient temporal resolution, a radio-telemetry
system has been developed to handle these measurements
[Starkey (1976)] . This system provides an on-Tine descrip-
tion of the wind—fie]d, and thus allows some optimisation in

the planning of tracer experiments.
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plate (4.5) Semi-portable
telemetering mast, instrumented

at 19 m and 11,2 m levels.

plate (4.6) Telemetry satellite
station circuitry - calibration
of platinum resistance

thermometers.
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Satellite stations at each of the semi-portable
masts are interrogated sequentially once every 3 minutes on
the transmission of identifying tones by the main station.
Each station replies by transmitting accumulated anemometer
counts and averaged wind-direction for the 3-minute cycle,
as well as instantaneous measurements of the lower tempera-
ture and the temperature difference. These measurements
are digitally-encoded and transmitted as a series of five
frequency-shift-keyed pulse trains. On receipt of the
signal via VHF radio link, the main station decodes and
displays the five data-quantities. Identifying time-marks
and the satellite station number are combined with the
signal, and it is passed directly to a magnetic tape-recorder.
The system allows for the interrogation of 10 stations at
15-second intervals. An eleventh auxilliary tone may be
transmitted for the purpose of remote filter-changing. The
selection of one of four frequencies will switch an aspirator
on (if it was off) and direct aspiration to one of four
corresponding filters.

During the experiments, sensitive Casella anemometers
and an especially-designed wind-vane supplied digital signals
to the satellite station directly. In order to represent
accurately the temperature difference over a vertical
distance of 9,3 m, platinum resistance thermometers, normally
housed in shielded aspirators, were carefully matched and
calibrated [plate (4.6)]. The transmitted pulse-count for
temperature difference had a sensitivity of about 25 counts/°C.

One revolution of the digital wind-vane was divided into 64
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plate (4.7) Semi-portable mast upper instrument
carriage (11,2 m), showing cup anemometer, platinum

resistance thermometer aspirator, and digital wind vane.

{

plate (4.8) Semi-portable mast lower instrument

carriage (1,9 m), showing platinum resistance thermometer

aspirator and cup anemometer.
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sectors, so that directions were correct to the nearest
5,6259%. | Further errors up to *2° may have resulted from
mis-allignment. The vane could undergo up to 10 complete
revolutions during the 3-minute cycle without affecting the
averaging process.

The semi-portable masts comprised 3 sections of
30 mm steel tubing, and satellite stations were powered by
6 v and 12 v lead-acid batteries. This allowed some
flexibility in the positioning of the masts, which were
located at mast sites 1 to 8 in the Richards Bay area
[fig. (4.4)]. The permanent installations consisted of
clockwork chart-recording Lamprecht anemometers mounted at
8.0 m on the main-station mast (site 9) and at 10 m on a
permanent mast at site 10. The 25 m main-station mast
[plate (4.3)] also had aspirated thermistors mounted at
3,0 m and 23,6 m, providing a continuous chart record of
temperature and temperature-difference [fig. (4.3)].
Permanent installations at greater distances from the region
of interest were not included in this investigation.

During the first tracer experiment [section (5.2.1)],
remote filter-changing units [fig. (4.2)] were coupled to
the transceivers at masts 3,4,5,6 and 7. These were sub-
sequently scrapped due to the unreliability of the solenoid
valves. Masts 1 and 7 were equipped with Casella anemo-
meters only at the 11,2 m level. The availability of
speed measurements at both 11,2 m and 1,9 m aliowed

estimation of roughness length z, at masts 2,3,4,5,6,8

[section (4.2.4)].
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Figure (4.3) is a schematic representation of the
various data-routes. Magnetic tapes containing the digitised
telemetry information were input to a CDC 1700 computer via
the event-counters available on this machine. Decoding and
the application of calibrations were followed by exclusion
of any faulty data. The information was then transferred
to a B5700 computer where it was used as input to the
meteorology sub-model [appendix (A4)] and finally the dis-
persion model [appendix (A1.4.3)]. Information available
on charts was input to the CDC 1700 using a manually-operated
analogue reader. The entire meteorology data-set, together
with all pertinent source and receptor information, is
presented in a separate publication [Mulholland, Scholtz

and Brouckaert (1977)].

4.2.3 Experimental method.

The ZnSCdS particulate tracer, FP2267, was released
at a height of 25,31 m from mast 9 [fig. (4.4), plate (4.3)].
Also Tocated at mast 9 was the radio-telemetry system main
station. Wind-field observations were begun before emission
in order to assess the suitability of the weather, and to
plan locations for the fi1ter receptors. Typical experi-
mental runs lasted about 14 hours, beginning before midnight
and ending about midday. This period usually included
stratified stable flow until the onset of fumigation or the
mixing of a strong gradient wind to ground-level. During

a run, filters on any one of the 10 aspirator units [section
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(4.1.5.2)] would be changed up to 6 times, depending on

the estimated tracer distribution and the rapidity of
temporal transients. Once all 45 preloaded filter-holders
had been used, exposed filters were transferred to enclosed
microscope slides in a laboratory near mast 10. Filter-
handling personnel were kept clear of the tracer dissemina-
tion apparatus to avoid contamination.

A simultaneous release of smaller particles (~0,T um)
of In,0, was conducted at the same height as the ZnSCdS
tracer by combustion of an In,03/Et.OH solution at a spray
nozzle [Norden and van As (1977a)]. Few of these particles
pass right through the 0,65 um pore membrane filters which
were used, and they were determined by neutron-activation

after the FP counts.

4.2.4 Estimation of the surface roughness distribution.

The possibility of estimating surface roughness z,
from velocity and temperature measurements at two heights
is discussed in appendix (A4.2). The availability of these
measurements at masts 2,3,4,5,6 and 8 during June and July,
1976, provided a basis for the distribution of z, in the
Richards Bay area.

Estimations of z, were made by interactive processing
of entire telemetry records. A first guess of z, allowed
calculation of the profile parameters according to procedure

(1), table (A4.1). This allowed calculation of the



theoretical

Tower velocity using equation (2.72).

The

roughness length z, was adjusted iteratively so as to

minimise the standard deviation between observed and

theoretical

lower velocity for the whole record.

Table

(4.1) lists the resultant estimates, and some comparable

values estimated from data presented by Sutton (1953)

[section (1.2.2)].

Table (4.1) ROUGHNESS LENGTH ESTIMATES AT MASTS.

MAST UPHIND TERRAIN Zo [m] Zo [m]
from following
measure- | Sutton
ments. (1953)

2 Sparse sugar-cane ~1,5 m high 0,2 >0,09
3 Flat sand and water 0,00001 0,00001
4 Short grass ~15 cm high, no obstacles 0,02 0,007
5 Short, sparse grass ~15 cm high 0,01 0,007
6 Flat sand and water 0,00007 0,00001
8 Thick grass ~40 cm high, some small bushes 0,2 0,09

In order to estimate surface roughness more

generally, the various types of surface coverage in the

Richards Bay area were divided into seventeen categories

[appendix (A4.4)].

Each of these categories was allocated

a roughness Tength based on the estimates in table (4.1),

equation (1.17) due to Lettau (1969), and the tabulated

170



ROUGHNESS LENGTH DISTRIBUTION
LOG, Z(M) CONTOURS-JUNE .1876 .
1§ x/uf E} /\§ ]
o ~0'.500
e

BERM WRLL

SCALE

OWM 1KM  Z2KM

-INDISN OCERN

fig. {4.5)

Estimated roughness-
length distribution
for the

Richards Bay area.




172

results of Priestley (1959), Sutton (1953) and Sheppard
(1947) [section (1.2.2)]. Thus, for example, the region
between masts 8 and 9, consisting of isolated stands of
trees with 50% open grass1and, was given a roughness

z, = 0,2 m according to equation (1.17).

Choosing points in such a way as to define the
major surface-roughness variations, z, was specified at
152 locations in the region of interest. This data-set
constituted a basic input to the meteorology sub-model,
which performed an inverse square interpolation of log(z,)
in order to store z, more readily in a grid consisting of
about 2000 points. Figure (4.5) shows a computer-

generated contour plot of this grid.
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CHAPTER 5

ANALYSIS OF EXPERIMENTAL RESULTS

5.1 Introduction.

Typical pollution episodes on the Natal Coast
include the development of a complex, stratified wind-field
during stable winter nights, followed by an extended, calm
fumigation period after sunrise. In the series of experi-
ments conducted at Richards Bay during June and July, 1976,
an attempt was made to record such episodes, so that the
results are presented as a series of experimental runs
varying from 6 to 16 hours in 1engthﬂ No single run could
be considered to represent a typical development - in each
case a unique behaviour was determined largely as a function
of overlying synoptic weather patterns. Only in two of
the eight experﬁments were long fumigation periods observed,
a more frequent development being the early mixing of
gradient-wind momentum to ground-level. The influence of
synoptic weather variations is 1ikely to be less significant
durfng early winter (May, June) when conditions are more
settled.

The tranﬁport of ZnSCdS tracer (FP2267) during each
experiment was simulated using both the dynamic puff model
(DPM) [chapter (2)] and the gaussian puff model (GPM)
[appendix (A2)]. Except in the simulation of Run 723 using

predicted wind-fields [section (5.3)], the meteorological
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input for these models was provided by the radio-telemetry
system [section (4.2.2)] and chart records at mast 9

[fig. (4.4)]. Because of the relatively poor temporal
resolution of the charts, the latter data were provided
only at i-hour intervals. To account for the coarseness
of these measurements, the inverse-square interpolation
scheme (1.17) has been weighted such that contributions
from mast 9 are reduced to 5% of their normal value. (In
fact, effective distances from the mast are increased by
the ratio 1//0,05). In the same way, contributions from
masts 6 énd 7 have been reduced to 60% and 50% respectively
of their normal values in order to account for the non-
representativeness of their locations, positioned as they
were about 300 m from a large coastal dune. These weight-
ing factors are based on a subjective impression of the
distance within which local velocities should be distorted
by the obstacle. The isolated locations of masts 6 and 7
meant that the unweighted interpolation scheme would have
carried the distortion further into the predicted wind-
field than the expected real distance.

The spray nozzle used for release of the FP tracer
[section (4.1.2)] was mounted at a height of 24,31 m on
‘mast 9, which was located in the planned industrial area.
The nozzle sprayed upwards, giving an effective release
height which appeared to be 1 m higher (25,31 m) for
typical wind-speeds, and this was the release-height used
in the model simulation. Release-rates were determined

by recording volumes retained in the suspension vessel at
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intervals in time. For the purpose of modelling, it was
assumed that an average release-rate applied during each
interval. The resultant release histories, presented as
particles per second, were occasionally interrupted by
blank periods of about 5 minutes during which the suspension
vessel was recharged.

The effect of Stokesian settling was accounted for
by assuming a mean sedimentation velocity we = 1,64 x 1073 ms™?,
which corresponds. to 3,6 um spherical particles in air at
14°C [section (4.1.4)]. Although the dynamic puff model
allows for the specification of an absorptive deposition
velocity wy and first order removal mechanisms (washout,
decay) [section (2.3.4)], these effects were assumed to be
negligible due to the absence of general information. In
fact, it is likely that particles of this size will deposit
significantly through impaction at ground level. In
experiments with dry moss surfaces, Clough (1975) observed
depositon velocities fdr InSCds particles which were two or
three times larger than the above sedimentation velocity.
Leighton et al (1965) found that impaction losses were
comparable with deposition losses for 4,5 miles of travel
over Palo Alto. The present experiments were conducted in
clear, stable weather, so that no losses were sustained
through washout, though nucleation of the occasional ground-
mist may have been significant. The only other decay
process which may have been active is the loss of fluorescence
due to exposure to U.V. radiation after sunrise. Leighton

et al (1965) suggested that this effect should be small
[section (4.1.1)].
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The results for each experiment are presented as
a comparison of the dynamic puff model and gaussian puff
model predictions. For comparison with the dosages (or
mean concentrations) recorded by aspirated membrane filters
at a height of 1 m, these models have been employed in
their dosage modes, though predicted instantaneous concen-
tration distributions are provided in some cases. In the
DPM, puffs were solved for at release-intervals of 900
seconds, with further releases interpolated at 90-second
intervals. Along the trajectory, solutions were provided
at a maximum interval of 90 seconds by means of interpolation.
The lagrangian puff was solved in a 12(vertical) x 280
(horizontal) grid until the puff centroid had moved outside
a 2500 m margin surrounding the region of interest.

In the GPM, puff solutions were provided at release
intervals of 360s and trajectory-steps of 360s, with
further solutions interpolated at intervals of 36s and 12 s
respectively. The gaussian puff model included the
sedimentafion velocity we = 1,64x107° ms™! by means of the
vertical shift discussed in appendix (A2.2). Both the
dosage solutions and the concentration distribution solutions
were based on the velocity and diffusivity at a height of
10 m. For a release at 25,31 m, it was found that parameters
evaluated at 10 m provided acceptable effective values from
the point of view of ground-level concentration [section
(3.4)]. |

In order torstore the dosage contribution at each

filter-site, the entire dosage period was divided into the
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minimum number of time intervals required to define the
start and finish of every filter. A particular filter
dosage could then be represented by combining the relevant
dosage intervals for that filter site. This procedure
was designed to stream1ine the dosage allocations during
execution of the model, but has the disadvantage that the
concentration at a point may only be presented as a mean
concentration histogram, the temporal resolution of which
depends on the current frequency of filter changes.
Comparisons with filter measurements are made on the basis
of time-mean concentrations, which are evaluated from the
dosages predicted at the uniform filter height of 1 m.

The assumbtion of a typical sampled volume of 1 m?® allowed
a delineation of the statistical significance of measured
concentrations [section (4.1.5.3)]. The 95% confidence
Timits which are presented illustrate the diminishing
agreement which may be expected for low particle counts.
Predicted and measured filter concentrations are plotted
on logarithmic scales which intersect at 1pm~3. Where
greater concentrations are predicted but not measured, or
vice versa, the comparison point is marked on the appro-
priate axis. If both predicted and measured concentrations
are below 1pm‘3, the point is Tisted separately.

A Timited description of the atmospheric behaviour
for each run is provided by the temperature-gradient history
at each mast, and a series of interpolated wind-fields at
half-hour intervals. A11 diffusivity and velocity profile

parameters are based on equations (2.72), (2.73), (2.75),
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and are evaluated by the meteorology sub-model [appendix
(AB)]. These parameters are stored as time-histories for
each mast [appendix (A1.2)] , and the potential-temperature
gradients have been calculated from them according to
equations (1.20), (1.22), (1.29), (1.30) and (2.70). In
order to make the overall trends clear, the gradient
histories, evaluated at a height of 10 m, have been
subjected to a smoothing process with an averaging time of
1800s. They provide a useful indication of thermal
stratification and hence of atmospheric stability. Sub-
adiabatic temperature gradients (36/3z>0) result in stable
conditions whilst superadiabafic gradients (36/9z<0) result
in unstable conditions. Significant variations occur with
differences in location and upwind terrain.

An indication of the degree of spatial variation in
stability is provided by contour plots of the inverse
stability length L™! at selected times. The contours are
established by inverse square interpolation (weighted)
amongst the meteorological masts, in the same way that
values are acquired by the dispersion models. For the
purpose of the presented plots, L™! values were averaged
during centred half-hours.

The series of wind-fields presented with each run
in section (5.2) has been constructed by inverse square
interpolation (weighted) of the separate Cartesian
components [Wendell (1972)].  The masts which have
contributed information for this interpolation are marked

in with additional wind vectors, and serve to indicate the
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sense of the vector field, since the vector trails on the
downwind side of the mast. The usual direction of flow

at night, representing a land breeze, is towards the coast.
Note that all wind directions referred to in the text
represent the conventional direction-of-origin, except where

the direction is suffixed with "-ward", in which case a

wind heading is implied. The distance separating vector
origins represents 4 m s”! in vector length. Velocities at
10 m are interpolated in the same way in the disperion

models DPM and GPM, and are used in conjunction with L and

z, to evaluate the friction velocity u, at a point. However,
the presented wind-fields have been subjected to a centred
15-minute smoothing period.

Since the radio-telemetry system provided 5 measure-
ments at each of 8 masts every 3 minutes, much additional
meteorological information is available, and the entire data-
base has been tabulated in a separate publication [Mulholland,
Scholtz and Brouckaert (1977)].

Accompanying the experimental runs in section (5.2)
are estimates of the dosage distributions, which are expressed
as mean concentration distributions for specified periods.
These rather crude estimates have been established using the
vertical column particle-in-cell model which is discussed in
appendix (A3). As in the GPM, velocity and vertical diffus-

ivity were based on values calculated at 10 m above ground

Tevel.
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In the case of Run 723, section (5.3), an additional
simulation is performed using wind-fields predicted using
.the continuity model of Scholtz and Brouckaert (1976)
[section (1.3.1)]. The predictions were based on velocity
measurements at mast 9 and temperature measurements at mast
8. Velocities at a height of 10 m were provided for the
entire region in the form of two-dimensional grids with a
horizontal interval of 635 m. The time-interval between
available solved wind-fields was 30 minutes. Specific
point values of the Cartesian components were obtained from
these grids by linear interpolation in time and space. The
stability parameters were stored in similar grids, using an
inverse-square interpolation of measurements made at the

available masts in order to set up the grids.



181

5.2 Simulation of tracer experiments using measured

wind-fields.

5.2.1 Run 627 (27.6.76).

The passage of a coastal low-pressure system along
the Natal Coast is usually preceded by a period of fine
weather accompanied by Tight North-Easterly winds. As
stability increases during the night, the surface flow
becomes dominated by a land-breeze. Run 627 depicts a
typical development in which a Tight Tand-breeze competes
with the fluctuating influence of the N.E. gradient wind
during the night, the latter wind mixing to ground-level
with inversion break-up after 11h00 [fig. (5.2)]. An
additional effect is the channelling of the land-breeze
southwards over Lake Mzingazi by the high coastal dune to
the West of this lake. The tendency for this channelling
to occur is indicated by the southwards deviation of the
wind direction at mast 2, near Lake Mzingazi [e.g. 01h30,
05h30] . Although the overall variation of wind-direction
during this run is less than 90°, it is seen that the wind-
field is subject to continuous temporal variation.

Figure (5.1a) shows relatively small fluctuations
in the subadiabatic temperature gradients recorded until
07h00, after sun-rise (36/32z>0, stable atmosphere). Whereas
masts 1, 2, 4 and 9 register superadiabatic gradients shortly
thereafter (36/53z<0, unstable atmosphere), masts 3, 6 and 7

which are near the water surface, or downwind of the water
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surface, show persistent stability until after 10h00. The
low gradients at the latter masts before sunrise arise from
the maintenance of a higher temperature at the water surface
than at the land surface, due to the convective distribution
of heat throughout the water bulk. This capacitive
"dampening" of diurnal temperature oscillations leads to a
similar lag behind the land surface temperature after sun-
rise. As warm air from the adjacent land surface begins to
move over the cool water surface, a subadiabatic temperature
gradient is created which is usually greater than that
experienced before sunrise [fig. (5.1a)]. Analogous effects
resulting from the water-temperature lag have been recorded
by Munn and Richards (1963). The gradient recorded at
mast 5 is somewhat anomalous, behaving much T1ike the Tland
stations. In subsequent runs it will be seen to behave
more like the water stations, though the early dissipation
of the subadiabatic gradient at this point may be due to the
fact that the mast was sited on an eastward-facing slope.
The effect of the measured temperature-gradient

anomalies in creating a spatially-variant interpolated

stability field for the dispersion models is illustrated in
figs. (5.1d), (5.%e). At 02h00 the region appears to be
almost uniformly stable, with stability lengths L as low as
+10 m. After sunrise, at 08h30, measurements at masts 3

and 6 Tead to a stable nucleus over the bay, whilst surround-
ing areas experience unstable stability lengths with magni-
tudes as small as 50 m. Though the interpolated stability

field is somewhat crude in terms of the underlying causes,
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predicted concentrations to observed mean concentrations.

By spacing filter-site histograms according to the angular

bearings of the sites, some insight is given into spatial

relationships in the system.

plotted according to a logarithmic scale, so that areas are

not directly additive for dosage.

Note that concentrations are

Further, a threshold

concentration has been chosen at 1073 particles per cubic

meter

mean concentrations equal to or less than 1073 p‘

wind-field has had on predicted and observed mean concentra-

tions.

times across filter-sites F2 to F6, though this detail is not

(p m™3).

m-3,

Histograms plotted at this level indicate

Figure (5.3) shows the effect that the oscillating

It is clear that the plume has swept some five
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suggested by the relative crudeness of the filter measure-
ments. The prime difference between gaussian puff model
(GPM) and dynamic puff model (DPM) predictions lies in the
degree of spread. Gaussian plume traverses lead to sharply
peaked concentration histories with very large peak values.
Since the traverse itself results from a temporal variation,
dynamic puffs undergo significant lateral shear, so that
peaks are flatter and the influence of the cloud is felt
for a longer period. An example of this effect lies in
the DPM and GPM predicted histograms between 03h00 and
07h00 at site F7. (Note that filter sites are coded in
this way for clarity, and that the site codes in fig. (5.3)
are preceded by the angular bearing of the site as observed
from the release-point. The corresponding map positions
are indicated in fig. (5.1c). The "filter numbers"
indicated on the measured histograms are not prefixed, and
refer to the individual membrane filters used in the
experiment). Occasionally the influence of the sheared
DPM plume persists for long periods during which the
gaussian model gives no indication of the presence of the
plume (e,g. 08h00 to 09h30 at site F2, though the preceding
peak contributes dominantly to filter 11 at this point).
Filter integration periods appear to have been too
long to detect major differences between DPM and GPM
predictions, though fig. (5.4) shows that the GPM over-
predicts in most cases. The predicted vs measured

comparison points in fig. (5.4) are marked with the
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corresponding filter numbers for both DPM and GPM predictions.
Both models were unable to predict the concentrations

recorded by filters 5 and 18. Since these filters (sites

F5, F6, 07h00-09h30) would have registered particles at the
extremes of the eastward oscillations of the wind-field,

only slight inaccuracies in the interpolated wind-field

would have been required to produce the discrepancy.

Figure (5.5) shows the theoretical concentration
fields at the onset of, and at the end of the southwards
temporal swing which occurred between 05h30 and 06h00
[fig. (5.2)]. The incipient southward flow near mast 2
at 05h30 produces significant cross-wind shear in the plume
in this region, By 06h00 the entire wind-field has swung
southwards, and the shear effect has progressed to the rest
of the plume. Differences between GPM and DPM predictions
clearly illustrate the origin of the more diffuse traverse
peaks observed in the DPM concentration histograms, though
the Tong histogram interval at this time conceals all detail.

The break in the plume which is obvious in the GPM
prediction for 06h00 [fig. (5.5d)] results from an interrup-
tion of tracer release from 05h49 to 05h54 [fig. (5.1b)]
during which time the suspension vessel was recharged. This
break is seen to be more diffuse in the DPM prediction as a
result of the merging effect of along-wind shear. The
slight waviness which occurs in some contours results from
the calculation of contours from grid-stored data.

During run 627, the vertical concentration profile

was measured at mast 3 (site F5) by means of membrane
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filters positioned 1 m, 2 m and 9 m above ground-level,
and running from 03h56 to 10h17. The measured mean
concentrations for this period were 417,555 and 1365 p m~®
(particles per cubic metre) respectively, indicating a
significant vertical variation at this distance of 3 km

from the source. If a mean wind-speed of 2 m s~! is
assumed [fig. (5.2)] and the gaussian plume formula (1.471)
is employed with a reflection term, it would be necessary

to assume an effective vertical diffusivity of about

0,04 m2 s”! in order to account for this vertical structure.
Such low diffusivities are more likely to occur during the
night, so that it is surprising to observe that the bulk of
the material collected at site F5 [filters 4, 5 and 6,

fig. (5.3)] was registered after sunrise. Concentration
variations of this magnitude over relatively small vertical
distances indicate the spatial sensitivity of the predictive
problem. Note that all dosage predictions have been
calculated at the normal filter height of 1 m.

Long-period mean concentration distributions based
on dosage distributions predicted by the PIC column model
[appendix (A3)] are shown in fig. (5.6). The concentration
of trajectories about filter sites F2 to F6 has restricted the
affected region largely to this sector. Fig. (5.6b) suggests
a reasonable estimate for filter 21 (513 p m~3 measured) at
site F7, and likewise fig. (5.6d) for filters 25 (33,5 p m™3

measured, site F2) and 26 (122 p m~® measured, site F4)

[See figs. (5.3) and (5.4)]. The abrupt and irregular



boundaries surrounding the affected regions result from

the lack of horizontal diffusion in the P.I.C. model.
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5.2.2 Run 630 (30.6.76 to 1.7.76).

Immediately preceding the south-westerly gradient
wind which follows the passage of a coastal low along the
Natal Coast, it is usual to experience a period of excep-
tionally calm, fine weather. During the reversal of
synoptic pressure gradients, local breezes and katabatic
flows are able to assert themselves. Run 630 depicts a
development in which the land-breeze appears to compete
with the remnant of a N.E. gradient wind during the
night, finally giving way to a S.W. wind with the break-up
of the inversion after 08h30 [fig. (5.8)]. The fluctuating
influence of the N.E. gradient wind, and the existence of a
southwards-channelled flow over Lake Mzingazi lead to a
complex and variable wind-field [e.g. 03h00-04h00]. The
calm period about 08h00 leads to strong fumigation conditions
which are aggravated by the cross-wind shear of existing
tracer concentrations by the incipient S.W. wind.

Figure (5.7a) shows that the highest subadiabatic
temperature gradients were experienced at the "inland" masts
9, 8 and 1 before sunrise. After 08h00 these gradients
become superadiabatic, whereas the gradients at masts near
the water surface, which have been low during the night, tend
to lag, or even increase at first. This is again due to the
capacitive effect that water has on surface temperature.

Fig. (5.7d) shows that the measurements at masts 9, 8 and 1
lTead to the interpolation of a relatively stable region at

03h00, with stability lengths down to +10 m. By 10h00
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RUN 630 (30/6/76- 1/7/76)
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[fig. (5.7e)] the only stable region remaining is highly
localised around mast 6, as is evident from the temperature
gradients at this time.

Reference to figures (5.9) and (5.10) shows that
both the DPM and the GPM have produced generally poor
estimates of the mean concentrations recorded by filters.
Some eight of these filters were positioned and timed at
the extremes of the eastward oscillations of the wind-field
at 01h30 and 05h30 [sites F6, F7 and F8], and recorded
particle concentrations which were not predicted by either
model . The fact that predictions to the west of westward
oscillations were too high, and those to the east of east-

ward oscillations too low suggested the possibility of some
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form of uniform directional shear with height. However,
inclusion of a linear directional shear in the DPM, from
the measured wind-field at ground level to a S.W. wind at
z = 1000 m, produced no significant differences in the
predictions.

Temporal transients in the wind-field are again seen
to spread the traverse concentration histograms predicted by
the DPM [fig. (5.9)]. Extension of the cloud by wind-shear
increases the traverse time at site F10, 08h00-09h00, about
three-fold relative to the GPM. However, the cloud has
still not arrived early enough to contribute to the concen-
tration measured by filter 21.

Predicted ground-level concentration distributions
at 08h25, during the temporal transient induced by the S.W.
wind, are presented for the DPM in fig. (5.11a) and for
the GPM in fig. (5.11b). The high diffusivities at this
time lead to a wide gaussian plume, though it still under-
predicts the extent of the affected region. The gaussian
plume apparently expands as it passes over the bay. This
is because it has for some time passed close to mast 2,
which has recorded a superadiabatic temperature gradient
since 07h30, indicating atmospheric instability. In the
same way, this instability has led to the prediction of
more uniform wind-profiles near mast 2, resulting in
reduced lateral expansion in the region of the DPM plume

which has traversed this area, due to the lower lateral

shear experienced by the plume. The "fanning" of the
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plume beyond this point may arise from the earlier arrival
of the transient wind component in that region.

The abrupt arrival of the S.W. wind is clearly
demonstrated at 08h00 on the 07h00 trajectory in fig. (5.11c).
In the sweep across filter sites F7 to F10 the P.I.C. model
[fig. (5.11d)] has created a lTarge region with mean concen-
trations between 316 (102%225) and 1 p m™3, These Timits
embrace the concentrations recorded by filters 19 (9,6 pm~3)

and 23 (395pm~%) in this area.
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5.2.3 Run 705 (5.7.76 to 6.7.76).

Run 705 appears to follow the classical fine-
weather development in which a persistent light land-
breeze gives way to a long, calm fumigation period before
the onset of the N.E. wind about 12h30 [fig. (5.13)].
However, stratified layers of smoke, injected to high
altitudes by sugar-cane fires, were observed to be moving
towards the north-east at about 07h00. This suggests that
the extended absence of gradient winds, despite the break-
up of the inversion, arose as a result of a transition in
the synoptic weather. The resultant calm weather has
encouraged a katabatic flow down the Umhlatuze river valley,
and a channelled flow southwards over Lake Mzingazi. These
two currents converge over Richards Bay [fig. (5.13), e.g.
03h00, 03h30], their interaction with the land-breeze
resulting in a complex and variable wind-field.

Figure (5.12a) shows that high subadiabatic tempera-
ture gradients were recorded until 08h00 by masts remote from
the water surface indicating extreme stability in these areas.
Masts associated with the water again show increased stab-
ility after 09h00. Persistence of subadiabatic gradients

at the latter masts until 13h00 may result from the relative-

ly lTow temperatures of the preceding night. [7,8°C at
06h08 at mast 9]. The subadiabatic gradient at mast 8 at
11h00 is somewhat anomalous. Figure (5.12d) shows that the

measurements at masts 4, 5 and 6 lead to the interpolation

of a less stable region over the bay at 02h30. By 08h30,
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RUN 705 ( 5/7/78- B/7/186)
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fig. (5.13)
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measurements at masts 3 and 6 have set up a stable axis
across the bay [fig. (5.12e)].

Neglecting some of the smaller developments, the
wind-field is seen to undergo two major oscillations,
reaching eastward maxima at 02h30 and 11h00, and a west-
ward maximum at 09h00, before becoming a predominantly N.E.
wind at 12h30 [fig. (5.13)]. These oscillations are quite
apparent in fig. (5.14), the DPM concentration histograms
providing clear evidence of a significant wind-shear
contribution. DPM predictions show that the cloud should
reach site F2 during the westward transient at 09h00, and
site F8 duking the eastward transient at 11h00. Low
concentrations were in fact recorded by filters 14 and 18
at these positions, whereas the gaussian plume did not
manifest itself at all.

Filter concentration predictions provided by the
DPM were generally good, when the lower statistical
significance of filters 7, 32, 33 and 34 is taken into
account [fig. (5.15)]. Note that the prediction for
filter 7 has benefited from the increased spread present
in the DPM plume during the eastward transient of 02h30.
The DPM histogram at site F8 shows significant concentra-
tions for 10 minutes longer than the GPM. This extension
s just sufficient to overlap with the aspiration period
of filter 7 at'this site, giving a mean concentration
prediction of 6,1 pm™3 4n comparison with the GPM

prediction of 0 pm~3 (Cheasured = 55»1pm™%).  However,

predictions by the GPM are too high in most cases.
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The mean concentration distribution predicted by
the P.1.C. model for the period 10h30 to 14h00 [fig. (5.16b}]
shows that the uncertain trajectories from 10h00 to 12h00
[fig. (5.16a)] Tead to an effective "fumigation" covering
a large area, despite the neglect of horizontal diffusion.
Concentrations at sites F1 and F2 have magnitudes which are
similar to those recorded by filters 34 (12,3 p m™3) and"
33 (25,4 p m™®) during this period.



5.2.4 Run 708 (8.7.76).

During late winter, gradient wind transitions
usually become more rapid. Run 708 covers a relatively
short stable period hemmed in between N.E. and S.W.
gradient wind conditions. Indecisive synoptic pressure
gradients gave a calm period from 02h30 to 04h00
[fig. (5.18)] . It is unlikely that local breezes became
established during this period, and the complexity of the
wind-field may be attributed to interplay between the two
pressure gradients.

Although tracer-release was begun at 01h06, the
apparent deterioration of stability [fig. (5.17a)] and
reappearance of a N.E. wind component led to a decision to
~terminate the release at 01h54 [fig. (5.17b)7]. By 03h00,
wind-speeds had dropped, and release was recommenced at
03h06. It is interesting to note that relatively high
subadiabatic temperature gradients persisted despite the
higher wind-speeds from 01h00 to 02h00. The calm period
from 03h00 to 04h30 is seen to encourage an increase in
atmospheric stability again, though gradients at masts 5
and 6 remain low due to their positions downwind of the
water surface, Calculated values of the stability length
afe seen to vary only gradually, both spatially and
temporally [figs. (5.17a), (5.17b)] . The establishment
of an almost neutral region over the bay is indicated by

masts 5 and 6 at 06h00.
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fig. (5.18)
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Filter concentrations predicted by the DPM are in
good agreement with measurements [fig. (5.19ﬂ , whereas
GPM predictions are rather poor. Filters 1, 7, 6 and 5
are all associated with the sweeping of the sheared plume
across sites F4 to F7. The gaussian prediction does not
register at F5 [fig. (5.20)] due to the break in the plume
created by the interruption of release [figs. (5.21b)],
(5.21d) . However, lateral and longitudinal shear act to
extend the DPM distribution, providing an accurate predic-
tion for filter 7.

This incident serves to illustrate the important
part played by wind-shear in the distribution of airborne
material during short or variable releases.

Figure (5.20) shows that DPM concentration histo-
grams become significantly spread during the temporal
transient which began at 04h00. The reason for this 1is
evident in the concentration distribution at 04h00
[fig. (5.21a)], where the S.W. wind component has begun to
act slightly earlier on the older portion of the plume.

The irreqgularity in the lower concentration contours near
the source probable arises from misallignment of the curvi-
linear lagrangian puff frame due to rapid spatial variations
in the wind-field near the source [section (2.4.4.1)],
though implied wind-field divergence might lead to a similar
intersection. Wind-shear has acted to virtually close the
gap created by release-interruption, whilst the GPM predicts

very Tocalised distributions [fig. (5.21b)].
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The P.I.C. mean concentration distribution
between 04h00 and 05h00 [fig. (5.21d)] behaves in the same
way as the GPM prediction, and shows clearly why no dosage
was predicted at site F5, The decisive reversals in the
trajectories for releases at 02h00, 02h30, 03h00 and 03h30
[fig. (5.21c)] illustrate the purely temporal nature of

the competing gradient-wind influences.
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Run 711 covers a period of only moderate stability
during which an initial land-breeze is supplanted by a
light westerly wind. From 21h00 to 08h30 this westerly
wind shows relatively small variation, and it finally
becomes the usual gradient-induced south-westerly wind
after 09h30 [fig. (5.23)]. An interesting aspect of this
run is the high dosage which occurs in the Meerensee
residential area as a result of the invariability of wind-
direction.

Temperature gradients at masts 3,5 and 6 near the
bay show low stability from 20h00 to 07h00, when gradients
become higher at masts 3 and 6 due to the temperature lag
of the water surface [fig. (5.22a)]. The almost uniformly
neutral stability of the region at 07h00 [fig. (5.22d)] is
upset by 07h30 [fig. (5.22e)] as masts 2 and 5 begin to

record superadiabatic temperature gradients (36/5z<0).

The absence of major temporal transients in the wind-

field is demonstrated by the concentration of mean traject-
ories in fig. (5.26). As a result, relatively few filters
registered particles [fig. (5.25)]. The prediction of
significant concentrations for filters 13 and 19 (site F8)
by both DPM and GPM solutions may result from a clockwise

directional shear with height. The direction at the

elevated position of mast 9, which receives a low weighting,

is perhaps an indication of this [24h00-06h00, fig. (5.23)].

The DPM provides fair estimates for the remaining filter
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fig. (5.25)
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concentrations, though predictions by the GPM are in better
agreement for filters 3 and 22 [fig. (5.25)].

Filters at site F7 in Meerensee record a mean
concentration of 157,5 particles per cubic metre between
20h52 and 08h20. Based on a release rate of 5 x 10° p s™!
this represents a dilution of 3,15 x 1077 s m~3, and a

total dosage of 0,013 s> m™3 x Q.

220
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5,2.6 Run 714 (14.7.76 to 15.7.,76).

It is quite likely that the development of a stable
surface layer during the night acts to insulate the surface
from moderate synoptic weather variations. This appears
to be the case in Run 714 where the calm conditions after
sunset allow the establishment of a 1ight land-breeze [fig.
(5.28), 20h30 to 24h00]. The influence of a south-westerly
gradient wind finally dominates the wind-field after 01h00.
Between 22h00 and 24h00 there is a slight convergence over
Richards Bay, probably due to a katabatic flow down the
Umhlatuze river valley, and a current channelled southwards
over Lake Mzingazi by the coastal dune.

An interesting feature of figure (5.27a) is that the
subadiabatic temperatdre gradients remain unaffected by the
higher wind-speeds associated with the S.W. wind after 02h00.
Gradients are consistently near-adiabatic close to the bay,
remote masts showing an inexplicable minimum at 23h00,
Figure (5.27d) shows that the entire region is stable at
20h00, a small area over the bay becoming more neutral by
04h00 [fig. (5.27¢)].

Between 19h00 and 21h00 the wind direction moves
eastward, reaching a maximum after 21h00. Figure (5.29)
shows that this temporal variation has induced sufficient
Tateral shear in the DPM distribution to account for the
concentration measured at filter 3 (15,8 p m~3, site F7)
whereas the GPM distribution does not extend fhis far, A

further westward maximum is evident at 22h00 before the



272

RUN 714  (14/7/76-15/7/76)

0.Bflg.(5.27a)

Ld.%\lon 0.

POTENTTAL TEMPERATURE GRADIENT AT 10M

=z
iy
o

-

O
A
+
X
[
PS

O &N —

( Cu-t}
L iR et Suii? vtk e I il
-0.1 1 1 1 i i = | 1 1 1 1 J
133G 2000 2160 2200 2300 2400 160 700 300 409 g60
TIME(SAST]
fig.(5.27b) fig.(5.27¢)
RELEASE HISTORY J MAST ANO FILTER PGSITIONS
ASTY
7t .
[ |
S -
a
;g?l] 3 y nsc%nps‘uw'_/
r g . AETS g
s oy s
2t J o A i g
! F W OKH 1KH_ 24N
2000 za00  Z400 200 400 //i'<”@bm":é%“i s
TIME(SAST) ' o I
fig.(5.27d) fig.(5.27e)
INVERSE STABILITY LENGTH L™'tM™) INVERSE STABILITY LENGTH L'(M™)
CONTOURS AT TIME= ZOOO§HST CONTOURS Q{\TIME- 400, SAST
0.100 08
ans \_‘_9 0056 ) .
+4 10 1o i1
K\o.!oo +i13 11
L/‘0ﬂ75 ¢.2Q0
0.10Q
+ﬂ
-H5
+7 .075
0os0 T8
0.d75
yd




223

fig. (5.28)
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fig.(5.29)
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fig. (5.30)
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final, slow sweep towards the east between 23h30 and 04h30.
Figure (5.32) shows predicted concentration distributions

at 23h40 and OOR55 during this eastward transient, clearly
demonstrating the origin of the mbre di{ffuse concentration
histograms predicted by the DPM. In figs. (5.32a) and
(5.32b) the older portions of the plume show more lateral
spread because of the earlier action of the new wind
component in this region. Filter concentrations predicted
by the DPM are generally in poor agreement with measurements,
though GPM predictions are somewhat worse [fig. (5.30)].

The final eastward transient creates a large region
of low dosage between filter sites F5 and F8. Mean
concentrations predicted by.the P.I.C. model between 23h00
and 02h00 [fig. (5.31b)] seem to embrace most filter
measurements in this region [filters 7 (68,5 p m~3%),

11 (2,4 p m™*) and 12 (75,1 p m~%)], though any improvement
on GPM predictions should be purely fortuitous. This is
because the P.I.C. model only differs from the GPM by its
neglect of horizontal diffusion. The Meerensee residential
area is seen to experience mean concentrations between 1 and
316 p m™® during this period, whilst the southern end of
Arboretum experiences about 1000 p m~2, This is comparable

with 3200 p m~3 recorded later by filter 19 in central

Arboretum.
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5.2.7 Run 722 (22.7.76).

Temporal transients and wind-shear are of particular
importance in determining the distribution of dangerous
pollutants following a short accidental release. An attempt
was made in run 722 to simu1até an instantaneous release,.

A total of 574 g FP2267 was released between 12h39% and
12h403% from a height of 21 m on mast 9. In order to
achieve this high release-rate, it was necessary to release
the powder in dry form from a canister with perforations in
one end. Although the particle yield of 0,9 x 10!° p g~
[section (4.1.3)] applies specifically to the acetone-
medium dissemination system [section (4.1.2)], it was used
in this case to obtain an estimate of the total release.
Hence a release-rate of 8,61 x 10'% p s™! is assumed between
12h393 and 12h40% [fig. (5.33b)]. During release, it was
noted that a number of large agglomerates fell to the
ground within a short distance of the mast. The assumed
yield should thus lead to over-estimates of the recorded
filter-concentrations.

Potential temperature gradients [fig. (5.33a)] during
the run led to near-neutral conditions throughout the region
[figs. (5.33d), (5.33e)], with only mast 9 displaying a
subadiabatic gradient. This anomaly may arise from an
inaccuracy in the manual digitisation of the thermistor chart
record at mast 9. The effect extends some distance from the
mast, since mast 9, with its key position in the run, did not

receive its usual low weighting [see section (5.1)].
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fig.(5.36)
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Figure (5.34) shows that a fresh N.E. wind persisted
during the run, with speeds up to 9 m s™% at the 10 m Tevel.
As a result, membrane filter receptors were positioned in a
close array beyond the large smelting works [Alusaf]

[fig. (5.33c}]. The effect of the gradual westward move-
ment of wind-direction between 13h00 and 13h27 is evident in
the measured filter concentration histograms [fig. (5.36)].
However, even the DPM proved incapable of predicting the
large along-wind spreads associated with filters 10, 11

and 16.

The near-neutral conditions would Tead to a relatively
flat velocity profile. However, the assumption of roughness
lengths z, = 0,2 m [grass, stands of trees, isolated bushes]
and z; = 1,2 m over the industrial buildings [section (4.2.4),
appendix (A4.4)] should make the neutral profile more gradual
in the affected region [equation (1.15)]. Although DPM
concentration histograms display two or three times the
spread of the GPM histograms, the wind-shear apparently
cannot explain the low concentrations observed after 13h00.
It is possible that some form of elution mechanism was active
whereby particles were held up in relatively stagnant areas
within vegetation and amongst buildings. On the other hand,
the DPM cannot account for a rapid increase of velocity with
height in a shallow layer near ground-level, because of the
layered structure of the lagrangian puff solution [section
(2.4.4.2)].

Figure (5.35) shows that the DPM provides a good

estimate for filter 2 and a fair estimate for filter 1,
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For filter 6, with a measured mean concentration of

4,4 x 10° p m~?, the DPM predicts 21,3 x 10%® p m™® whilst
the GPM predicts 42,4 x 103 p m™?%. In general, DPM
predictions are only slightly better than the GPM

predictions.
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5.2.8 Run 723 (23.7.76).

Run 723 covers a short, calm transition period
between N.E. and S.W. gradient wind conditions, An initial
northerly breeze gives way to a variable land-breeze between
04h30 and 06h30 [fig. (5.38)]. After 07h00 the influence
of the south~westerly becomes stronger, with sharply
deteriorating stability [fig. (5.37a)]. Temperature
gradients at masts 3 and 6, near the bay, lag until 09h00
before becoming superadiabatic. At 09nh00, conditions over
the entire region are near-neutral [fig. (5.37e)].

Some major differences are apparent in the concentra-
tion histograms predicted by DPM and GPM solutions [fig.
(5.40)]. Lateral wind-shear associated with the eastwards
transient between 04h00 and 05h00 extends the DPM distribu-
tion sufficiently to provide an accurate estimate of the
mean concentration recorded by filter 4 (88,4 p m~%) at
site F6 [fig. (5.39)]. For the same reason, the DPM
provides a better estimate than the GPM for filter 8
(77,4 p m~® measured) at site F7 during the second eastwards
transient beginning at 06h30. Although agreement with
measurements is only fair, DPM predictions are better than
GPM predictions in all cases except for filter 11.

The DPM concentration distribution at 05h00
[fig. (5.41a)] shows that the variation in shear direction
has extended the cloud over a large area. The stronger
breeze near masts 5 and 6 about 04h30 has operated only on

the portion of the plume which crossed that area, leading to
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RUN 723 (23/7/76)
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fig. (5.38)
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fig.(5.40)
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a slight bifurcation of the distribution, The Tow
concentration allocated to filter 5 by this diffuse cloud
does not differ significantly from the measured zero-
concentration [fig. (5.39)].

The origin of the divergence in the 05h00 distribu-
tion is demonstrated by the 05h00 locus set up by traject-
ories with release times 03h30, 04h00 and 04h30 in fig.
(5.41b). Mean concentrations suggested by the P,I.C,
dosage distribution for filters 7 and 8 (sites F8 and F7)
are too low and too high respectively. Whereas mean

concentrations of 19,7 and 77,4 p m™?

were recorded by

these filters, fig. (5.41c) shows that the mean concentra-
tions predicted by the P.I.C. model at sites F8 and F7 for
the period 05h30 to 07h00 were 0 p m”? and about 10% p m~3
respectively. The sharp boundary between this distribution
and that for the period 07h00 to 08h30 [fig. (5.41d) ]
indicates a monotonic eastwards variation in wind direction.
As in the gaussian puff histogram [fig. (5.40)], the P.I.C.
model predicts that the distribution will only affect site
F7 after 07h00. In contrast, the DPM histogram for site

F7 shows considerable spread about the gaussian puff arrival
time, allowing the DPM to contribute significantly to filter
8 (9,5 p m™? predicted, 77,4 p m™> measured). The tendency
for DPM traverse histograms to be centred on the GPM
histogram peaks suggests that the 10 m tracking height used

in the GPM and P.I.C. models must be close to optimum.
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5.3 Simulation of Run 723 using predicted wind-fields.

An early motive for the development of a generalised
dispersion model was its planned use in conjunction with the
mesoscale wind-field model of Scholtz and Brouckaert (1976)
[section (1.3.1}], It is pointed out in appendix (A1.2)
that a limited number of complete solved wind-fields may be
supplied to the DPM as alternative input information. In
the simulation of run 723, these wind~fields were supplied
at 30 minute intervals. The lack of information concern-
ing perturbations with shorter periods has led to a smoothing
of the predicted quantities.

The series of wind-fields predicted for the N.E. to
S.W. transition period of run 723 is presented in fig. (5.42).
The positive sense of the vectors is generally towards the
coast. The effective gradient-wind component for this
period has been estimated by subtracting the predicted land-
breeze and slope-wind from the measured velocity at mast 9
[fig. (4.4)]. Whereas the land-breeze potential was con-
sidered proportional to the difference between a "land"
temperature measured at mast 8 and a sea temperature of
22,09°C [equation (1.33)], slope wind potentials were based
on an estimated temperature increase through the inversion
Tayer [equation (1.34)].

The effectiveness of the wind-field model may be
gauged by comparison with the interpolated measured wind-
fields in fig. (5.38). The dependence of the predicted

wind-field on the velocity measured at mast 9 is easily
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fig. (5.42)
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fig.(5.44)
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fig.(5.45)
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recognised, though the model correctly predicts convergence
over the bay at 04h30 and 06h00. Observed temporal
transients tend to progress rapidly across the wind-field
creating a temporary spatial incongruity. Since the wind-
field model is based on steady~state continuity, the entire
predicted wind-field responds immediately to the gradient-
wind component detected at mast 9. Hence the modelled
wind-field for 06h30 is based on the early response of mast
9 to a fresh westerly component, and is unrealistic through
the remainder of the region. For complex synoptic weather
variations, a more centrally-situated indicator mast would
be desirable. The Wind-field model grid-scale used in
this application was relatively coarse (635 m).
of spatial variations will improve with smaller grid

intervals.

The detail
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Only masts 2, 3, 5, 8 and 9 actively supplied meteoro-
logical data during run 723, the remaining masts having been
dismantled. Modelled wind-fields were supplemented with
stability information using an inverse square interpolation
amongst the available masts.

Comparison of the 10 m trajectories in fig. (5.43)
with those calculated from the measured wind-field in
fig. (5.41b) shows that the 30-minute interpolation periods
between solved wind-fields have had a severe smoothing
effect. The result -is an almost monotonic gradual swing
to the east, so that much of the complexity of the DPM
solution, associated with shorter and more varied temporal
transients, will be Tost. Indeed, the concentration
histograms in fig. (5.44) show simple traverses as the plume
moves eastward, and the dual traverses at sites F5 and Fé6
are omitted [fig. (5.40)]. However, comparison of figs.
(5.45) and (5.39) shows that the loss of the second
traverse at F6 has led to a better estimate of filter 9
(3,1 pm™® predicted, 0 p m~® measured) whilst the slower
traverse of F7 has given an improved estimate of filter 8
(256 p m™3 predicted, 77,4 p m~® measured). The only other
filter concentration estimate to display a marked difference
as a result of the modelled wind-field is that for filter 7,
which decreased from 160 p m™® to 0 p m~3 in comparison with
19,7 p m™3 measured. In the measured wind-field, the final
directional transient which carries the plume across site
F8 is much larger, and thus induces more spread than in the

predicted wind-field. This lateral spread contributes
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significantly to filter 7, whereas the predicted wind-
field gives no contribution.

Despite the lack of temporal detail in the predicted
wind-fields, filter-concentration predictions are only
slightly inferior to those for the measured wind-~fields.

It is likely that filter integration periods have absorbed
shorter differences, though the effectiveness of the
modelled wind-fields will certainly improve with better
temporal resolution. The dominance of synoptic transients
in run 723 has largely masked the ability of the wind-field

model to predict local stable wind-currents.
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CHAPTER 6

DISCUSSION

6.1 Motivation.

In the siting of new industries, or the establish-
ment of pollution cause-effect relationships for existing
industries, there is a growing demand for realistic predict-
jve descriptions of the atmospheric transport behaviour.
Variable point-source release is the fundamental emission
mechanism, and is particularly relevant when individual
industries are in question.

A review of existing approaches to the modelling
of point-source releases in a variable environment showed
serious shortcomings in temporal/spatial resolution and
accuracy [section (1.6.4)]. Even for continuous sources,
the assumption of steady-state behaviour during stable-
weather pollution episodes will lead to unrealistic local-
isation of the effectf The temporal variability of both
wind-fields and stability is clearly demonstrated by the
observations in section (5.2). Although steady-state models
such as those proposed by Hino (1968), Ito (1970), Ragland
(1973), Roffman, Rao and Grimble (1975), Ragland and Dennis
(1975), and Lebedeff and Hameed (1975) may provide accurate
descriptions in a steady-state atmosphere, conversions of
such models to temporally~ and spatially-variant environ-

ments are fraught with approximations, not the least of
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which is the neglect of lateral wind-shear.

More realistic attempts to simulate atmospheric
transport using 3-dimensional grid models have been under-
taken by Randerson (1970), Egan and Mahoney (1972b) and
Shir and Shieh (1974]. However, the coarseness of the
solution grids in these models limits their useful applica-
tion to large area-sources. Moreover, the satisfaction of
stability criteria [equations (1.64), (1.65)] does not
guarantee numerical accuracy.

The simple "trajectory" models presented by
Leahey (1975) and Chu and Seinfeld (1975), in which vertical
columns of air are advected at some mean effective velocity,
suffer the disadvantage that they neglect wind-shear and
horizontal diffusion. Hameed (1974b) and Liu and Goodin
(1976) tackle the equivalent eulerian problem by performing
mass-balances over adjacent vertical cells.

Resolution inadequacy in the grid models stems
entirely from computation/storage limitations. By local-
ising the solution in the neighbourhood of the diffusing
material, lagrangian puff models offer a means of improving
resolution.  Such an approach was proposed by Lamb and
Neiburger (1971), based on an analytical puff solution.
However, the Timitations of analytical puff descriptions
[Quesada (1971), Saffman (1962), Chatwin (1968)] led to a
decision in the present work to provide a numerical solution

for the lagrangian puff.
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6.2 Development of the dispersion model,

The prime difficulty encountered in the develop-
ment of a generalised dynamic puff model was to retain the
identity of each puff, the dimensions of which could become
extended in any direction through the action of wind-shear.
It became necessary to create a "proximate curve™ which
followed the mass-distribution, representing the position
of a curvi-Tinear vertical solution grid. The distribution
of each puff was resolved into this grid in the form of its
zeroth, first and second moments. Solution for the
diffusion and advection of moments parallel to the grid was
performed numerically. By minimising wind~shear normal to
this surface, the orthogonal distribution was adequately
described as gaussian at any point in this surface. The
"numerical diffusion" problems encountered by earlier models
[Molenkamp (1968)] were avoided by introducing lagrangian
shifts in the grid strata, or first moments, instead of
solving for advection by finite differences, A stable
"limiting value" method was developed in order to provide a
fast, explicit solution for the diffusion step.

Peripheral procedures, such as locating the puff in
eulerian space, and supplying it with representative
velocity and diffusivity information, could to a large
extent be controlled externally, for example, by improving
the resolution of the avajlable data. In order to estab-
Tish the accuracy of the puff solution itself, it was

compared with the analytical description of Quesada (1971)



249

and the moment description of Saffman (1962) [section (3.1)].
Comparison with the Quesada solution for 1inearly-sheared
unbounded puffs showed a slight lag in the response of the
numerical solution to wind-shear. Puffs resulting from a
ground-level release in linear shear were constructed using
the first three moments provided by Saffman, Agreement
with the numerical solutjon was good, the dynamic puff

model also showing pronounced positive skewness at ground-
level, as predicted by Saffman.

The numerical puff solution was also used to simulate
several pub]fshed observations of experimental instantaneous
releases, though the necessary wind and diffusivity profile
information provided in the associated studies was rather
poor [section (3.2)]. Although predicted concentration
time-histories had the same form and spread as those observed
by Nickola Ludwick and Ramsdell (1970) and Drivas and Shair
(1974), the "leading edge" of predicted puffs generally
arrived at measurement sites earlier than the observed puffs.
Predictions near the source showed insufficient spread,
probably as a result of initial inaccuracy following the
"seeding" of the numerical solution with a gaussian puff
[section (2.3.2)]. The continued development of a cloud
as it passes an observation point tends to give positive
skewness to the observed concentration-history, despite the
fact that the cloud may have positive skewness with respect
to downwind distance in the lagrangian frame. The conten-

tion of Drivas and Shair (1974),that positive skewness in
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the observed concentration-history represents that predicted
by Saffman (1962) for the lagrangian frame,is thus incorrect.

Further assessments of the validity of the puff
solution were made by its application in continuous steady-
state releases [section (3.3]]. Agreements with the gaussian
plume formula (1.41) and a solution which included power-Tlaw
varjations in velocity and diffusivity [Peters and Klinzing
(1971)] were good, though a slight deterioration was evident
with increasing distance from the core of the plume. Since
concentrations in these regions were low, the error introduced
should not be significant. Reasonable agreement was also
obtained with the numerical solution provided by Ito (1970).

The concentration distributions presented in section
(3.4) illustrate the important redistribution effect of
horizontal wind-shear. Material initially separated by a
small vertical distance undergoes a large relative displace-
ment in the horizontal. The continuous interaction of this
mechanism with vertical diffusion leads to rapid horizontal
expansion at heights affected even by low wind-shears,
Observed mesoscale wind-fields under stable conditions show
continuous temporal transients [section (5.2)]. Although
these transients may be small over certain periods, the
magnitude of the redistribution effect following a transition
in shear direction indicates that it must be accounted for
to avoid serious error in the distribution.

Numerical solution for the lagrangian puff allowed the

inclusion of several removal mechanisms [section (2.3.4)].
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The effect of ground-level absorption was approximated
during each time-step by applying an adjustment factor
profile based on an initially uniform vertical distribution.
Although this assumption may appear crude, it has the
advantage that the additional vertical transport induced by
the mechanism occurs only as a result of the mechanism,
allowing normal vertical diffusion to be dealt with separately.
ITlustrative solutions showed that sedimentation and ground-
1eve1 absorption had a similar effect in moving the ground-
level distribution forward, owing to the increasing importance
of material carried forward by higher-velocity strata. On
the other hand, uniform decay as in washout or chemical
reaction led to a uniform "shrinking” of the cloud.
Several limitations are inherent in the formulated
dynamic puff model:-
(1) The model is based on the diffusion equation
(1.39) which is only approximate]y valid for
gradual spatial and temporal variations, and
relatively short turbulence time-scales
[section (1.4.1)].
(2) The distribution normal to the proximate curve
at any point is assumed to be gaussian, whereas
significant skewness may delelop with wind-shear
in this direction [section (2.2.4)].
(3) Variations in velocity, diffusivity and removal
parameters encountered by the puff as it moves
through eulerian space are assumed to apply

immediately to the entire puff [section (2.2.3)].
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{4) The processes of advection and diffusion, and
the various removal mechanisms, are assumed
to act independently during each trajectory
time-step [section (2.3.1)].

(5) The validity of the solution in the lagrangian
frame is dependent on the approximate linearity
of the transformation ?P (2.8),

(6) The expanded puff is located in eulerian space
by fixing the proximate curve on three tracking
points. This may lead to significant incon-
sistencies in wind-fields with strong streamline
curvature [section (2.4.4.1)].

(7) When the model is applied to continuous releases,
position and distribution parameters are inter-
polated independently in space or time in order
to locate additional puffs [section {2.4.1.2)].
Positional problems such as Tocation, interpolation

and determining the effective values of parameters stem
from attempting to deal with the elongated puffs as lagrangian
entities. Although measures could be taken to alleviate
associated errors, they all involve much additional computa-
tion, and would detract from the viability of the approach.
Despite these limitations, it is felt that the import-
ance of wind-shear, and the flexibility of the model in
dealing with arbitrary spatial and temporal transients and

removal mechanisms, justify the complexity of the solution.



The only means of gauging the benefits of such a model is

by measuring it against the best possible form of some
simpler model. As a result, a second lagrangian puff

model was developed based on the analytical solution for

a gaussian puff [appendix (A2)]. The only functional
difference between this model and the dynamic puff model

lay in the fact that velocities and diffusivities were fixed
on the values at one specified height. Diffusivities
determining the size of the puff at any point on its
trajectory were based on the time-mean values experienced

by it en rbute, whilst sedimentation could only be accounted
for by allowing the eulerian vertical scale to slide
upwards.

Initial tests showed vast differences in the concentra-
tion distributions predicted by the dynamic puff model (DPM)
and the gaussian puff model (GPM) [section (3.4)]. For a
continuous, steady release in a steady-state wind-field,
this effect will be largely obscured by superposition,
assuming that an optimum effective velocity is chosen for
the gaussian puff. The fact that release-rates are often
variable and wind-fields are always variable means that the
GPM will normally under-predict the area affected.

It is frequently the case that the observer during a
poliution episode is interested in short-period exposures
and peak concentrations, for example, following an accidental
release of some toxic or radioactive substance. Accurate

knowledge of the distribution and its variation with time



will be indispensable . However, a more common requirement
is for long-period dosage information during a steady
release, and it might reasonably be expected that the
relative performance of the GPM will improve in these
applications. This is because the variability of traject-
ories over a long period provides an effective horizontal
diffusion which absorbs much of the complexity of instant-
aneous distributions. The series of tracer experiments
conducted in this study involved membrane filter measure-
ments with dosage periods short enough to give some
indication of the instantaneous distribution. Identical
input information was supplied to the dynamic and gaussian
puff models, their predictions revealing the expected

limitations of the GPM despite its use in the dosage mode.

6.3 Description of the mesoscale system,

Whereas a simple dispersion model will not warrant a
detailed meteorological description of the system, the

development of a complex model which accounts for velocity
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and diffusivity variations demands suitable input information

in order to be effective. Not only is the user of such a

model faced with an additional computation cost, but he must

provide detailed measurements or predictions of the atmos-
pheric behaviour in order to benefit from it,

It has been pointed out that the successive improve-
ment of dispersion models, incurring large computation and

measurement costs, usually results in diminishing returns
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owing to the essentially stochastic nature of atmospheric
behaviour [section (1.10.2)]. However, there has been a
recent trend for pollution-conscious cities and industries
to undertake extensive afr-monitoring programmes, so that
fhe type of meteorological input required by sophisticated
models is becoming more available. Further, Fortak (17974)
points out that modern methods of stochastic dynamic
prediction will eventually allow statistical forecasts, one
or two days in advance, of mesoscale meteorology, whilst the
deterministic prediction of mesoscale wind-fields shows
promise as a source of detailed advance information
[e.g. Scholtz and Brouckaert (1976) - section (1.3.1)].
During the tracer experiments conducted in the present
work, detailed measurements of the wind-field and atmospheric
stability were provided by a radio-telemetry system [section
(4.2.2)]. Perhaps the most significant errors arising from
the use of this data-base lay in the obvious limitations
imposed on spatial resolution by the 9 meteorological
stations, The value of a parameter required at some point
in the region was estimated using a weighted interpolation
scheme based on inverse-square distance from the measurement
stations [Wendell (1972)]. This procedure can result in
false divergencé in the wind-field, and workers such as
Endlich (1967), Dickerson (1973) and Liu and Goodin (1976)
have proposed schemes designed to minimise divergence.
Unless entire wind-fields could be stored at short time-
intervals, these schemes would entail a large amount of

computation during model execution, and for this reason
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they were not included in the present work. Moreover, the
relatively close mast spacing used during the experiments
should minimise‘undefined wind-currents [fig. (4.4)].

In its present form, the dynamic puff model does not
account for the possible variation of wind direction with
height. Where this directional shear does not occur simply
as a result of the Coriolis force ["Ekman Spiral"], it
becomes necessary to define the vertical structure by such
means as balloon sondes. Csanady (1972) conducted tracer
experiments over 30 km, finding that the only significant
deviations from expected gaussian distributions occurred in
the presence of extreme cross-wind shear, and could not be
attributed to‘the Coriolis effect. Since it is unlikely
that the Coriolis effect will play a major part in boundary-
layer diffusion over shorter ranges at mid-latitudes, and
since measurements of other forms of directional shear are
generally not available, the omission of directional shear
is reasonable.

Another effect which complicates the true vertical
structure arises from the inhomogeneity of typical terrain
[section (1.2.2)]. As wind flows over a change in surface
roughness, an internal boundary-layer develops which grows
upwards at a rate of about 1/10 of distance downwind of the
discontinuity [Panofsky and Townsend (1964), Taylor (1969)].
Peterson (1971) points out that significant errors may
arise through assuming average values for the friction
velocity u, and roughness length z, over heterogeneous

terrain. In the present simulation of tracer experiments
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it was necessary to define a roughness-length distribution
based on general classifications of surface-types [section
(4.2.4)]. Related spatial variations in velocity and
diffusivity profiles were assumed to act on the entire cloud
immediately it entered a new region.

The velocity and diffusivity profiles used in the
dynamic puff model were based on those suggested by Dyer
(1974) [section (2.4.2)]. These profiles were extended
for strong stability following the treatment of Webb (1970),
and were assumed to apply throughout the surface layer.
[Car1, Tarbell and Panofsky (1973)]. Horizontal diffusivity
was related to vertical diffusivity using established
relations for the Sutton diffusion parameters [Venter,
Halliday and Prinsloo (1973)]. The defining parameters for
the profiles were friction velocity u,, Monin-0bukhov
stability length L, and the roughness-length z,. Where
measurements were provided by the radio-telemetry system,
they were processed by a meteorology sub-model [appendix
(A4)] to form readily-accessible point-histories of the
profile parameters.

Stability measurements showed significant spatial
variations, mainly resulting from the presence of a large
water surface [Richards Bay] in the region of interest
[section (5.2)]. The surface temperatufe lag caused by
the convective distribution of heat in the water bulk
resulted in relative instability over the water at night,
and enhanced stability for up to 4 hours after sunrise,

Similar observations were recorded by MUnn and Richards
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(1963). The interpolated stability field presented to the
dynamic puff model was necessarily crude when the physical
origin of the spatial variations is considered. However,
the distribution of meteorological masts appears to have
adequately defined the important influence of the water-
surface. Under typical land-breeze conditions, tracer
released at mast 9 [fig. (4.4)] would be carried across the
bay at night, experiencing higher diffusivities and flatter
wind-profiles than over the land surface.

In a separate report, Mulholland, Scholtz and Brouckaert
(1977) present the 75-hour data-base which spans the 8 tracer
experiments. This publication includes all of the emission,
dosage and meteorological information used in the present

work, as well as the estimated roughness~length distribution.

6.4 Simulation of tracer experiments using wind-field

and stability measurements.

The aim of the tracer experiments was to define some
of the complex transport behaviour which might be expected
in a real spatially- and temporally-variant system,
However, Timitations in the number of membrane filters which
could be sited, and in the frequency of filter changes, as
well as the difficult task of anticipating atmospheric
behaviour (despite the availability of "on-line" information),
all provided obstacles to an ideal definition by measurement.
Nevertheless, an attempt was made to site filters in areas

particularly affected, and to renew them as often as possible
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during temporal transients, The enormity of the task
facing a single mobile filter-changing team can be gauged
from the mean-concentration histograms presented in section
(5.2).

Both the dynamic puff model (DPM) and the gaussian
puff model (GPM) were employed to predict filter dosages,
as well as selected concentration distributions. Although
the predictions included a settling velocity of
1,64 x 107° ms™!, the effects of surface retention and
fluorescence decay were neglected largely due to the Tack
of suitable information [section (5.1)]. Particle inertia
and sedimentation were found to cause only negligible
deviations from the diffusion behaviour of air. This was
established for 3,74 um ZnSCdS particles under typical
conditions of turbulence, using the diffusivity-ratio
expressions of Peskin (1971) and Meek and Jones (1973)
[section (4.1.4)].

The dynamic puff model has a fixed-parameter input
in the sense that certain parameters such as release-time
interval, solution grid-sjze and the size of the contributing
margih around the region of interest, may be specified. The
release-time interval spaces actually-solved puffs, solutions
between these times being provided by interpolation.
Depending on the speed of temporal transients, this parameter
will determine the guality of the final solution. In fact,
the DPM automatically defines features such as short releases,
though a release-interval of 900s was commonly used in the

simulations. This value was based on the availability of
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averaged wind~field information at intervals of 180s

[section (4.2.2)]. The filter-dosage solution for run 627
was performed using a release-time interval of 700s as well,
in order to establish the sensitivity of the result to this
parameter. Differences in predicted dosages were negligible,
and it was concluded that the 900s interval provided an
adequate description. The solution for run 630 was likewise
found to be relatively insensitive to the lower weightings
applied to masts 6 and 7, and the inclusion of a limited

form of directional shear [section (5.2.25].

The experiments conducted at Richards Bay, and the
simulations thereof, are presented in full in chapter (5).
Mulholland, Schoitz and Brouckaert (1977) present the dosage
measurements and predictions in fabu]ar form. The important
differences between DPM and GPM predictions all resulted from
the two-dimensional wind-shear present in a continuously
varying wind-field. Temporal transients both induced new
lateral wind-shear, and revealed existent longitudinal wind-
shear in the diffusing material. Although the effect of
shear is most striking in the concentration distributions
presented in section (5.2), evidence of its contribution
was also found in the filter-dosage predictions. Predicted
concentration histograms at the filter sites showed that
registered dosages occurred largely during relatively short
plume traverses. The associated temporal transients
produced significant spread in the DPM plume, whereas GPM

predictions showed highly peaked concentrations over short

periods.
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Wind-field behaviour frequently displayed large
directional oscillations in response to synoptic weather
variations. One means of detecting the shear component
was thus by filters positioned beyond the trajectory
extremes of these oscillations. Thus fiiters No. 14 (run
705), 18 (705), 3 (714) and 4 (723) were so positioned and
timed as to detect concentrations which the DPM accounted
for, but which the GPM gave no indication of due to the
absence of lateral shear.

During complete traverses, filters were occasionally
timed so as to benefit from the upwind or downwind spread
predicted by the DPM [7 (705), 8 (723)]. The tendency for
sharp gaussian plume peaks to be centred in these concentra-
tion histories indicated that the GPM tracking height of
10 m was close to optimum for the 25,31 m release-height.

Although longitudinal shear in the original wind
direction wi]] play a part in subsequent traverses, the
effect of this shear will become more important in variable
releases. Hence the interruption of release between 01h54
and 03h06 during run 708 [section (5.2.4)] produced a large
gap in the gaussian distribution. The ensuing temporal
transient passed this gap over site F5, whereas the upwind
and downwind longitudinal spread present in the DPM plume
[fig. (5.21a)] contributed correctly to filter 7 (708) at
this site. However, 1dngitudina1 spread was apparently
underestimated in the instantaneous release of run 722

[section (5.2.7)]. At site F2, some 3700 m from the
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source, significant concentrations were recorded for more

than 20 minutes. As expected from the relatively flat
velocity profiles accompanying instability, the bulk of the
material traversed the receptor sites during the short

period predicted by the DPM, The low concentrations recorded
thereafter were not predicted by the DPM, and it is possible
that they arose through an elution mechanism associated with
stagnant regions within vegetation and amongst buildings.

The high concentration gradients present under stable
conditions demand an accurate wind-field description if
concentration distributions are to be predicted correctly.
Where aspirated filters integrate entire traverses, positional
errors wWill be less obvious. However, a few cases were
observed where concentrations measured on the extremes of
directional oscillations were incorrectly predicted by both
the DPM and the GPM, and where the measured concentrations
could not be accounted for by the interpolated wind-field
[8 (630), 9 (630), 28 (630), 29 (630), 13 (711), 19 (711)] .
These discrepancies may result from a variation of wind
direction with height. Such directional shear would tend
to shift the cloud centroid away from its expected trajectory
based on ground-level wind directions. The associated
positions would also be sensitive to slight positional errors
in the estimated trajectories, due to inadequate spatial
resolution in the measured wind data. Nevertheless, the
infrequent significance of such errors would not Justify the

expensive task of providing better spatial resolution.
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Although the effects of spatial and temporal variations
in stability were easily identified in GPM distributions,
they were less obvious in DPM distributions due to the mask-
ing effect of wind-shear. The ground-level distribution at
08h25 in run 630 [section (5.2.2)] shows that the gaussian
plume expands as it passes over the unstable region near
mast 2, whereas the more obvious effect in the DPM plume is
a smaller lateral spread in the section affected by the
flatter wind profiles over this area during the traverse.
Concentration profile measurements at mast 3 during run 627
[section (5.2.1)] showed a significant increase of concentra-
tion with height some 3000 m from the source. The effect
of instability over the bay at night, or during fumigation
after sunrise, will be to mix this material down to ground-
level, as well as provide additional horizontal spread.

In attempting to assess overall model performance,
several reservations are in order. Seinfeld (1975) suggests
that models do not as yet provide predictions which are
commensurate with observation, so that comparisons to date
have been based on qualitative rather than formal statistical
methods. In fact, workers such as Shir and Shieh (1974),
Ruff and Fox (1974), and Fabrick and Sklarew (1975) quote
coefficients of correlation between predicted and observed
concentrations. However, the magnitude of the correlation
coefficient only indicates the degree to which comparison
points lie on any straight line, and mean relative error,
or standard deviation, are probably better performance

indices [Hameed (1974a), Lebedeff and Hameed (1975)], A
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further obstacle to providing a common basis for comparison
1ies in the fact that models must work from the same data-
base and predict the same data quantities in order to be
comparable. Hence GPM predictions may be expected to
improve relative to DPM predictions as dosage periods
(averaging times) are increased. Moreover, applied studies
such as those of Randerson (1970), and Shir and Shieh (1974)
deal with multiple-~source or area-source problems, In such
systems, spatial concentration variations are likely to be
smooth, so that observations and predictions will display
none of the spatial and temporal sensitivity of the point-
source problem. For example, a comparative study presented
by Lebedeff and Hameed (1975), for S0, transport in Nashville,
displays only gradual variations in predicted and observed
concentration, the latter varying only seven-fold in the
available data.

Observed pollutant concentrations are generally found
to have log-normal frequency distributions, regardless of
averaging time, though Bencala and Seinfeld (1976) could only
explain this phenomenon directly in terms of the near log-
normality of wind-speed distributions. The high spatial
concentration gradients in the present work have revealed
the full extent of this range, and predicted and measured
mean concentrations are most conveniently plotted on logar-
ithmic scales. The combined results for all simulations
using measured wind-fields [section (5.2)] are presented in
fig. (6.1). Once again, predicted and measured concentra-

tions have been restricted to a threshold of 1 particle per
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fig. (6.1) Combined results — Dynamic Puff Model and

Gaussian Puff Model predictions for
mean filter concentrations
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cubic metre, whilst the numerous filters for which both
predicted and measured values were below this threshold
have been omitted.

It is interesting to note in both the DPM and GPM
comparisons that significant concentrations were more often
measured and not predicted, than predicted and not measured.
It is Tikely that this effect arises from the lack of
definition for smaller wind-currents which would have given

greater variability to the true trajectories.

table (6.1) ANALYSIS OF DPM AND GPM COMBINED

PREDICTIONS.
LOGARITHMIC SCALE LINEAR SCALE

Correlation R.M.S. R.M.S. [Correlation| R.M.S.

Coefficient Error Error |Coefficient| Error

[Tog14(Cpm™2)] | [Concn. [pm=3]

Factor|

DYNAMIC PUFF MODEL 0,364 1,233 17,1 % 0,733 1714

GAUSSIAN PUFF
MODEL 0,274 1,495 31,3 % 0,677 14030 .

Table (6.1) presents a Timited comparison of the DPM
and GPM in terms of correlation coefficients and standard
deviation of the predictive error. These parameters are
based on predicted and measured values as plotted in fig.
(6.1). The low positive correlation coefficients for the

Togarithmic scale arise from the poorly-defined positive
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gradient in the scattered data. Since the measurements
may have been relatively concentrated about a particular
value, say 200 p m~3, it is really only the mean error,
or R.M.S. error, that will provide an indication of model
performance.

Based on the Togarithmic scale, the DPM gives a 17-
fold R.M.S. error whilst the GPM gives a 31-fold R.M.S.
error. ATthough the threshold values have contributed
quite heavily to these indices, GPM predictions are seen
to be too high in general, whilst DPM predictions straddle
the region enclosed by the 95% confidence limits for the
measured concentration. In the tracer experiments,
attempts were made to define the spatial distribution of
tracer by concentrating receptors in the currently-affected
region. The simplified view of the wind-field presented to
the GPM, together with the lack of wind-shear, probably
acted to maintain high GPM predictions in this limited area,
imposing a bias in the available data.

No study was found which was directly comparable with
the present point-source simulation. However, Shir and
Shieh (1974) used a 3-dimensional grid model to predict the
transport of S0, from multiple point and area sources in
St. Louis. Plots of predicted vs. measured 24 hr-averaged
S0, concentrations showed similar scatter to the DPM
predictions in fig. (6.1), though the log-scale correlation
coefficient was somewhat higher at 0,81, dropping to 0,71
for 2 hr-averages. Linear-scale correlation coefficients

for both averaging periods were lower than the corresponding
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DPM value. It is likely that the 5000 ft. horizontal
interval in the grid model imposed a severe limitation on
spatial resolution.

Shir and Shieh (1974) performed parallel simulations
using a gaussian plume model, obtaining predictions which
were generally too high, in much the same way as the present
GPM predictions are higher than observations. Despite
this shift in the present GPM results, relative spread was
only slightly greater than in the DPM predictions, and a
study was undertaken to identify parameters which might
contribute to the deviation of DPM predictions from
observations.

Some 15 variables were prescribed in such a way that
they could be quantified for each filter. The selected
variables were divisible into 6 broad categories.

(i) Probability : measured concentration;

(ii) Weather : mean wind-speed, stability, rate of
change of wind direction;

(iii) Wind-field definition : mean R.M.S. distance

from meteorological masts en route to filter;

(iv) Sedimentation : distance to filter, time of

travel to filter;

(v) Terrain : mean surface properties en route,
fraction water surface;

(vi) Operation : number of filters previously mounted/
dismounted during run (fatigue errors), battery

usage (aspirator reliability).
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The quality of each filter-concentration prediction
was represented by the parameter log (Epredictedlémeasured)’
which was plotted against each of the 15 "inf]uencing"
variables. The only clear trend to emerge from this
analysis was the expected convergence of the ordinate to
zero for large measured concentrations, due to reduced
sample variance [section (4.1.5.3)]. Log(Ep/Cm) possibly
decreased slightly with increasing time-of-travel to the
filter. Since the associated travel-times were generally

less than 2 hrs., this discrepancy may arise from an under-

estimation of sedimentation velocity. For the GPM
predictions, a plot of 1og(6p/6m) against potential tempera-
ture gradient showed increased positive deviation as well as
greater variability as stability increased. The inferior
performance of the GPM in a stable environment follows

from its neglect of wind-shear.

The absence of any obvious cause for DPM discrepancies
tends to preclude any refinement of the model based on the
present data. Even the measure of wind-field definition,
based on the mean R.M.S. distance of trajectories from the
meteorological masts, showed no relationship to deviations.
Despite the detailed nature of the DPM, it seems that random
atmospheric variations will always impose appreciable random
deviations on deterministic predictions. Nevertheless, DPM
predictions do represent an improvement on GPM predictions,
and this improvement may be expected to become more

significant for shorter sampling periods.
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The P.1.C. column model [appendix (A3)] appeared to
describe the dosage distribution adequately, provided
dosage periods were long enough to include smoothing
temporal variationé, Spatial resolution in the estimate
may be improved by decreasing cell-size and increasing
trajectory frequency, though any improvement on the GPM
point-dosage predictions will clearly be fortuitous.

Although the P.I.C. method is restricted to spatial distribu-
tions of dosage, it requires less computation in this
application, and such distributions are often of more
interest to planners.

The present dynamic puff model serves a purpose in
revealing the extent and origin of shortcomings in simpler
models. However, its use in routine pollution surveys and
assessments may not be justifiable in terms of cost and
benefit at present. Even if meteorological information of
commensurate quality were available, the DPM requires some
five times the computation required by the GPM. In the
tracer experiment dosage simulations of section (5.2), DPM
computer process time on a Burroughs 5700 machine ran at
approximately 2 times the real dissemination period in each
experiment. Tests on an IBM 360/155 computer indicated that
execution time would be reduced to about 1/8 of that on the
B5700, though the cost would remain considerable at present
process-time rates.

Nevertheless, the unique ability of the DPM in predict-
ing short-period dosages and spatial concentration distribu-

tions will be important even when minimal meteorological
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information 1is available. The recognition given to under-
lying physical processes should prove invaluable in the
simulation of contentious pollution incidents. As pointed
out by Hameed (1975), attempts to account for these
processes should only be abandoned once it can be shown that
a simpler model consistently provides results of equivalent

quality.

6.5 Comparison with indium oxide tracer measurements.

During the experimental runs described in chapter (5),
an indium oxide tracer was released simultaneously with the
ZnSCdS (FP2267) tracer, at a point separated by only 1 m from
the F.P. source. In the dissemination method devised by
Norden and van As (1977a), an indium chloride solution in
ethanol was used to fuel a high-temperature burner supported
at 24 m on mast 9 [fig. (4.4)]. The resultant oxide was
formed as a fine powder with mean particle size about 0,1 um.
Although release rates of 4,94 x 1073 g In s™! eliminated the
Tow particle-count significance problems discussed in section
(4.1.5.3), the indium displayed a threshold detection 1imit
in the region of the same dilution factor (concentration/
release-rate) represented by the 1 p m™® threshold of the
FP tracer. Despite the 0,65 um pore-size of the cellulose
acetate membrane filters, virtually all of the small In,0;
particles were retained, probably electrostatically. After
the FP counts, filters were analysed for indium by neutron

activation [Norden and van As (1977b)].
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fig. (6.2) Indium oxide tracer : Predicted versus Measured

mean filter concentrations using In,03 dilution factors
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Differences between recorded F.P. and In concentrations
should only arise through dissimilar sedimentation/deposition
behaviour, and on statistical grounds (low particle counts).
Observed dilution factors @oncentration/re]ease—rate]se]dom
differed by as much as two-fold, F.P. dilution factors show-
ing a tendency to be higher. For typical trajectory travel-
times of 2 hrs., F.P. sedimentation velocities of about
1,64 x 107% m s~! will enhance ground-level concentrations,
and this is probably the origin of observed differences. 1In
order to compare the indium tracer measurements with model
predictions, they have been converted to effective F.P.
concentrations by multiplying In dilution factors by the
mean F.P. release-rate. Comparisons with DPM and GPM
predictions for the available In analyses are presented in
fig. (6.2). Both DPM and GPM predictions appear to be in
slightly better agreement with In-based measurements than

with the F.P. measurements [table (6.2)].

table (6.2) ANALYSIS OF DPM AND GPM PREDICTIONS
FOR INDIUM-BASED MEASUREMENTS.

LOGARITHMIC SCALE
|
Correlation R.M.S. R.M.S.
Coefficient Error Error
[Togio(Cpm™?)] | [Concn.Factor]
DPM Predictions vs In-Based 0,479 1,113 12,96 x
Concn. 5 ’
DPM Predictions vs FP Concn.| 0,359 1,266 18,47
GPM Predictions vs In-Based 0,491 1,235 17,16 x
Concn. ’
GPM Predictions vs FP Concn. 0,392 1,345 22,11 x
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Figure (6,2) shows that GPM predictions for In-based
concentrations remain too high in general, Teading to a
17-fold R.M.S. error as opposed to the 13-fold R.M.S. error
of the DPM predictions. 0f course, both DPM and GPM
predictions include the 1,64 x 1073 m s”! sedimentation
velocity expected of 3,6 um ZnSCdS particles. It was
suggested in section (6.4) that this effective sedimentation
velocity may have been slightly Tow in terms of the collected
particles. It is possible that the negligible sedimentation
velocities of the In,0s particles have thus led to better

agreement with model predictions.

6.6 Simulation of Run 723 using predicted wind-fields

and stability measurements.

It has been pointed out that inverse square interpola-
tion for the wind-field [Wendell (1972)] may lead to false
divergence [section (1.3.2)]. The only means of accounting
for such local effects as katabatic flows, land-sea breezes
and topographically-induced currents is by direct use of a
suitable wind-field model. Whereas a model such as that
proposed by Scholtz and Brouckaert (1976) will provide a
rational description in terms of input information, direct
measurements at a number of points in the area can outweigh
the advantages of wind-field integrity. Best descriptions
are probably provided by compromise schemes in which, for

example, divergence is minimised subject to a number of



point-measurements [Endlich (1967), Dickerson (]973), Liu
and Goodin (1976)].

Nevertheless, the objective of the Scholtz and
Brouckaert wind-field model was to provide the best estimate
based on a minimum of meteorological information, and it was
used in this mode for simulation of the wind-fields in run
723 [section (5.3)]. The chief disadvantage of the model,
as used, lay in the limitation on temporal resolution
imposed by storing complete wind-fields at 30-minute inter-
vals. In fact, if a continuous indication of the synoptic
gradient-wind were available, this lTimitation would easily be
rectified: Resultant wind-fields are obtained by linear
combination of standard flow-potential fields, the various
factors depending on gradient wind and temperature. The
velocity at any time could be evaluated quite speedily by
performing the calculation as required, so that only the
potential fields would need permanent storage.

However, the predicted wind-fields would stijl]l

represent a series of steady-state solutions. In order to

minimise the effect of the fast-moving spatial discontinuity
which usually accompanies synoptic transients, the gradient
wind component should preferably be detected centrally in
the region of interest.

The smoothed temporal variations in the interpolated
velocities supplied to the dynamic puff model reduced the
wind-shear contributions usually predicted by this model.

However, filter concentration predictions were only slightly
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worse than those predicted using the measured wind-field
[section (5.2.8)]. Differences in the predictions were
probably largely absorbed by the Tong filter integration

periods.

The ability of the wind-field model to predict local
stable wind-currents was largely masked by the dominant
synoptic transients in run 723. Improved temporal resolu-
tion and central gradient-wind detection will provide a
realistic overall representation of the wind-field. In
conjunction with the dynamic puff dispersion model, it should
then be possible to provide an unparallelled description of
mesoscale atmospheric transport, based on the limited

meteorological information which is usually available.
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CHAPTER 7.

CONCLUSIONS

A review of current approaches to the modelling of
atmospheric dispersion showed serious resolution limitations,
or neglect of temporal transients and wind-shear. In order

to simulate transport from a variable point-source in an
arbitrary environment, it became necessaky to solve for
serially-released lagrangian puffs on a "subgrid" scale.

Numerical solution for the zeroth, first and second
moments of the puff distribution in a positioned lagrangian
frame allowed the incorporation of variable diffusion,
horizontal wind-shear, sedimentation, ground-absorption,
washout and first-order chemical reaction. The validity
of the puff solution was established by comparison with
certain analytical and numerical solutions for instantaneous
and continuous point sources, as well as by simulation of
instantaneousrre1ease experiments presented in the literature.
In particular, it was found that the combined action of wind-
shear and vertical diffusion spread material over a much larger
area than is suggested by the popular gaussian distribution.
This effect is especially important when a temporal variation in
wind direction induces shear in a second dimension.

A new dissemination technique for ZnS-CdS particulate
tracer was developed, based on the spraying of an acetone
suspension. In a series of field experiments, detailed

wind-field and stability information was provided by a radio-
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telemetry system. Recorded velocities showed continuous
temporal transients in the region. Although long filter
dosage periods absorbed much of the complexity of
concentration distributions predicted by the dynamic puff
model, predicted dosages showed evidence of extensive wind-
Shear. Neglect of wind-shear in an equivalent gaussian

puff model gave localised concentrations which were generally
much higher than observations, leading to R.M.S. predictive
errors about twice those of the dynamic puff model for both
zinc-cadmium sulphide and indium oxide tracers.

The high concentration gradients associated with a
point source in a stable environment gave the predictive
problem great spatial sensitivity. Undefined random
atmospheric currents appear to have acted on these gradients
to cause significant deviation from predictions. Since more
detailed wind-field measurements are generally not possible,
it seems that observations will always display an appreciable
random deviation from deterministic predictions.

Nevertheless, it is the mean quantities predicted by
deterministic models which are of interest to planners and
industrialists. The only obligations left with the
modeller are to represent the wind-field as accurately as
possible, and simulate the transport processes as realistic-
ally as possible. It is frequently the case that only
minimal meteorological information is available. As a
result, a wind-field model has been developed by Scholtz
and Brouckaert (1976) to account for the effects of topo-

graphy and temperature anomalies in determining spatially-
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variant velocities. Wind-fields predicted by this model
were used in the simulation of one tracer experiment,
producing filter dosage predictions only slightly inferior
to those predicted using the measured wind-fields.

The performance of the simpler gaussian puff model,
or even the particle-in-cell column model, may be expected
to improve for longer dosage periods. However, under
typical conditions the neglect of wind-shear in these models
will lead to serious error in predicted short-period
distributions and peak concentrations. In contentious
issues such as the accidental release of radioactive material,
the dynamic puff model will provide a class of information

that is not presently available from any other source.
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‘APPENDIX

CHAPTER Al

DYNAMIC PUFF MODEL

A1.1 Solution for the diffusion step: 1limiting value

method.

Consider the case of linear diffusion defined by

93C _ 9 oC
T E[Kx(x)ﬁ] (A1.1)

The concentrations and diffusivities at three neigh-

bouring points may be represented as in figure (A1.1).

. Concentrations and diffusivities
fig. (A1.1) : : :
at three neighbouring points




281

Interest lies in the adjustment of the central point C(o,t)

under the constraint of fixed boundary-values (but variable

gradients}). For example, if KX were constant, C(o,») would
1ie on the straight line joining C(-d,,0), C(d,,0). In

general, C(x,») must satisfy the condition of constant flux

through the region. The boundary conditions are:
C(-dy,t) = C; :
Ogtge (A1.2)
C(d,,t) = C,4

and the initial condition is the otherwise arbitrary form
of C(x,0), where C, = C(0,0). However, more information is
necessary in order to solve for the distribution C(x,t), and
this is provided in the form of the hypothesis that the rate
of change of C(x,t) is proportional to its deviation from

the equilibrium value C(x,x).

& . a[C(x,m) - C(x,t)] (A1.3)

For the above initial condition, equation (A1.3) may be

solved to obtain
C(x,t) = C(x,w)[]—e'at] + C(x,0)e 2t (A1.4)

so that the problem reduces to finding "a" which satisfies

equation (A1.1). From equation (A1.1), C(x,») must observe
3C _
Kx(x)§Y = const. (A1.5)

The solution may be simplified by replacing Kx(x) [fig.

(A1.1)] with an approximate step function
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K (-d1] = Ko, -digx<0 (A1.6)

K (x) =

X

K (3d2) = Ky O<xgd,

Then, for the boundary-conditions (A1.2}), equation (A1.5)

solves to give

oo
[=)
7ﬂx
R4
Q.

L

+ 2 } + C,, -d,<x<0
C(x,°) = { E

X

AN
Bo Ks

L

(C2-C. )/ (- + $2)

~

1

} + C,, O<xgd,

(A1.7)

where By

Now integrate equation (A1.7) with respect to x to obtain

d,

aC

C
8ax = K (d)¥5| - K (-dEE

d, -d;

-d,

Substitution using equation (A1.4) and solution for "a" yields

K ET 000, K (C (00|

a;
J [C(x,%)-C(x,0)]dx (A1.8)

1

where the prime indicates the x-derivative. A further
approximation is now made in that the initial distribution

C(x,0) is represented as the linear interpolation-

C, + (€C,-Cy)(-x/d,) , -d,<x<0 (A1.9)
Co + (C3-Cp)(x/d;) , O<xxd,

C(x,0) =

Substitution of equations (A1.7) and (A1.9) in equation
(A1.8) leads to
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a = 2[Ksda * Kido (A1,10)
dj_dz (dy+d. )

and at the point of interest (x=0), equation (A1.4) gives

C(0,t) = C(0,0) + ——*+ C1 - Cs (1-e73%y  (a1.11)

Clearly, the accuracy of this result would improve if
the boundar&—va]ues C(-d1,t), C(d2,t) were allowed to vary
in time, though this is impossible without further informa-
tion about the distribution surrounding the considered
cell. The accuracy of C(0,t) improves if the boundary-
values used are those predicted at 3t, also using equation
(A1.11), and this is the procedure followed in the present
solution. Notice from equation (A1.11) that this "limiting

value" method will be unconditionally stable.
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A1.2 Storage and interpolation of variables.

In section (2.4.2) it was concluded that the system
could be adequately defined for heat, mass and momentum
transfer using the following spatially- and temporally-

variant parameters:

UzG(x,y,t) x-velocity at height z
VzG(x,y,t) y-velocity at height Zq
5;G(x,y,t) potential temperature gradient 30/52| 26
L™3 (x,y,t) inverse Monin-Obukhov stability length

Zy(x,y) roughness length
d(x,y) zero-plane displacement
I END! deposition velocity representing ground

absorption

The variables z,, d and wy are always stored as
discrete values in 2-dimensional (xy) arrays. This makes
for easy acquisition of a value at (x,y) by two-dimensional
linear interpolation.

For the time-variant quantities, two modes of storage
are allowed by the meteorology sub-model [appendix (A4.2]:

(i) As three-dimensional discrete-value arrays Aijt'
[A series of x-y grids representing values at
specified times tk].

(i1) As discrete time-histories at a limited number

of points with arbitrary positions (xi,yi).
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In the case of storage as Aijt (i), values at (x,y,t)
are easily extracted using a 3-dimensional linear inter-
polation. However, a more sophisticated interpolation is
required to deal with the arbitrary positions of the discrete
time-histories (11). Though values are linearly inter-
polated with respect to time in the time-series, an inverse-
square interpolation [Wendell (1972), equation (1.35})] is
used in x-y space. As pointed out, this method may lead
to false divergence in the wind-field. I[f the correcting
schemés proposed by Endlich (1967), Dickerson (1973) or Liu
and Goodin (1976) were employed [section (1.3.2)] computer-
time would escalate. In the applications of the dispersion
model to date, however, arbitrary-point time-series measure-
ments have represented the wind-field with fair resolution,
and such false divergence is not expected to be an important
consideration. A provision is made in the inverse-square
interpolation scheme for the weighting of contributions
from individual space-points. In this way, for example,
measurements made in a poor location may be weighted-down
with respect to other measurements.

Because of computer-storage limitations, the three-
dimensional grid storage Aijt will have crude spatial or
temporal resolution in most applications. In particular,
if these measurements were derived from a limited number of
spatial points, this means of storage would prove most
inefficient in comparison with the arbitrary-point time-
histories storage (ii). However, if information is to be

supplied by a wind-field sub-model such as that of Scholtz
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and Brouckaert (1976) [section 1.3.1], it will normally
prove necessary to use the Aijt input.

Current interpolated values of U, g V. a» L-t, é;G’
Zo, d and wy are supplied by dedicated sub-routines in the
dispersion model. Friction velocity, and finally the values
of U(z), V(z), Kx(z), Ky(z) and Kz(z) are supplied by
further sub-routines according to equations (2.72) to

(2.75).

A1.3 Release-time sequence.

A1.3.1 Simulation of motion.

In general, the position of the centroid (for example)
of a cloud will be a function of atmospheric diffusion and
wind-shear. Thus Saffman (1962) showed that for a ground-
level instantaneous release with linear shear, the ground-
level centroid at X could be expected to accelerate as i%tg
[equation (1.59)]. Under the arbitrary conditions to which
the dispersion model is to be applied, it is in fact
necessary to solve for the growth of each puff in order to
be certain that it will or will not contribute to the
concentrations or dosages in the region-of-interest. The
idea of a region-of-interest was conceived both to enhance
solution resolution and to reduce computation by limiting
the release-periods which would actually have to be solved

for. The approach in this model is thus to estimate the

“position" of a cloud approximately, and then to allow an



287

additional specifiable space- or time-margin which will
account for contributions from neighbouring clouds by shear
or diffusion.
The objective is to define some optimal height
Z,(t-t”), such that a "particle" released with the puff at
(x"7,y°7t”), and moving with xy-velocity [u(x,y,Zq), V(X,¥,Zo)],
thus having a position determined by the lagrangian integral
t =
[X(£),Y(t)]=[x"",y""] + [t’[U{X(T),Y(T),ZO(T't‘),T} R
VIX(T)Y(1)sZo(1-t"),1}]dT, (A1.12)

will remain close to the region of the puff-distribution
which is of "maximum interest". At the outset, note that
necessarily Z,{(0) = z°”, the release height.

Consider, at time t, the 2-dimensional (xz) distribu-

tion of a puff which was released at (x"",y"",z"",t")

[fig. (A1.2)]

fig.(A1.2) Concentration distribution for a two-dimensional puff
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For the case of a unit release and a vertical diffusivity
KZ which is invariant with height, equation (1.53) may be

used to solve for the zeroth x-moment as

8o(z,t) = [4nKZ.(t-t’)]-%[exp{iéii%:fl7}
+ exp (gt riehy)] (A1.13)
KZ - .

Note that this result is independent of wind-shear.
By differentiation of equation (A1.13) it is found that the

vertical distribution has a maximum at

_[e- ~a\1}
Zoax © [z 2K, (t-t )]

Further, muliplication of equation (A1.13) by z and integra-

tion from 0 to « gives the vertical centroid

- [k (t-t')}% [ -z772 } [ z”” J
7 =2|4t—— exp|l——| + z77erf|———
[ m 4K (t-t7) 4K, (t-t7)

Whereas the velocity at i should approximate to the bulk
movement of the distribution, the velocity at height Zmax
will represent the dominant region of the distribution - an
important consideration as far as ground-level concentrations
are concerned. Numerous attempts to find an optimum form

of Zo(t) have centred on combinations of Z, Zmax’ such as

Ly, = (2+Zmax)/2, but this approach has always shown eventual
deviation from true puff behaviour. The method outlined
below accounts for the degree of wind-shear, and has proved

quite successful in practice.
Assume that the wind profile is linear, say

u-(z) = ofz-2-"]. In order to solve for the first x-moment,
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the zeroth moment (A1.13) is substituted into equation

(1.54), yielding

ael(z,t) 8261(2,1:) oz -(Z_Z")2
- Kz = 7| €eX
ot 9z? [4nK t1]? 4Kt
-(z+z277)?
+ expl—
LS (A1.14)
where t,=t-t"~. Equation (A1.14) is solved subject to an

impervious boundary at the ground, using Laplace

transformations.

a Kztl
el(Z,t) = z
4KZ m

+ {Kztl-z"(Z-Z”)}erfc{ZZiiijjé} (A1.15)
z

3

-(z-27")? -(z+z27")?
exp(———) + exp(——
4Kt 4Kt

[From Abramowitz and Stegun (1970), pp 299, 300
_ 52
i" erfc(z) = exp[-2"/2] (2/2)
n- -n-1
(27 'm)
where i=/-T, Dn is the parabolic cylinder function of order

n [Whittaker and Watson (1950)], and

i™! erfc(z) = 27" ¢ exp[-z?]

Using these relations, it can be shown that equation (A1.15)
reduces to the solution of Saffman (1962) (1.57) for
z77=0 .]

Diviéion of equation (A1.15) by (A1.13) yields the

position of the x-centroid at height z,



X(z,2"7,t) = 8,(z,2"",t)/60(2,277,¢)

Further, differentiation of X with respect to time allows
evaluation of the velocity of the centroid at height z

relative to the wind velocity at height z7°7.

dt = > + ?EEBT?{(ZKZt1+h)d(a+b)

+ (z+z”)(a+b)b’g - d.h ){a(z-z”)2+b(z+z”)2}
(ﬂKZtl) ZKZtl

where
t, = t-t~
a = exp[—(z-z”)2/4KZt1]
b = exp[-(z+z”)2/4KZtJ
d = erfc[(z+z77)/2(K, t1)?]
g = aln/K t1)/4

=
I

Kztl-Z (Z'Z )

An absolute velocity for the centroid at height z may then

be defined as

R dX(z,z"",t)
U.(z) = u(z"") + T

where the profile u(z) must be Tinear with slope a. The
effect of settling at constant velocity L is approximated
by allowing both the objective and reflective contributions

to sink according to w_t,. [figure (A1.3)].

290
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fig.(A1.3) Approximate sedimentation

z wind
source 13 hb ts. tq
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This is achieved by allowing the vertical scales in
equations (A1.13), (A1.15) to slide upwards as wstl, so that
finally

U.(z) = G[z“-wslt—t‘)] + %é[z+w§(t-t’),z“,T]

T=t (A1.16)

It remains now to define effective values for the constants
Qs Kz’ because it is intended to apply this strategy to
arbitrary velocity and diffusivity profiles. Since interest
lies in the centroid velocity at height z, it is reasonable
to use as o the average gradient between z and the "bulk" of

the material at (z“-wg(t-t‘)), i.e.
o =[a(z)-ﬁ(z“-wsxt-t'))]/[z-z"+wsxt-t‘)]

However, equation (A1.16) has an obvious flaw for
ws>z“/(t—t‘), and in this case the effective gradient is
taken as a = u(z)/z, and the first term on the R.H.S. of

equation (A1.16) is replaced with the velocity

uy; = a[z“-wg(t-t’)].



In this way, the correct behaviour of the centroid is
preserved, based on a hypothetical velocity profile below
the ground. The effective diffusivity KZ is also based
on the mean of the heights z,[z”—ws(t-t’)], and in the
event of wS>z"/(t—t‘), it is taken as the average between
z and the ground.

To extend this approach to the two—dimensiona]
problem [u(z), v(z)], note that the x-centroid will be
independent of the y-centroid (1.54), so that Vc(z) may be
defined identically. By assuming linearity in the region
of the vertical centroid, it has been possible to express

the velocity [U_(z).,V (z)] as a correction of the velocity

c
near the "vertical centroid", viz. [ﬁ{z"-wsit-t’)},
viz"7-w.(t-t7)}].  Hence the concept of an effective
tracking height Zo(t-t”) has been bypassed, and it is now
possible to follow the centroid for a specific height -
typically the height at which dosages or concentrations are
required. If this height is Zt’ equation (A1.12) may be

replaced with

t
[X(t)aY(t)] = [x”’yﬂ] + [[UC{X(T)’Y(T)aZtaT}’
t-

VX (1),Y¥(1),Z,,1}]dr E (AT

where the additional arguments in Uc’ VC arise because of

the extension of u, v to spatial and temporal variability.

29%?

17)
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A1.3.2 Application.

Returning to the motivation for the development of
equation (A1.17) it was noted that the region-of-interest

concept demanded identification beforehand of the release

periods which would contribute to dosages or concentrations
[section (2.4.1.2)]. The alternative would be to solve

for all release-times, a costly and inefficient exercise.
Though equation (A1.16) is approximate, and does not account
e.g. for surface absorption, it has provided realistic
estimates of the true location of clouds, and errors are
easily allowed for by specifying adequate release-time
margins.,

A release history Q(t”) is provided for the point
(x"7,y"",2”°7), say from t;i to t;. This interval is
discretised with a specified step-size AtR = (t;—tf)/nR.
The centroid-trajectories for the Na releases Q(t{+iAtR)AtR,

i = 1""R’ are then solved for by discretising the ]agrangian
integral (A1.17), and integrating until times "t" which are
greater than the maximum time of interest. For concentra-
tion-distributions, equation (A1.17) will define a locus of
centroid-positions at a specified time-of-interest [fig. (2.3)].
The release-times at which this locus enters and leaves the
region-of-interest are noted, and provision is made for up

to 3 such locus-segments to be contributed for a single time-
of-interest. Each Tocus-segment is then expanded out of the
region-of-interest by expanding the release-time sequence

using a specified factor. The corresponding release-time
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sequences are then supplied to the lagrangian puff model,
which discretises each sequence and solves for individual
puffs until the appropriate time-of-interest. The
location of these puffs in eulerian space depends entirely
on their actual growth in the wind-field.

In the evaluation of point-dosages, the prediction
of centroid locations is only necessary to provide an
estimate of the earliest release-time which will affect
the region-of-interest during the earliest dosage-interval.
The application of equation (A1.17) in this case is analogous

to that for the concentration distributions.



A1.4 Computer program.

The important calculation procedures used in the

numerical model have all been discussed in chapter (2).

Reference to figure (A1.4) shows that four distinct classes

of input information are required.

(1)

(ii1)

Meteorological data - temporal/spatial

variation of velocity, diffusivity, as
dependent on surface roughness, stability.

Release information - location and effective

height of source, release history, tracer
characteristics for sedimentation, reaction,
absorption.

Specification of desired output - region of

interest, times of interest for concentration
distributions, or points and time-intervals
for dosages, grid resolution for distributions.

Fixed parameter values - optimal step-size

criteria, lagrangian puff solution grid-size,
puff spacing and distance margins, minimum
and maximum allowed values.

Whilst the fixed parameter values (iv) are set

internally by the model (but may be altered), inputs (i),

(ii) and (iii) are supplied as filed data via a meteorology

sub-model [appendix (A4)], the purpose of which is to
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convert raw meteorological information to the standard input

formats

required by the dispersion model. It is convenient

to input the release information (ii) and the output



Freure (Al.4). DYNAMIC PUFE MODEL : FLOW DIA

GRAM

METEOROLOGY INPUT

SOURCE [WPUT

SPATIAL/ TEMPORAL LCCATION, EFF.HEIG
ISTORIES RELEASE-HISTORY

gl CONTINUOUS QR TRACER-REACTION.
11) DISCRETE 6RIDS SETTLING, ABSORPN,

CHARACTERISTICS

HT

FIXED PARAMETER INPUT

i ]

SET INITIAL VALUES,

OPTIMAL STEPSIZE CRITERIA
SOLUTION GRID-SIZE
PUFF-SPACINGTDISTANCE
MARGINS, MINTMAX ALLOWED
VALUES

CONCN.,

r—NEXT TIME OF INTEREST

SOLUTION SPACES+ZERQ

s

DOSAGES OR CONCEMTRATIONS?

REGION OF INTEREST

DISTRIBUTION GRID-S1ZES, STEPSIZES
DOSAGE POINTS AND INTERVALS
HEIGHTS OF MEASUREMENT

CONCN, -DISTRIBUT[ONS
OR POINT-DNSAGESY

DOSAGE

SERIES

FIND EARLIEST AND LATEST RELEASE
TIMES TO AFFECT REGION AT TIME-OF-
INTEREST. SPECIFY RELEASE-TIME

FIND EARLIEST
AFFECT EARLIES
SPECIFY SEMI-I
SERIES. SPECI
OF PUFF TRAJEC

r

RELEASE-TIME TO

T DOSAGE INTERVAL
NFINITE RELEASE-TIME
FY FIXED SEQUENCE
TORY-STEP TIMES

T

CONCN,

e

SET INITIAL VALUES FOR
RELEASE~-TIME SERIES

NEXT PUFF-RELE.

CONCENTRATIONS
OR POINT-DOSAGES?

SET PUFF TRAJECTORY TIME-STEP
SERIES TO END AT TIME-OF

DOSAGES

INTEREST

SET IMITIAL VALUES FOR PUFF
TRAJECTORY-STEP SERIES,
INITIAL PUFF

CUMULATIVE VALUES * ZERO
POSITION - SOURCE POSITION
INITIAL ORIENTATION
PROXIMATE CURVE

——NEXT TRAJECTROY-STEP, 4t ———————&=

NEXT SUB-STEP 8t/Ng ———————————oni

ADVECT PROXIMATE CURVE

P TO NEW POSITION IN

EULERIAN SPACE AND

ACCUMULATE MEAN PARAMS.
T

¥
ADVECTION OF LAGRANGIAN
DISTRIBN, RELATIVE TO
PROXIMATE CURVE P

SETTLING, ABSORPTION,
REACTION, WASHOUT,
ACCUMULATED DEPOSITION

i

‘DIFFUSION USING MEAN AJ

PARAMETERS FOR 4t

CONCENTRATION% OR
POINT-DOSAGES ¢

DOSAGES ———'

ASE

CONCNS.,

TWO-DIMENSIONAL INTERPOLATION

TRAJECTORY COMPLETE

NO TO TIME OF INTEREST?

I
YES
]

TO LAST TRAJECTORY STEP AMD
LAST RELEASE-TRAJECTORY.

TO PUFF AND CONTRIBUTE TO
RELEVANT DOSAGE-INTERVALS,

LOCATE DOSAGE POINTS RELATIVE

FOR LAST RELEASE-TIME

INTERPOLATE TO FINAL PUFF

AND ADD CONCNS. TO CONCN.
DISTRIBUTION SOLUTION GRID

PUFF OUTSIDFE REGION-
N0/ OF-INTEREST OR TIME

LAST RELEASE-TIME
FOR THIS,_TIME-OF-
INTEREST?

YES

EXCEEDS LAST INTERVAL-
TIME 7

RELEASE-TIME EXCEEDS
LAST DOSAGE INTERVAL?

YES

NO__LAST TIME-OF-INTEREST

2

FOR CONCN. DISTRIBNS.?

CONCENTRATION
DISTRIBUTION

RESULT

POINT-DNSAGE
RESULT
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specification (iii) to the meteorology sub-model for filing
along with the reduced meteorological data.

Though some differences arise between the concentra-
tion-distribution and dosage applications [section (2.4.1.1)],
it is noted that the numerical model is dominated by two
nested iterative procedures. The outlying procedure
concerns the release of instantaneous puffs at a series of
release-times, whilst the nested procedure concerns the
solution for each of these puffs in a series of "trajectory"
time-steps. During each trajectory time-step, the puff is
translated in a series of small steps through eulerian space,
using velocity information for the current position and time.
At the same time, meteorological information is accumulated,
so that time-averaged values for the trajectory-step are
available for subsequent operations in the lagrangian frame

section (2.3.1), equation (2.37).

At the end of each release-time step, all inter-

mediate information is stored alternately in two files.

The purpose of this procedure is to allow continuation of

the solution regardless of when the model execution may be
interrupted. On the completion of a concentration-distribu-

tion or dosage solution, all results are similarly filed for

subsequent processing.
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A1.4.1 Functions of subroutines.

A listing of the Dynamic Puff Model (DPM) computer
program (in FORTRAN) is presented in appendix (A1.4.3).
A11 fixed parameters are specified in the program as
"block data", but these may be altered according to the
application. The main program is simply a facility to
allow alteration of the various array sizes in order to
minimise computer storage requirements. The controlling
administrative procedures are all conducted by subroutine
"MAIN", the key position of which is illustrated in the
stacking diagram, fig. (1.5). The functions of the 23

subroutines employed in the program are outlined below.

A1.4.1.17 MAIN

1. Reads input data (INPUT, STORE).

2. Initialises parameters.

3. Selects release sequence (LOCUS, UEFF) for either
point-dosage or concentration-distribution outputs.

4. Controls release-sequence loop, requiring solution

for serially-released puffs (PUFF).
5. Administers storage of intermediate data (STORE) and

accumulation of data for concentration distributions

(REFER, CIRCA).



fig. (A1.5)

Subroutine

stacking

block
data

(fixed
params.)

main
pTogram

(d imensions)‘

MAIN

2¥9

STORE

INPUT
STORE TIMEX
UEFF
LOCUS UEFF
STORE TIMEX
ALTER PHI
PROP2
VELO
WEND
PROP2
PROPS
WEND
PUFF SPEED FRIC
FUNCT FRIC
REMOVE
DIFF
DOSE CIRCA
STAGE
REFER CIRCA
MAP STORE
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6. Calculates trajectory time-step sequence for each

released puff,

Atl = A'/Z
At1+5j = (J+1)A°, i = 1,000t ,5
j = Os]a ©
i+5j £ 1

where A” is a basic stepsize which is adjusted to allow
concentration distribution so]utioné to terminate at
the time of interest [section (2.4.3)].

7. Stores final point-dosage or concentration distribution

solutions (STORE, MAP).

A1.4.1.2 INPUT.

1. Reads filed data covering: [a) meteorology input
(b) source input
(c) specification of output.
2. Allows for meteoro1ogy input in form of (x,y,t) grids
or continuous histories at selected points

(appendix (A1.2).

A1.4.1.3 STORE.

1. Acquires intermediate data from storage file to
continue an interrupted execution.

2. Writes intermediate data into storage file after each
solved puff-release, provided a specified elapsed time

has been exceeded (TIMEX).



3. Initialises files at the beginning of a new run-
execution.
4. Stores final results (point-dosages or concentration

distributions) in an output file.

Al1.4.1.4 TIMEX

1. Provides program elapsed (total) time for monitoring

purposes.

A1.4.1.5 LOCUS

1. Estimates release-sequences which affect the regibn-
of-interest at a specified time-of-interest.
2. Simulates motion of puff centroid at height-of-interest

using subroutine UEFF.

A1.4.1.6 UEFF

1. Estimates velocity of the puff centroid at the height-

of-interest using equation (A1.17) [appendix(A].Bﬂ.

A1.4.1.7 PUFF

1. Solves for the development of the lagrangian puff under
the specified conditions [chapter (2)]. Controls
the trajectory-step Toop.

2. Advection step: translates proximate curve to new

position in eulerian frame and performs relative

301
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advection in the lagrangian frame (VELO, SPEED)

t+At_
C (x,z,t+At) = C [(X-J U(Z,T)dT),Z,t}.
n n t

3. Solves for the removal of material by sedimentation,
ground-absorption, washout, first order chemical
reaction, and accumulates associated ground
deposition. (REMOVE).

4. Performs diffusion step (DIFF).

5. Allocates dosage contributions to dosage-points (DOSE).

6. Terminates trajectory-solution on reaching the time-
of-interest, or exceeding the last dosage interval,
or moving beyond contributing margin around the

region-of-interest.

A1.4.1.8 ALTER

1. Alters vertical and horizontal stepsizes in the
Tagrangian solution grid in order to satisfy the

optimality criteria (2.76):

Bxopt = (KXAt/0,4)é . Bzgor = (KZAt/0,4)5

2. Adjusts stepsizes at the grid centre to meet these

criteria provided their average deviation exceeds a

specified tolerance.

3. Allows horizontal stepsizes to expand outwards from

the grid-centre [section (2.3.3)] (PHI).
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Al1.4.1.9 PHI

1. Calculates the horizontal distance sequence for grid
positions, using stepsizes Ax which expand 11near1y
outwards from the grid-centre,

Grid-centre stepsizes are based on optimal values,
whilst extreme stepsizes are fixed by a specified

ratio.

A1.4.1.10 VELO

1. Extracts point-values for the velocity components at
a specified height (present parameter format).

2. Interpolates values either from Aijt grid storage
(linear) or selected point "continuous" data (linear
in time, weighted inverse square in space) (PROP2,

WEND) .

A1.4.1.11 PROP2

1. Interpolates for parameter values at a point (x,y.t)
using grid-stored data (Aijt) [appendix (A1.2)].

Linear interpolations in time and space.

A1.4.1.12 WEND

1. Interpolates for parameter values at a point (x,y)
given the values at a series of points (Xi’Yi)’ i =1,n.
2. Uses a weighted inverse square method, in which the

weights may be specified.



3. Rejects interpolation unless usable data are available

at a specified minimum number of points 1.

A1.4.1.13 PROPS

1. Extracts point-values for the stability parameters at
(x,y,t) and constant surface properties at (x,y).

2. For stability parameters, interpolates values either
from Aijt grid storage (linear) or selected point
"continuous" data (linear in time, weighted inverse
square in space) (PROP2, WEND).

3. Interpolates constant surface parametérs linearly from

(x,y) storage grids.

A1.4.1.14 SPEED

1. Obtains friction velocity from fixed height velocity
measurements (VELO) by inverting equation (2.72)
(FRIC).

2. Calculates the x- and y-velocity components at any

required height, using equation (2.72).

A1.4.1.15 FRIC

1. Inverts equation (2.72) in order to establish friction

velocity u, from supplied velocity data at a specified

height.
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Al1.4.1.16 FUNCT

1. Calculates entire vertical and horizontal diffusivity

profiles using equations (2.73), (2.74) and (2.75).

A1.4.1.17 REMOVE

1. Accounts for removal due to ground-absorption, washout
and first-order chemical reaction by adjusting the
lagrangian puff concentration distribution according
to equation (2.63).

2. Calculates ground deposition for depositing processes
(i.e. excluding chemical reaction). Deposition

distributiaons are subsequently used in subroutine DOSE.

A1.4.1.18 DIFF

1. Performs the lagrangian puff diffusion step [section
(2.3.3)].
2. Uses the "limiting value" method described in appendix

(A1.1).
3. Pre-evaluates cell boundary-concentrations at iat

for use in final prediction.

A1.4.1.19 DOSE

‘1. Allocates dosage-contributions to the dosage-points

for the appropriate dosage intervals [section (2.3.5)].
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2. Transforms the lagrangian distrbution into the
eulerian grid using a circular arc representation of
the proximate curve (CIRCA).

3. Allocates deposition contributions if required.

A1.14.1.20 CIRCA

1. Calculates the centre, radius and sense of a circular
arc passing through the forward, centre and rear
tracking points used to locate the lagrangian puff
in eulerian space [section (2.4.4.1)].

2. Approximates the advected "proximate curve" discussed
in section (2.2.2), thus allowing representation of

the puff distribution in eulerian space.

A1.14.1.21 REFER

1. Allocates puff-concentration contributions to the result

grid covering the region-of-interest, for concentration

distribution solutions.
2. Assumes a gaussian distribution normal to the lagrangian

puff solution surface at any point, and locates this

surface using CIRCA [section (2.3.5)].

A1.14.1.22 MAP

1. Stores concentration distribution solutions in output

file (STORE).

2. Prints out result grid.
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Al1.14.1.23 STAGE

1. Prints out information concerning the numerical
solution for the Tagrangian puff, as it develops.
Suitable specification of a flag will suppress this

print-out, which is mainly for diagnostic purposes.
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A1.4.2 INPUT-QUTPUT SPECIFICATIONS.

In the specification of source or meteorology input
data for the Dynamic Puff Model, it should be noted that
point values are extracted from all time-series by Tinear
interpolation. (In the case of the Monin-Obukhov (1954)
stability length, L™! is linearly interpolated). Hence a
time-series should be specified so as to define the import-

ant features in the development of a parameter [fig. (A1.6)].

fig.(A1.6) Specification of fime-series

(1,Q,) (%

history

The meteorological variables are only used in
subroutines SPEED, FUNCT and FRIC [appendices (1.4.1),
(1.4.3)] so that they may be used to carry other properties
if alternative relations are substituted in these subroutines.
Note that S.I. (Systeme Internationale) units should be used
in specifying input data and fixed parameters.

The relationship between the data-grid and solution-

grid (region-of-interest) is clarified by figure (A1.7).
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fig.(A1.7) Data-grid and solution grid (region-of-interest)

(0,7TQT)

Clearly, the solution-grid must be enclosed within, or
coincident with, the region in which data are available. 1In
the case of the point-dosage solution, the region-of-interest
must be specified so as to enclose all dosage points. This
follows from the use of the region-of-interest to establish
whether a puff is likely to contribute to any dosage point.
A11 "grid" coordinates used in the DPM relate to the basic
data-grid, which obviously represents some portion of the
earth's surface.

A review of the input-output specifications contained
in appendix (A1.4.3) shows that the DPM has two input modes and
two output modes, giving a total of 4 modes of operation
[fig. (A1.8)]. When data are based on measurements at a

limited number of points (e.g. meteorological masts) it is



fig. (A1.8) Inpuf-output modes

meteorological data dosages at selected
stored as (X-Y) grids points during a o
covering the data- succession of specified
region 3t a series time-intervals
of times [Aijt]
INPUT OUTPUT

. tration
meteorological data ERERRILTT ¢ .
stored as discretised distribution in fhe

region-of-interest at
a specified height
at a specified time

histories at selected
points in the region

clearly advantageous to store them as the discretised point-
histories. On the other hand, if it is desired to use some
rationalised form of the wind-field (e.g. a predicted wind-
field), it will be necessary to use the Aijt grid-storage
[appendix(A1.2)]. Array sizes need only be altered in the
main program in order to accommodate particular input or
output formats. Required minimum sizes are easily calcul-
ated as the product of the variable dimensions in subroutine
MAIN.

In the file READ and WRITE statements, integers are
occasionally mixed with reals. If the program is run on a
computer which provides different storage for reals and
integers (e.g. one-word integers, two-word reals), care must
be taken to supply the correct "dummy" spacings given in
appendix (A1.4.3). Further, record lengths should accommo-

date the maximum requirement of 60 reals or 60 integers.
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The input and output formats employed by the DPM

computer program are detailed in appendix (A1.4.3). The

program included in appendix (A1.4.4) is designed to set up

a test input data-set for the DPM. The corresponding printed

output of the DPM is presented in appendix (A1.4.5).

The following input variable Tists should further help

to clarify the input requirements of the model.

A1.4.2.1 Meteorological data.

GRID INPUT
AND

POINT-HISTORY
INPUT

-

:

L

NTDAT - number of times at which data are
provided

(TDAT(J),J=1,NTDAT) - sequence of times at
which data are provided (point histories:
NTDAT=2,TDAT(1)=O,TDAT(2)=tmax)

ITOT - number of X-divisions in data-grid

JTOT - number of Y-divisions in data-grid

DXB - X-stepsize for data-grid

DYB - Y-stepsize for data grid

Z0(1,d) - roughness-length distribution in
data-grid

D(I,J) - zero-plane-displacement distribution
in data-grid (not used in model at
present).

LG - height of velocity measurements and

potential-temperature gradient



GRID INPUT
ONLY

POINT-HISTORY_<

INPUT ONLY
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-

UZG(I,Jd,T) - X-velocity at height ZG

VZG(I,Jd,T) - Y-velocity at height ZG

STAB(I1,J,T)- inverse Monin-Obukhov (1954)
stability length (L71)

PARAM(I,J,T)- potential temperature gradient

at height ZG (38/3Z|26).

NMCD - number of measurement points (masts)
NTCD - number of time-points in histories
TSCD - first time in history sequence (set=0)
DTCD - interval between times in history

sequence.

((XGMAST(J),YGMAST(J)),Jd=1,NMCD) - grid positions

of measurement points.

(WEIGHTINGFACTOR(J),J=1,NMCD) - weighting
factor (0,0 to 1,0) for each measure-
ment location.

((PARAMT (K,T),K=1,NMCD),T=1,NTCD) - X-velocity
at height ZG for each location at each
time

((PARAMZ2(K,T),K=1,NMCD),T=1,NTCD) - Y-velocity
at height ZG for each location at
each time

((PARAM3(K,T),K=1,NMCD),T=1,NTCD) - inverse
Monin-Obukhov (1954) stability length
(L™%) for each location at each time

((PARAMA((K,T),K=1,NMCD),T=1,NTCD) - potential
temperature gradient at height ZG for each

Tocation at each time in sequence.
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A1.4.2.2 Release information

XGS,YGS - grid-coordinates of source.

ZS - height of release point.

NSTR - number of time-nodes in release history

(TSTR(J),J=1,NSTR) - time-node sequence for release history.

(QSTR(J),J=1,NSTR) - release-rates at time-nodes in sequence.

REACTION/
REMOVAL
PARAMETERS

~
WS - sedimentation velocity

PREM - constant first-order rate constant
(positive for decay)

TDES - time at which washout commences

ﬁ TDEF - time at which washout ends

PDEP - washout rate constant ("coefficient")
((RAB(I,J),I=1,1T0T),Jd=1,dT0T) - distribution

of ground-absorption deposition velocity

L in the data-region

A1.4.2.3 Specification of desired output

CONCENTRATION
DISTRIBUTIONS
AND
POINT-DOSAGES

r

ITJEK - flag for diagnostic “"check-plane"
option (usually set = 0)

XG1,XG2,YG1,YG2 - grid-coordinates defining
Timits of the region-of-interest (in
which the concentration-distribution

will be provided, or which must enclose

the dosage-points)
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~

NTIME - number of times-of-interest
(TIME(J),J=1,NTIME) - sequence of times-of-
interest
NHANS - number of heights at which X-Y
distributions are required
CONCENTRATION | (HANS(J),J=1,NHANS) - sequence of heights at
DISTRIBUTION which X-Y distributions are required
OUTPUT ONLY (XGA,YGA),(XGB,YGB), (XGW,YGW) - grid-
coordinates of marker-points A,B and |
in the concentration distribution output.
NMX,NMY - number of X and Y sub-divisions in

the region-of-interest, determining

L resolution of the result-grid.
~
NTDOS - number of times in dosage interval
boundary-time sequence (= number of
dosage intervals plus one)
(TD0OS(J),Jd=1,NTDOS) - dosage interval boundary-
time sequence, determining the sequence
POINT-DOSAGE of (NTDOS-1) dosage intervals
OUTPUT ONLY ) NPDOS - number of points in region-of-interest
at which dosages are required
((XDOS(J),YDOS(J)),J=1,NPDOS) - data-grid
coordinates of points at which doéages
are required during the interval

sequence,

LZDOS - height at which dosages are required.
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Al1.4.2.4 Procedure variables,

MUL - run number

DELTA - release-time scan stepsize for establishing which
release-intervals contribute at a particular time.

DELTB - trajectory time-step for locating relevant release-
intervals (used in conjunction with DELTA).

DELTC - finer release-time step for fixing release-interval
boundaries (after DELTA).

DELTD - finer trajectory-time-step for fixing release-

interval boundaries (used in conjunction with DELTC).
NSDT - number of sub-steps to each trajectory-step in the
puff solution, for the purpose of advection in the

eulerian frame.
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Al1.4.3 Dynamic Puff Model : FORTRAN program Tisting.




BURRUUGHS B=5700 FOKTRAN CumPILATION (MARK xvI.0.10),
DPM ZECPMMUL
=========:=====

$ SET IBMU26

& SET TAPL
FILE 2 = INPyT »
UNIT = READER

EILF 3 = QuTpur »UNIT = PRINTER
FILL 4y = DATO/ECPMMULAUNIT=UISK'BLDCKING=1)RECDRD'60
FILE 41 = DAT1/ECPMMUL;UNIT=UISK'BLDCKING‘ltRECGRD=60
FiLg 42 = DATZ/ECPHMULAUNIT=DISK'BLUCKING'loRECGRD=60
. LE 43 = DAT3/ECPMHUL)UNITEDISK)BLUCKING'IARECURD'&O
FILE 44 = DATR/ECPHMUL)UNITHDISK'BLGCKING‘IARECDRleo
F}LL 45 = DATS/ECPMMUL)UNIT'UISK'BLDCKING=1)RECORD=60
p LE 46 = DAT6/ECPHMUL)UNIT'DISK'BLUCKING=1)RECORleo

ILﬁ 47 = DATT/ECPHMUL:UNLT=DISK'BLOCKING‘I)RECORD=60
FILE 48 = DATB/ECPMMUL'UNIT=DISK!BLDCKING=IARECORD=60
E{LL 49 = DATQ/ECPMMUL)UNIT=UISK'BLOCKING‘ltRECDRD‘ﬁO
. LE 81 =& DATll/ECPHMUL'UNIT‘DISK)BLUCKINGEIAREC0R0=60
c
C
(é =======:==:==:======================================================:
4
C UYNAMIC PUFF MODEL
g FOR ATMOSPHERIC POINT=SUURCES
C ) MeMULHUOLLAND
c UEPARTMENT OF CHEMICAL ENGINEERING
c UNIVERSITY oF NATAL
¢ DURBAN» SODUTH AFRICA,
g 11Th SEPTEMBER, 1977,
c

o
0‘70‘50‘10<3013n(36¢30cﬁh:nntzncﬁn

A«DATA INPUT

t;ggéR INTERPQLATION IS USED TU EXTRACT POINT=VALUES FROM ALL UATA
-l SSED As T;ME-SERIES - CHUUSE TIME=NODES TU DEFINE ALL IMPURTANT
EATURES (SDURCE DATA» METEQGROLNGICAL DATA) '

C USE S.I1.(SYSTEME INTERNATIONAL ) UNITSt KGsMsS)
(I)CARUS

CLICONTINUATION FROM PREVIGUS EXECUTION
-iNIEHMEDIATE DATA EX FILE M1(51)=SET 1ST CARU "{"
- SINTERMEDIATE DATA EX FILE MP2(48)=S
(2)INITIAL EXECUTION : = LA
SET 15T CarD "o

IN (11)
L 0 T

IN (I1)
(1) AND (2) ABOVE, .

2HY CRRD‘EL%PSED(IUTALE TIMF(MINUTES) IN (I4) WEFORE FLRST
ReFILING UF INTERMEDIATE DATA

:(‘.-t‘-ﬁ()(‘.‘ﬁﬁf‘,f.-r‘ﬁf't‘:ﬁﬁﬁﬁﬁOﬂﬁﬁﬂﬁﬁﬁﬁﬂﬁﬁnﬁoﬁﬁﬁoﬁono000000()0000000(')

(e AP Ko

(9]

[

3RU CARD(LAST)tINTERMEDIATE PRINTOUT FLAG=SET IN (I1) AS FOLLOWS?
"1™ NO INFORMATIUN RE PUFF ITERATIONS
"2" BASIC INFORMATION KE PUFF ITERATIONS
"3" BASIC INFORMATION WITH OCCASIONAL PRINTOUTS UF PUFF

CIIDFILED INFORMATION

ALL FILES USED IN SERIAL REAU/WRITE MODE
REMEMBELRIMAX 60 WORDS(REALS OR INTEGERS) PER RECORD

(1)

EACH LABEL READ AS BO0A1 AND FILED IN
FILEC47) AS TWO CUNSECUTIVE RECORDS OF 40
INTEGERS, RECORDS O TO 11y OCCUPIED B8Y
LABELS 1 Tp 60 (LET) AS FuLLOWSt=

CINSERT DUMMY VALUES FOR MISSING LABELS)

DATA=DESCRIPTUR LABELS=

LABEL
01=RuUn NUMBER»,MUL
02=NUMBER OF DATA=TIMES»NTOATC(SET=2 FOR CUNTINUUUS DATA INPUT)
03=DATA=TIMES»TUAT(J) (SET TDAT(1)=0)
05=X AND Y GRID POSITIONS IN HMET.DATA GRIULITOT,JTIGT
06=X AND Y STEPSIZES IN METs DATA GRID»DXB»DYB
07=LIST OF DATA=TIME WEIGHTING FACTORS FOR W/F

HFELloWF2,HF3,nF 4

06™GRiID CUORDINATES UF (SUB=)KEGION OF INTEREST,XulsXG2Z:YG1sYG2
09“GRID CUDRDINATES UF SOURCEC(XGS»YGS) AND HEIGHT ZS IN (M)
10=NUMBER nF TIME=PDINTS IN SUURCE=STRENGTH HISTURY,NSTR
11=SOQURCE=STRENGTHS AT TIME=NUDES»QSTR(J)
12=TIMES Fok SNURCE STRENGTH TIME=NODES,TSTRC(J)
13=CONCNeUTSTRIBUTIONINDs DF TIMES OF INTERESTsNTIME
14=C0ONCNe DISTRIBUTION SULUTIUNITIMES=0OF=INTEREST,TIME(J)
16"RELEASE=TIME SCAN STEPSIZE FOR RELEVANT RELEASE INTERVALS,DELTA
1/=TRAJECTORY TIME=STEP FOR LUCATING RELEASE INTERVALS,DELTB

MODEL INPUT,

18=FINER RELEASE=TIME STEFS FUR FIXING RELEASE INTERVAL BOUNDARIES»
UVELTC

19=F INER TRAJECTURY TIME=STEPS FQOR FIXING RELEASE INTERVAL
BOUNDARTES»DELTD

23*NUMBER DOF TRAJECTURY ADVECTION STEPS PER BASIC TIME=STEPaNSDT

26"CONCNaDISTRIBUTION SOLUTIONSREGIUN DF INTEREST RESULT GRID
UIVISIUNSsNMX»NMY

27=VERTICAL STEPSIZE IN

DOSAGES)
29=FLAG FUR CHECK PLANE DIAGNUSTIC SOLUTIUN,=SET ITJER=0 NORMALLY

30=NQe OF CUNCNsUISTRIBUTION HEIGHTS REQUIREDsNHANS(MAX=2)

31=CONCNDISTRIBUTION HEIUHTSsHANS(J) e

IZ2=MARKERS Ast+# FOR FINAL MAP AT GRID POSITIONS XGAsXxGBsXuhrYGAs
YGH» YGW

I3=SEDIMENTATION VELeWSsWASHUUT RATE CONST«PDEP»TIME RAIN START
»TIME KALIN END TDCF,CUNSTe 1ST DRDER RATE (ONST PREM

48=HELGHT of VELUCITY INPUT CUMPUNENTSCEGMEASUREMENT HEIGHT)»ZG»
ANU KARMAN CONSTs VK

S51=NUMBER 0F U0QSAGE INTERVAL BOUNDARY=TIMES,NTDOS»(MAX60)»(SET
=0 FUR CUNUNs OISTRIBUTION SOLUTION)

52"U0SAGE INTERVAL BUUNDARY=TIMES»TOOSCJ) (DOSAUE SOLUTIUNS)

S3=WUMBER OF unSAGE PUSITIONS:NPDUS (MAX 40)

54=LIsT UF uOSAGk PUSLITIUNS»AUNS(JI»YROSCJ)
CNURDINATES GIVES wEPOSIVIUN INSTEAD U

SULN+SPACE DMZ(NOT FUR CONCNas DISTRIBSeUR

(NEGATIVE VALUES FOR
DUSAGE FOR INTERWAL)

TUES

LLE
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55=HEIGHT AT WHICH DOSAGE PREDICTIONS REGUIRED,»ZDOS(M)

(2)

GENERAL DATA

NOTE S
"DUMMY"BDUMMY VARIABLE(REAL)

"I0UMMY™=DUMMY VARIABLECINTEGER)

ALL VARIAGLES BEGINNING WITH I,JsKsLsMsNsO ARE INTEGERS»
THE REST ARE REALS. ’

FILEC41) RECORD(0)
MUL (SEE LABEL 1 ABOVE)»NTDATCL2),ITOT(LS)»JTOT(LS)»DXBCLE)SDYS(LE) S
DUMMY »DUMMY »DUMMY »XG1,XG2,YG1,YG2(SEE LB8)»XGSeYGS»ZS(L9)I»NSTR(LIO),
:gé:?i;;gELTA(L16);DELTB(L17);DELTC(L15);UELTD(L19)}DUMMY'DUNHY;

LY

FILEC41) RECURDC1)

TUES,» TOEF»PLDEP(SEE LABEL 33 ABOVE) »DUMMY,NMX»NMY(SEE L26)» IDUMMY,
OMZ (DUMMY=SEE L27)»sDUMMY » IDUMMY » ILUMMY » IDUMMY » IDUMMY » IDUMMY »
NSDT(SEE L23)rITJEK(L29)rNHANS(LSO);XGApXGB;XGH;YGA;YGB;YQH(L32)r
NTDOS(LS1+SEE BELOW)»NPDUOS(L53),200S(L55),2G(L48)

NOTESIF NTUOS=0,CONCN.DISTRIBUTION SOLUTIGN IS ASSUMEDS»

===z AND NFDUS»XD0OS»YDOS»TDUS DON"T MATTER(ANY VALUES)

FILEC41) RECURL(2) = (TDAT(J)»J=m1,NTDAT=SEE L3)p(DUHMY(J),J=1;NTDAf)
L P T re (SETY TUAT(})=TSCD:TDAT(2)=TSCD?(NTCD'1)tDTCDr
" AND NTDAT=2,FpR CONTINUQUS DATA OPTIONC1) BELUW)

FILEC41) RECURL(3) = (ASTR(JJ»Jai,NSTR=SEE L11)

FILECa1) RECURU(4) = (TSTR(J)»J=1,NSTR=SEE L12)

FILEC41) RECURD(5) = NTIMECSEE L13),(TIMECJ)»Jal,NTIME= SEE L14)
e i L LT (USE DUMMIES IF NTDOUS IS NON=ZERO(L51))

FILEC41) RECURU(6) =~ (HANSCJ)rJ=1,3=5SEE L31 = DUMMIES IF NECESSARY)

FILEC41) RECURD(7) TO RECORD(6+ITQT)

ROUGHNESS LENGTH DISTRIBUTIUN IN BASIC UATA GRID,ROWS I=1 Ty I=
ITOT AS (£0CT1»J)»J=1,JTUT) IN EACH RECURDISEE L5)s

FILECA1) RECURU(CT+ITOT) TO RECURD(64+2%ITQT)

SURFACE OBSTACLE ZERD=PLANE DISPLACEMENT(NOT USED In PRESENT MODEL
= BLET UQHMY VALUES) =0ISTRIBUTION IN BASIC DATA GRIUSROWS I=1 TO
I=SLIDT AS (L(I»4)»J=1,J10T1) IN EACH RECURD(SEE LS)

FILEC41) RECURU(7+2+ITUT) = (UUMMYCJ)»J=1»2%NTDAT)

FILECA1) RECURD(B+2#ITUT) = (UUMMYLJ) »J=152%NTDAT)

o

nnnnooonononnaﬁnoonnoﬂnoononnonnonoonnoooooonnnnonn
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FILEC41) RECUORD(9+2%ITOT) = (TDNS(J)»Jal,NTDOS=SEE L52)

NOTESBY SPECIFYING NEGATIVE VALUES OF COORDINATES XDOS(J)»YDUOS(J) FOR
==== ANY PUINT»GET DEPUSITION AT THIS POINT INSTEAU OF DOSAGEes.

FILECA1) RECURDC10+2%ITQT) = (XD0SC(J)»J=1»NPDOS =SEE L54)

FILEC41) RECORDC1I1+2%ITQOT) = (YpOs(JU)»J31,NPDOS =SEE L54)

FILEC41) RECURD(12+2+I1TQT) TO RECORDC11+3*I1T0T)

EFFECTIVE DEPOSITION VELQOCITY wU DUE TO SURFACE ABSORPTION
(QISTRIBUTION) IN BASIC DATA GRID(CIJE.AS MET.DATA)»ROWS I=1 Ty
I=ITOT AS (RABCI,J)»JU=1,JTOT) IN EACH RECORD = (SEE L5)s

NOTESTHESE METLORULOGICAL PARAMETERS ARE ONLY USED IN SUBROUTINES

s===  SPEELCVELOCITY) AND FUNCT(DIFFUSIVITY) AND MAY BE USED TO CARRY
UTHER YARIABLES IF RELATIONS IN THESt SUBROUTINES ARE CHANGED.
LIKEWNISE THE VARIABLES Z0 AND D.

METEDKQOLOGY INPUT OPTIQNC1) ¢ CONTINUOUS DATA AT SELECTED PUINTS
____________________________ (MASTS)

FILECA0) RECURL(O) = NMCD»NTCO»TSCU,LTCD

WHEREL INMCD=NUMBER OF MASTS= I[F NMCD IS SET TU 0 THEN NG MORE DATA
ARE READ FROM FILEC40) AND THE GRID INPUT ACI»JsT)COPTIONCZ))
IS ASSUMED (BELOW)
NTCD=NUMBER 0OF TIME PUINTS IN HISTURIES FUR EACH WAST
TSCo=FIRST TIME IN THE MISTORY SERIES(CEG.0)
DTCG=TIME INTERYAL IN THE SERIES.

FILEC40) REGURUL(L) = MAST POSITIONS AND WEIGHTING FACTORS(D.0 TO 1.0)
L T esAS ((XGMASTCJ)»YGMAST(J)),J=1,NMCD)>
(CWEIGHTING FACTORCJII»J=14NMCD)

FILEC4U) RECURL(2) Tu RECORD(NMCD*NTCO#4/60+0.99999)

VELQCITY AND STABILITY PARAMETERS AS MAST HISTURIES

AS FuLLQOWS &=

PARAMISVELOCITY CUMPONENT AT HEIGHT ZG(SEE LABEL 48 ABUVE)
InNn GRID X=DIRECTION

PARAM2EYVELUCITY COMPUNENT AT HEIGHT ZG IN GRID Y=DIREGCTIUN
PARAMILINVERSE MUNIN=UBUKHUV(1954) STABILITY LENGTH(L**=1)
PARAMASPUTENTIAL TEMPERATURE GRADIENT AT HEIGHT ZGeVIZ.
LTP/LUZ)20

NUTESIF ANY VALUE IS NOT AVAILABLE SET PARAMJ TO =31000.0 F{R
==x== THAT PUINT

60 VALUES PER RECORU In URDER (PARAM1 TO PARAM4) FUR

(MASTS 1 T0 NMUD)Y FOR (TIMES 1 TD NTCD)asasCIsEs
(C{CUCVAL-MAST»TIME) s VAL =PARAML TO PARAMA4)I,MAST=1, TO NMCD)e

8lL¢
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TIME=! TO NTCD)

X=Y GRIDS COVERING THE REGION AT A
LIMITED (NTDAT) SERIES OF SELECTED
TIMESCTDAT),

METEOROLOGY INPUT QPTIQN(2) 1t

FILEC43) RECURD(O) To RECORD(NTDAT*ITOT=1)(SEE LABELS2+5 ABQVE)

X“VLLOCITY COMPONENT AT HEIGHT ZG(SEE L48) AS (UZG(I,JrT),Ja1,4T07T
TUAT AS THE QUTSIDE

J»IN EACH RECORD FOR [=1,T0 ITOT» AND T3l TO
LOOF (T REPRESENTS TIMES TDAT(T))

FILEC44) RECURD(O0) TO RECORD(NTDAT*ITOT=1)(SEE L2+L5 ABQVE)

YSVELOCITY COMPUNENT AT HEIGHT ZGC(SEE L48) IN SAME S
FILEC43) ABOVE. ORDER A

FILEC45) RECORD(O) TO RECORD(NTDAT*ITOT=1)(SEE L2+L5 ABQVE)

INVERSE MUNIN=0BUKHOV(1954) STABILITY LENGTHCIWEs Laew=1) AT X,Y
GRID POINTS AT TIMES TDAT IN SAME ORDER AS FILEC43) ABOVE.

FILECa6) RECORD(O) TO RECORDCNTDAT*ITOT=1)(SEE L2+L5 ABOVE)

POTENTIAL TEMPERATURE GRADIENT AT HEIGHT 2GCSEE L48) IN SAME DRUER

AS FILE (45) ABOVE.

(MAY BE ALTEREU AS NECESSARY)
(UNITS® SeIs(SYSTEME INTERNATIONAL) = KGsM»S)

SPAR(CJ) (REALS)
1o PuFR=FRACTIUN OF VERTICAL STEPSIZE pZ T0 FIRST V AL G o
PUINTC045) ; o

2s DTOS~MAXIMUM RELEASE=TIME INTERVAL BETWEEN SOLVED PyFFs(Dusagt

SULUTIOn)(90040)
3

LUCICCANCN,. DISTRIBUTION SOLUTION)(75040)
4, DISTANCE BETNEENAbOLVED PUFFS IN CONCNe LOCUS(B80040)
S ?:glggM NUMBER OF SOLVED PUFFS ALLOWEU IN CDNCENTRATIGN LUCUS
L]
6 ?i;Ng; UF VERTICAL POSITIDONS IN LAGRANGIAN PUFF SOLUTIGN GRID

7« NX=ND» OF HORIZONTAL PuSITIONS IN LAGRANGIAN PUFF SOLUTION GRID

(280.0)
8¢ STEPSIZL DX EXPANSION FACTOR FROM GRID CENTRE TO HORIZONTA
EXTREMES(3,0) TO MORIZONTAL

9e¢ NPINT=NUMBER OF INTERPOLATED PUFFS BETWEEN SULVED PUFFS(SEE 5

) ALONG CUNCENTRATIUON LUCUS(20,0)

1U. ?:ggING BETHWEEN LAGRANGIAN PUbF PRUXIMATE CURVE TRACKING POINTS
0e0)
11, ?SISQI INCREMENT FOR FINDING LOCAL VELOQCITY GRADIENT LU/0Z)Z
L]
12¢ MINIMUM ALLOWED VALUE UF UusDZ IN 11« FOR FINUING REST TRACKING
HEIGHT(0+s002)
13e OPTIMAL SPATIAL STERSIZE FACTURSCOIFFUSIVITY)&(TIME=STER)/

DISTANCE MARGIN (OUTSIDE REGION OF INTEREST) AT ENDS OF CUNCNs

GOOOOOGC00(10000000GGCOOOOOOOOOOOOGOOOOOOOOﬁﬁ(‘)ﬁﬁﬁﬁ0

OO0
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(SPATIAL STEP)*%2(=044 AT PRESENT)
MINIMUM ALLOWED HEIGHT UF LAGRANGIAN SOLUTION FRAME(50,0)

14!

15¢ MINIMUM ALLOWED RATIUCSOLNe FRAME HEIGHT)/(RELEASE HEIGHT)(=2.0}

16+ DLCREASE IN ALLUWED MINIMUM FRACTION OF MASS RETAINED IN
LAGRANGIAN FRAME AFTER AOVECTION LOSSES»WITH EACH INCREASE IN
TIME=STEP DT(0.2)

17« MARGIN ARUUND REGION OF INTEREST FOR TERMINATION OF DOSAGE
SULUTIDN TRAJECTUORIES(2500,0)

18+ TIME INTERVAL BETWEEN INTERPQLATED PUFFS ALONG TRAJECTORY(FOR
DUSAGES)(9040)

19+ TIME INTERVAL BETWEEN INTERPOLATED RELEASE=TIMES(TRAJECTORIES)
(FOR DDSAGUES)(90.0)

20« UVMAXCIT)=MINIMUM ALLOWED VELUCITY FOR CALCULATING SOLVED PUFF
SPACING IN CONCNe DISTRIBUTION SOLUTIUNSC(0.405)

21« MINIMUM CENTROID POSITION IN LAGRa. FRAME (AS FRACTION OF WNX)
BEFORE ADJUSTING TRACKING HEIGHT(0s39)

22s OLVIATION FROM OPTIMUM STEPSIZECAVERAGE OF pX AND DZ) TOLERATED
BEFDORE ADJUSTING STEPSIZES(045)

23, MINIMUM AVERAGING HEIGHT FOR FINDING EFFECTIVE DIFFUSIVITY 1IN
GROUND=ABSORPTION SOLUTION(S50.Q)

24¢ BASIC MINIMUM TRAJECTORY REAL=TIME STEPSIZE(100.0)

25+ BLANK(0«0)

262 BLANKC(040)

27« MAXIMUM ALLOWED LAGRANGIAN SQLUTION FRAME LENGTH(10000.0)

28+« MAXIMUM ALLOWED LAGRANGIAN FRAME VERTICAL STEPSIZE Dp2(25:0)

2%+ MAXe NO« OF TIMES DZ IS GREATER THAN OPTIMUM DZ» BEFURE
PREVENT10N OF FURTHER RELATIVE ADVECTION(2.0)

30¢ MINIMUM RELEASE=HISTURY EVENT TIME WHICH IT Is REWUIRED TU

1
2
3
4
5
6
7
8

CsCUMPUTER

DEFINE TO AN ACCURACY DF EXISTENT SPAR(C19)/SOAR(2)42(2.0?

ISPAR(J) C(INTEGERS)

¢ GENERAL INPUT FILE ND«(41)

¢ BLANK=UNUSED FILE NO.C42)

o X=VELOCITY FILE NU.(43)

v YSVELOCITY FILE NU.(44)

o INVERSE STABILITY LENGTH FILE NOs(45)

» PUTENTIAL TEMPERATURE GRADIENT FILE NU.(486)

« DATA UDESCRIPTOR STORAGE FILE NQs(47)

» INTERMEUIATE UATA STURAGE FILE(FOR CONTINUATIOUN) NQOs

¢« RESULT UUTPUT FILE NO«(49)

o ALTERNATING INTERMEDIATE UATA STURAGE FILECFUK CONTINUATIUN)D
NGe(51)

o WURDS(=REALS UR INTEGERS)IPER FILE RECURD(60)

« CARD INPUT FILE NU,(2)

» PRINTER QUTPUT FILE NOWC3)

o« CUNTINQUUS DATA INPUTCOPTIONC2)=HISTORIES AT SELECTED MASTS)

(48)

INPUT FILE NUs(4U)
E RS S S . S s === =SS S ST C o e RS oSS CSSEEEEEESESTzZ=SSZEZS=Sz¥=SS==ESEsz=Ezxa
cLucn FACILITY
SEEEE=zzsE=sS=SczE=S=SS=eEssESa
MAKES USE OF FUKRCTIUN SUBPROGRAM TIME(J) WHICH GIVES

PROURAM
TIME=DF=pAY(1/60 SECS) FUR J=1 ANU PROGRAM PROCLSS TIMEC1/60 SECS)

FUR J=2+ IF SUCH FAUILIIY NUT AVAILABLE »INCLUUE A DUMMY
SUBPRUGRAM AND SET TIMEC1)=TIME(2)3Q.
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D«ARRAY SIZES

SEEESESmaS=sSasz
MINIMUM ARRAY SIZES SHOULD BE USED TO SAVE COMPUTER STORAGE.
EGy IF CONTINUOUS DATA INPUT QPTIONC2) IS USED»SET DIMENSIONS of
UB,VB»STAB,PARAM TU (2#1TOT*JTOT)s THESE ARE SIMPLY ALTERED IN THE

MAIN PROGRAM WHICH IS REALLY A DUMMY MAIN PROGRAM « IT IS NOT
WORTHWHILL To ALTER THE SMALLER ARRAY DIMENSIONS.
SCESES=SSSESTSESS=ZSSSEZ==SzESSSSESzZsS=SSESSSSESSSsEaSS=zZScESS=23EszzESs

AILABILITY OF METEURQLOGICAL DATA
ESCEES=ESECSSSg=E=cSgas=x=SsSS==SSSsaglz

THE INPUT DATA MUST COVER ALL RELEASE=TIMES AND DOSAGE PERIUDS

(OR CONCNs DISTRIBUTION “TIMES=OF=INTEREST")« DATA MysT BE
AVAILABLE IN A MARGIN(SAY100 SECS) PRECEDING THE START OF RELEASE,

" >
N <

FoCONTINUATION OF EXECUTION IN THE EVENT OF ANY INTERRUPTION
S =SS s RS oS INECS S ER IS XSS ST SRz EECSRSCSECSESSCSEESEZSS=E=SZSIZEESS
SET FIRST DATA CARD ACCURCING TO LAST FILECL GR 2) WHICK HAS
SUCCESSFULLY WRITTEN TO.
(SEt SECTION A.(CI)C1) ABUVE)

(1)POINT=DOSAGE SOLUTION

FILEC(49) RECORD(O) = RUN NUMBER,MUL

FILEC4Y) RECURD(1) = DUSAGE INTERVAL BOUNDARY=TIME SEQUENCE,
Semessmmessase=wea=s  (TOQSC(JI»J31,NTDOS) WHERE NTDUS=MAX.60
FILEC49) RECURD(2) = X=GRID POSITIONS OF DOSAGE SITES(XDOS(J),u=i,
L TN S e e Y NFUDS)

FILEC49) RECORD(3) = Y=GRID POSITIONS OF DUSAGE SITESC(YDOS(J)rJ=1,
NPLOS)

FILEC4y) RECURUCY4) TO RECORD(43)
CUSAGESCCUNCENTRATIUN*TIME) 2 TO 5% BETWEEN THE 1 TO 60 BOUNBARY=
TIMES AS VALUES 1 TU 59 IN EACH RECORD» WITH ONE RECORO FOR EACH
DUSAGE POSITIONCIN SEQUENCEJI.C1 TO 40)

(2ICONCENTRATION DISTRIBUTIUN SOLUTION

L e Y el L L

(IJFILEC49) RECURD(O) = NREC=NEXT RECORUL Tu BE WRITTEN TO IN THIS
FILECFUR NEXT "TIME=QF=INTEREST" RESULT SET)
(SeT Tu 1 In FIRST EXECUTION FOR A NEW RUN)D

CIIJFILEC49) RECURD{(1) = NHANS(SEE LABEL 30 ABOVE)>NOUT(PHINTER
Emtscssmcassmammannas (UTPUT FILE NUo) XGA»XGHsXGHsYGA»YGH» YUH(SEE

OO0 OO0 OO0 0 0

(======FIXED PARAMETERS=THESE VALUES

- - -
e L e bl el LT kbbb b

(======THL ABUVEL UIMENSIUNS MAY Bt ALTERED TO SAVE

C

(======THIS MAIN FRUGKAM [S EMPLOYED TO SET UP THE VARIABLE DI

L32)sXG1,YG1(SEE LG);DXB;DYB(LO);DMX;DMY(STEP
«SIZES IN SOLUTION GRID ANS ) s NMY»NMXCL26)sMUL
(Ll)p(HANs(J)pJ=1pNHANs-L31):IT(TIME'OFj
INTEREST NU.'MAX.NTIME'SEEL13'L1“);NTIML(L13)
STIMECIT=SEE L14)

CITIDFILEC49) RECURD(2) TU RELURD(1+NMX*NMYiNHANS/60*0n99222i
CONCENTRATIUNS AT TIMECIT) AT SULUTIUN'GRID(NMX*NMY)'PUINT?(InE;)
InN REGIUN'OF'INTEREST)-URDEH IS (((ANS(I}J}K)pK‘l}NﬁANS);J-l}NM ’
I=1,NMX) IN CONTINUOUS SEQUENCE SPLIT INTD RECURDS OF 60 VALUES.

IT=2,3s8+04)s THE SEQUENCE

1 RTHER TIMES=0F=INTERESTC(IsEs
2215 A4 AND THE RECURD TOTAL IN (1D

(I11) THEN CI1I1) ABOVE IS REPEATED.
IS UPDATED.

- MAY BE ALTERED(SEE SECTION Bs+ABOVE)
CUMMON /SPEC/SPA§(3?)5)

coMMonN /ISPEC/ISPARCY

UATA SPAR(1)ﬁSPAR(Z)'SPAR(3)pSPAR(4)/005'900.0‘750-Up80010/
DATA SPAR(S)pSPAR(6):5PAR(7);SPAR(B)/2U.O}12.0'280.0;3.0/ ol
DATA SPAR(?);SPAR(lo)'SFAR(11)pSPAR(12)/20.0;1500.0’0Ag5p0l00~/
DATA SPAR(IB)'SPAR(IA);SPAH(15);SPAR(16)/0-4;50.0:2-0;0.2/

DATA SPRR(I?);SPAR(18)'SPAH(19)'SPAR(EO)/2500-0:90-0;90-0:0-05/
DATA SPAR(ZI)'SPAR(22)'SPAR(23)'SPAR(24)/0.39;0.5:50.0;100-0/1
DATA SPAR(Zb)ﬁSPAR(26)'SPAR(?7)'SPAH(28)/0.0;0-0:!0000-0;25-0
DATA SPAR(29)»SPAR(30)/24022,.0/

DATA ISPAN(I)'ISPAR(Z):ISFAH(J)!ISFnH(Q)/41p42'03’4“/

LATA ISPAH(S);ISPAR(6)»ISPAR(T)'ISPAR(&)/QS;Qb!Q?;QS/

DATA ISFAR(9)'ISPAH(10)’ISPAR(11)'ISPAR(12)/49:51;60:2/

DATA ISPARC13)»ISPAR(C14)/3s40/

END

UDIMENSTION UB(4128)JVB(4126)rsTAB(“lZB):PARAM(“lZS)
DIMERSIUN 20(2064)pU(ZOOQ)'HABCQOOQ);GH(15);DIH(15)’TC(15)
UIMENSIUN SLC(lb):VARY(3360);AVY(3360)’PR(3360)

UDIMENSTUN PC3360),PL(3360),AVYLL3360)sVARYL(3360)
CIMENSIUN Xfl(250)!KF(260):NFILT(15):HIMA(15);TUAT(15)
LIMENSIUN HANSC3)sAL1)sF(2512),ANS(3600),DEP(280)
DIMENSION PIN(3360)'AVY1N(3360)JVARYIN(3360):XFIN(260)

2THE aBiy SPACE(SEE SECTION
De ABUVE)
CUMMON/SPLC/SPARC3U)

CUMNONZESPFEC/ISPARCLIS) MENSIONS
Me L]

NFL(3);P1(3360);AVYT(3360):XFP(?BU);XFN(ZOO);VAHV1(3360)

L
MO



NX=IFIX(SPAK(T))
NI=IFIXCSPAR(O))
LF=ISPAN(1)
C======DIMENSIONS NBTAINED FROM InPUT FILE
REAUCLFIMULSNTODAT,ITOT»JTUT»OXB20YBsuWV2DIRNS TUONS XGML2XGM22YGML s
BYGM2, XGOS, YGS»ZSs NSTRyWS» DELTASDELTBsDELTC,DELTUSFREXTSDT1,PREM
REAUCLFITUES» TUEF»PUEPSDTMINSNMX,NMY s NMZsOMZ,SLCONSNDJs NFL2 JHALF »
ENSDT s ITJEKSNHANS »XGA,XGEB» XUH,YGA,YGB»YGHWANTDOS»WNPDDS»ZD0S
C======PRUCEEU TO EFFECTIVE MAIN FROGRAMsss
CALL MAINCITOT,JTUTANTDATANXSNZsNMXINMY sNMZoNHANS»UB» VB>
$S5TAB»PARAMS L0sDsRAB>GHWIDIRsITC,SLCsVARYSAVYSPRsPIPLSAVYL2 VARYL,
SXFLoXFoNFILTAHIMASTOATSHANS»AsFrANS)PINSAVYINS, VARYIN, XFINSIPTS
SAVYT,XFP,XFNs VARYTSUEP)
sToP
END

SUBROUTINE INPUT(NTDATsITOT»yTOTsDELTASDELTBsDELTC,DELTDsFREXTS
SDT1,DTMINSNMXSONMY,NMZ,DMZs SLCON» NDJs» JHALF »
ENSDT»ITJEK»NHANS» XGA, XGB» XGH,YGA,YGBs YGHsNFILTAHIMAS» TDAT» TINES
ENTIMESZ0,UsGHIUIR,TC,SLCsHANSSNRSNZS
$RAB,UB,VBsSTABSPARAMSNINSNUUT)

C======THIS SUBROUTINE ACWyIRES THE ORIGINAL INPUT DATAs+(SEE SECTION
c As(II) ABUVE)
C
DIMENSION ZOCITOT»JTOT)»DCITQT»JTOTI»GHINTDATI»DIR(NTPAT)
DIMENSION TCONTOAT)»SLCU(NTDAT),RABCITOT»JTOT)SLET(60580)
DIMENSIUN UBCITOT»JTOGTANTDAT),VBCITOT,JTOTANTDAT)
DIMENSION STABCITOT»JUTOT»NTUAT)»PARAMCITAT,JTOTANTDAT)
DIMENSION NFILT(NTDAT),HIMACNTDAT)
DIMENSION TOATU(NTDAT)»HANSINHANS)
DIMENSION TIME(15)
COMMON/DNSA/DOS(59240),TD0OSC(60)>XD0S(40)»YDUSC40)sNTDOSHNPDUS,ZLOS
COMMON/DDSB/QSTR(30),TSTRC(30)»NSTRsXPLPYPL
COMMON/DNSD/XPLLT»YPLLT»TLLT,DXB,DYBs@TRLTSQTRAXVLLT,YVLLT2XRLLT,
SYRLLT»XRL-YRLsPDEPs TDEF»TDES,WS»PREM
CUMMON/STURZ/XGS»YUS,125
COMMON/STURJI/MUL,GHY,DIRNPTCONSXGMY s XGM2,YGM1 5 YGM2
CUMMON/STORG6/4TSOL(S9)»NFLC3),DTC(300)
COMMON/ISPEC/ISPARC1S)
CUMMON/CONDAT/NMCDs NTCD» TSCULDTCD,CDC16000),PMCLC15,2)
CUMMON/ZSTAN/ZG
COMMON/SHWEND/WFMCD(15)

C_ OATA XHPUT P T e e S R Y e e e e L L T R T R R Rl Rl
C--------—---------------------------'I---.-w---.--—-----------—4’-=-m"--
LF=1SPARCT)
c
Co=====[NPUT UATA=DESCRIPTOK LABELSsss
Du 111 I=1560
READCLFICLET(I»Jd)sJd=1540)
REAUCLFICLET(L»d)»Jd341580)
111 CUNTINUE

CLOSE LF
112 FURMAT(1HU»80A1)
LF=ISPARC(1)
REWIND LF
(======INPUT FILEC41) DATA (SECTIUN A«CII))
REAUCLFIMULs NTDATs ITGT»JTOT»DXBsDYB» GHV, DIRN, TCUN» XGM1s XGHZs YGM I
SYGMZ, XG5 YGS»2Ss NSTR,HS»DELTA,DELTBsDELTCPOELTUSFREXT»DT1,PREM
KEAUCLF)TUESs TUEF sPDEPsDTMIN, NMX sNMY sNMZsDMZ» SLCONSNDJ# NFL 2 JHALF
$pNSUT» ITJEKS NHANS» XGA»XGH»XGH YGAsYGB,YGHsNTDOS»NPDUSsZUOSPZG
REAUCLF)CTDATCK) »K®1aNTUAT)» (HIMACK)»K®1»NTDAT)
READCLFIQSTR
REAUCLF)ITSTR
REAQCLFINTIME» TIME
READ(LFIHANS
DO 201 I=1,ITOT
201 READC(LFICL0CI»d)»dul,dTaoT)
DO 202 I=1,IT0T
202 REAUDCLFI(L(I»J)»su=lsgT0T)
READCLF)(UW(K)sKa31sNTDAT)» (DIR(K)»KE1,NTDAT)
READCLF)CTC(K)sK=1sNTDAT)» (SLC(K)»KEL,NTDAT)
REAUCLFITLOS
READCLFIXDOS
REAL(LFIYLOS
Du 204 I=1,ITOT
204 REAUCLF)I(RAB(I»d),J=1,JT70T)
CLOSE LF
(======TEST FOR CUNTINUQUS DATA AVAILABILITYes.
LF=]1SPAR(14)
READC(LFINMCD,NTCD»TSCL,DTCD
2 +EQ40)GQ TO 151 +
c-----51§3320c5~r1§uuus DATA EX FILE(C40)es(SECTION AsCIIIUPTIUNCL)]
READCLF 3 CCPMCUCI,J)sd=152)s1=1,NMCO)» (KFMCDCI)» I=1,NMCD)
LREC=ISPARC11)
K3NMCD*HTCD*4
(======TQTAL RECOKDS AT LREC VALUES PER RECORU
IP25FLOAT(K)/FLOATCLREC)+0:9999999
LU 152 I=1,]P2
JP1s(I=1)*LREC*]
JP2=]1*LREC
IF(lEQeIP2)JP2=K
KEALCLF)I(CDCJ)»u=0P1,JP2)
152 CONTINUE
CLDSE LF
NTDAT=2
TOAT(1)=TSCUL
TUAT(NTUDAT)=TSCU+INTCD=1)*DTCD
GU 0 153
151 CLDSE LF
C======INPUT WRID=STORED DATAs«(SECTION A«C(II)OPTI0K(2))
C======X=VELOCITY AT HEIGHT ZGsus

GO 251 K=1,WTDAT
DU ¢s51 I=1,1707
251 REAUCISPARC3)ICUBCI2JdsK)ed=1,0T0T)
CLOSE ISPARC3)
Cmmmwm=YayELOCITY AT HEIGHT 2Gese
DU 252 K=1,WTDAT
LU ¢52 I=1,170T
252 KEAUCISPAKC4))C(VB(IsUsKI»J=1,0TUT)
CLOSE ISPAR(4)
el S =INVERSE MONIN=0BUKHQV STABILITY LENGTH(L*w%=1)
LU 253 K=1,NTDAT
LU 253 [(=1,]1TUT

LZE



253

REAUCISPARCS)IICSTABCI»JsK)»J=1,JT0T)
CLOSE ISPAR(S)

C======PQIENTIAL TEMPERATURE GRADIENT AT HEIGHT 26 (0TP/DZ)ZG)

254

153

DO 254 K=1,NTUAT

DU ¢54 I=1,1T07
REAU(ISPAH(G))(PARAH(I‘J;K);J=1;JT01)
CLOSE ISPAR(6)

CUNTINUE

C= PRINT INPUT PDATA " e cesmcncmccacrsac e nn s e nccne r c acsr oo e T @ e oea® -

(emremecceccrecer et euncracmccan e ccemas nmc e rcmne e errcca e e S,

102
101
103
104

122
279

C*FOR

WRITE(NUUT»112)CLETC12J)5Jd=1,80)
WRITE(NUUT»102)HMUL
FURMATCLIHO»"DATASET NOs"515)
FURMAT(1X»2413)

FORMATC(1X»8F1044)
FORMATC1X»8E1044)
HRITE(NDUT»112)CLET(2,0),J21,80)
WRITE(NUUT» 101 )NTDAT
WRITE(NUUT»112XCLET(32d)5d51,8¢)
WRITE(NUUT»103)CTDAT(J)»J=1sNTDAT)
KRITECNUUT» 112)CLETCasd)sJ31,80)
WRITE(NOUT»103)(HIMA(J)»JS1,NTDAT)
KRITEC(NOUT»112)CLET(5,d),J=1,80)
HRITE(NOUT»101)ITQT»uTOT
WRITECNUUT»112)CLETC(6s4)»J=1,80)

WRITEC(NUUT»103)DXBsDYB
WRITECNUUTS»112)CLETC(T7»J),Ja1,80)

DU 279 J=1,NTDAT
WRITECNUUT»122)J56HC0U)sDIRCII,TC(IIHSLLCY)
FORMAT(1x513,8F10,5)

CUNTINUE
WRITE(NOUT»112)(LET(8sJ)sJ=1,80)
HRITE(NDUT;103)XGM1;XGM2;YGM1;YGM2
WRITE(NUUT»212)CLET(9sd)»JUm1,80)
HRITECNOUT»103)XGS»YGSs2ZS
WRITE(NCGUT»112)C(LETC325J)»J=1,80)
HRITE(NOUT»103)XGA»XGB» XGW»YGA,YGB» YGH
WRITE(NOQUT»112)CLETC1G»J)sJa1,80)
WRITE(NUUT»101)NSTR
WRITE(NUUT»112)CLETC11,J)rd%1,80)
WRITE(NOUT»104)CQSTR(JI»J=15NSTR)
WRITE(NOUT»112)CLETC12,J)5Jd51,80)
KRITE(NOUT»103)(TSTR{J)sJ=12NSTR)
HRITE(NUUT»112)(LETC3350)rJ=1,80)
NRITE(NUUT»104)WS,PUEP»TDES» TOEF , PREM
IF(NTDUSLEQ.0)GU TO 121
WRITE(NUDT»112)CLETC(51,J)5J51,80)
WRITE(NUUT»101)NTQUS
WRITE(NDUT»112)(LET(52,J)sJ31,80)
WRIVEC(NUUT»103)CTDUS(JI»J=1oNTDUS)
WHITE(NOUT»112)CLET(S53,J)sJ51,80)
WRITE(NUUT»101)NPDOS
WRITECNUUTS112)CLET(S5454)sJ=1,80)

DU 132 J=1,HPLOS

DEPUSITIUN AT (XDOS»YDUS)»PRECEDE XDUS»YUQS VALUES WITH MINUSesoess
WRITE(NOUT»103)XD0SCJ)»YDOSCY)
CONTINUE
WRITECNOUT»112)CLET(S5,J)sJ51,80)

121

123

12v

105

107

148

113

&M2)

WRITE(NUUT»103)ZDDS

GO To 123
WRITE(NUUT»112)CLETC135J)5J=1,80)
WRITECNUUT»101INTIME
WRITE(NUUT»112)(LETC(14,J),J=1,80)
WRITE(NUUT»L103XCTIMEC(J)»JI=1oNTIME)
COUNTINUE
WRITECNOUT»112)(LETC(165J)»J=1,80)
WRKITECNUUT»103)DELTA
WRITECHUUT,112)CLETC17,J)sJd=1,80)
WRITE(NUUT»103)DELTB
WRITECNUUT»112)CLETC185J)»J=1,80)
WRITE(NUUT»103)DELTC
WRITECNUUT,»112)CLET(195J)»J=1,80)
WRITE(NOUT»103)DELTL
WRITECNOUT»112)CLETC(23,4),J=1,80)
WRITE(NOUT»101INSDT
WRITE(NUUT»112)CLET(26,J)sJ=1,80)
HRITE(NUUT» 101 INMXsNMYsNMZ
WRITE(NUUT»112)CLET(27,J)5J%1,80)
WRITE(NUUT»103)DMZ
WRITE(NUUT»112)(LET(29,J)sU%1,80)
WRITE(NUUTS101)ITJEK
WRITE(NUUT»2112)CLET(30,J)sJ=1,80)
WRITEC(NUUT» 101 )INHANS

IF(NHANS«E@.0J)G0 TU 120
WRITECNUUT»112)CLETC315J)»Jd=1,80)
WRITE(NQUI»103)(HANS(J)sJBLIsNHANS)

CUNTINUE

IP1=XGM14+045

IP2=XGM2+045

JP1ayYGM1+045

JP23YGM24045

WRITE(NUUT»105)

FORMAT(/,1HO,"SAMPLE VALUES pF CONSTANT SURFACE=DATA AT CORWERS OF
$ REGION OF INTEREST"»/»33Xs"(XGM1,YGM1) (XGM2,YGML) (XGM1»YG
(XaGM2,YEM2)")

HRITECNOUT»106)Z0CIP1,JFP1)s20CIP2,JP1)»Z0CIP1,JP2),Z0C1P2,JE2)

FURMAT(1Xs"20(XsY) (CUNSTANT)I™,10X,"= ",48(E114858X%X))

WRITE(NOUT»107)0CIP1,JP1)sDCIP2,JP1)»DC(IP1,JP2),D(IP25JP2)

FURMATCIX»"UCXsY) CCUNSTANT)I™,10Xs"= ", 4(E11a4s48X))

WRITECNUUT»148)RABCIP1,JP1)sRABCIP2,JP2),RABCUIP1,JP2)sRABCIP2,UF2)

FURMATCIX» "RABCX,Y) CCONSTANT)",10Xs"= "5 4(E11sb4s4X))

IF(NMCDsNESQ)GD TO 154

WRITE(NUUT»117)

FURMAT(/,1HO,"SAMPLE VALUES oF TIME=SURFACE DATA AT CORNERS OF KEG
SIUN OF INTEREST™,»/33Xs™(XGM1,YGML) (XGM2,YGML) (XGMI2YGMZ)

§  (xGM2sYUMZ)")

LU 205 IT=1,NTUAT

WRITECNOQUT»109)TDATCITIUBCIPL,JP1,ITISUBCIP2,JP15IT)suUBCIPL,JP2s1]
ET)HuBC(IP2,JP2,1T)

FORMAT(1xXxs™AT TIME=",F10,2,"

DU 206 IT=1sNTDAT

WRITE(NOUT»116)TDATCITIavBLiP1,JP1,1T)sVBUIP2,JP1,1T)sVBCIPL,UPEs]
ET),VB(IP2,JP25IT)

FURMATCIXS AT TIMES",F104223Xs"VB(XsYsT)= "y 4(E1LetistiX))

DU 207 IT=1sNTULAT

WRITECNUUT»113)TOATCITIsSTABLIPI»JPL,IT)»STABCIP2,JP1sIT)»STABCIPY
$>JP2,1T),STABCIP2,JP2,1T)

FURMATCLIX,"AT TIMES",F 10425 1Xs"STAB(X»Y>T)= ", 4(E11ads4X))

UB(XsY,T)= ", 4(EL1148,4X))

ZZE



LU 208 IT=1,NTOAT

208 WRITEC(RUUT»115)TDATCIT)sPARAMCIPL12JP1,1T)sPARAMUIP2,JPL2IT) PARAM(
SIP1sUPZsTT)sPARAMCIF2,4P2,1T)

115 FURMATCLIXs"AT TIME=",F 10,2 "PARAM(X,Y,T)= ", 4(E1144,4X%))

FLTURMN
C=="~==C0nTInNuauS DATus IwPUuTCUPTIUNC2)) ONLY
154  CUNIInUE
Co===e=pMAST PUSITIUNS s
WRITE(NUUT»159)

159  FURMAT("O0HAST PUSITIONSssal(X,Y)» ANL WELIGHTING FACTURS"™)
DU 160 K=l,ikMCUL

160 WRITEC(NUUT»103)(PMCUCK»J)»J=152)sWHFMCD(R)

C======50ME SAMPLL VALUES FUKR CUNTINUOUS DATA OPTIUNs«s
WRITECNUUT»155)(1»1=1,6)

155 FUORGATC"OTINE" 24X 00 6A» THAST "5 [3,5TX))

WRITE(NUUT»156)

156 FURMAT(9YXs6L" ug vB
J=60
IFC{JaGToNICLIJENTCD
DU 157 K=1,J
IP1=(K=1)*NMCDOw®441
IP2=IP1+23
TIMETSCU+(K=1)*0TCUL
WRITE(NUUT»158)TIM»{CLCI)»[2IP1,1P2)

157 CONTINUL

158 FORMATCIXsF/7als1Xs6(FS502sF5%e25F5%412F542))
RETURN
END

1/L PTG "))

C e L ettt L D R T L Rl Ll )

SUBROUTINE STURECIMUDS IJOBIPRIPsPLSAVYLSVARYL S XFLsXFNFILTosRIMAS
BTOATH>HANS s AsF s ANS»ITUTSJUTUTSNTOAT>NXSNZ> NMXsNMY »NMZ s NHANS»NELP »
SNELANSNELA)

¢
C======THIS SUBROUTINE PERFQRMS ALL FILE READS+WRITES EXCEPT FOr THL
€= = UNALTERED BASIC INPUT LATA COVERED IN SUBROUTINE INPUTaees
c
CUMMON/STURLI/ZIEND, ICONTRULANDUT »
SNUJ» JHALFsNSDT» ITUEK ,NTIMESK»IP1,IP2,JF15UP2,
$1GsJGrKURSNPRIS» IS LIFLAG,ITS,ITP)MFLAGP LToKA» ISETOMIoNSTHNITP,
SIPRUC»JP SNPUFFS»JCHANPUFPLsNPsNSUSEDANTSULANPINT»INSJSToNT X
ENTJLs TA2» IGRSNTEMP»JASKKsDELTASUELTBSUELTCsDELTUPFREXTSDT1,
3

SUTMINSUMZ>SLCUNSXGA» XGB» XGHA2YGA»YGBsYGWIPRFRSDZATSVLZPBS» TRELZ XU
EYGsTIMIUXY s VXY XPsYP»STABPSPARAMP»LOP»UP»VEL» ITRAVILZ» ZMsUSHV S
SUVS»TDILF» TID»D1,D25032D4, TREMs YRINZTRUT» TPERIUDSDELTESTENUS
BUXATSV>2J sbRIQUSTSTARTSPNT»DTPUFFsXMAP Lo XMAP 22 YMAP 12 YMAP 2 UMK ¢
SUMY»XTJINSY TJINs XTIUTSYTUGT» SUMsSIGMALSXS»YSsLPBPUXSVEX S
SSIGMAZsPOXASPNZsPORA>PURYSPUTX,PUTY*SIGL»SIG2,40R,YORsXAT»YUT,SG1S
5Su2sDZ1INsLPEINs IR)UTSTRIHANSAY,UEFF0IST>DTUX»>UTJORSXGPLYGPsUISURS
SLUP»XEF»SPsFRISLBITHT S ZLUIVSFRKSPASPESPEFE o XbsYHsSX25Y»G12C2-C1 s
BG2,YCUT,XCUTsDURSDUT» TURUS ARMsVALLs XFF2YOUT»PUXLSPULL #PURXLSFORYL »
SFUTAL»PUTYLaSTGILASIG2L S D5UTS0TI+*NTREDSTSULSS THAUUS
EMNSUNFXRERL YREBL > ME S NIN

CIMENSIUN PRONELP)»FP(NELP)sFLINELP)

DIMENSIUN AVYLCNELP),VARYLCNELP)»XFLONXD»XFONX)

CIMENSTUN NEILTCNTUOAT)»HIMACNTDAT)

CIMENSIUN TUATCNTDAT)»HANSUNHANS)

DIMENSIUN ACNELA)»F(2sNL)» ANSINELAN)

CUMMGN/STURZ2/XGS»YGY,ZS i

CUMMON/STURS/MUL »GWV,DIRNTUNN,XGM1 2 XGM2YGM 1 YGM2
CUMMNN/STURS/TRELINC15,4)»TRELUTC1554)
COMMON/STURS/TIMEC(1S)»uUVMAX(LS)
CUMMUN/STURG/JTSDL(b);NrL(J);DT(30?)
CUMMON/STURY/EMINC(221524)»TRED(180 3
CUMng/ugbAan5(59;40);TUUS(60);xUUS(“O);YDUS(QO);NTDUS;NPUUS;ZUOS
CUMMnN/UObB/QbTH(30),TSTR(30);NSTH;XPL;YPL;TRTLH
CuMHON/UUbC/XVANL;YVANL;TAC1L;DLL;ZPBL'TRAJ(7;300);NLP;UTU5‘
(UMMDN/UOSD/XFLLT,YPLLT}TLLT;DXb;UYB)QTRLT;QTR)XVLLT;YVLLT!XRLLT;
SYRLLT»XRL2YRL2PUEP>» ToLf »TOES, wS»PREM
CUMMON/UNSG/5(24000),XF IOR(40)

COMMON/LLAP/KLAPSM»KLLAST,KTEXP

CUMMON/ZISPEC/ISPARC1S).

CUMMON/PPROU/INFORM

LREC=1SPARC11)
IFCIMOD«EWs1)G0 TO 301
IFCIMUDEws2)60 TU 302
IFCIMODsEWS3)GU TO 303
IFCIMODSEW4)G0 TO 304
F JEW G0 TO 305
c-otcxét(::g?ﬁgh.aéuux;E To CUNTINUE PREVIOUS SOLUTION USING INTERMEDLAT
C==E DATA STOKEU IN FILE ISPAR(8) OR ISPAR(10) ========es==e==ss2ss2000

e

ME=1SPAR(O)
REALD(NIN,119)I
IFC(I+EQel1)MF=ISPARCIO)
IFCI.EQe2)MF=ISPAR(B)
IFCCIoLTo0)eORa(IsGT(2)IERRUR=5GRT(=140)
MFALT=ISPAR(C10)
IFCI+EQ@e1IMFALT=ISFAR(D)
CALL TIMEX(J)
KLAPSM=0
REAU(MF)IENU

Cm=m====LRxOR SIGNAL FUR INCOMPLETEL WRITE TO A FILEsae
IFCLENDeNE s 1 )MF=MFALT
IFCLENDoNE s J)MF=ISPARCIO)
IFCIENDanNEL o« 1YREAD(HF ) TEND
IFCIENDeNE s 1 )ERROR=SQ@RT(=140)
KEAUCMF)ICONTROL

REAUCNIN,240)KTEXP
Cme=m====]INFORMEQ« s NO PUFF PRUGRESS INFURMATION
(======INIrORM=14+PUFF PRUGRESS PARAMETERS.,
Cmmme==lNrORM=2..PUFF PRUGRESS PAKAMETERS AND UISTRIBUTIONS
HEAUCNIN, 119)INEORM
11v  FURMATCIL)
200 FURBATC(I4)
IJOb=y
IFCleEwRs0l)IJ0B=3323
(m=====f | AG Fur INITIALISING A NEW KUNses
IFCIJOB eEwa 333IKETURN

REWIND MF ‘ ) _

(o= HEAD INTERMEDIATE UAYTA FUK PREVIOUS INCOMPLETE EXECUTIONGS«
KEAUL(MF)TEND A
REAU(MED ICUNTRanNUUI.X,J.MUL,NTuAT»LTOT»JTUT;NSTR,NMX,NMY,umz.

thJpJHALF:NbUT:ITJLﬁ:HHRNS!WT[ME;K‘IPIJIP?}JPI;JPZ}[G;JG:KUH:NPhIS

ECE



235
Jel

oIS, IFLAGAIITS»ITPsnNXsMFLAGP ITH»KASISEToMIANSTONITPINL» IPROC2JIPSNPUF
BFS,UCHINPUFP Lo NP s NSUSED s TSUL o NP INT oINS JSToNTUXPNTIZs TA» JURSNTERP,
$JA,RK

REau (MF ) UXBsDYBrGHWVsOIRNSTCONSXGM1 2 XGM2,YGML1»YGM22 XGS2YGS» LS
SWSHUELTA,UELTBPUELTC,DELTO»F REXT2OTL» TOES» TUEF,PREP,DTMINSIOMZ, S
BLCUNPXGA, XGBp XGW, YGA,YGH» YGW,PBFRsDZATSV»ZPBS» TREL»XGsYG,TIMsUXYS
SVXYsXP s YPsSTABP»PARAMP 2 ZCPsUP,VEL» TTRAVSIEZ2»ZMsUS»VS»UVS»TOIFF,PREM
REAU(MF) TIU»D1»0U2,D03504s TREMSITRINSTRGT>TPERIQDSUELTE> TENDSDXAT
58V, LUsPERIOUS TSTARTSPNTSUTFUFF s XMAP 1, XMAP 2, YMAP 1, YMAP 2, UMX2 UMY, XTY
SINSITI N, XTJAT»YTJUT,OTMINLUT1»SUMPSIGMAL»XS»YS»ZPB,DXSVEX251GMAZS
SPUX»PDLsPURXSPURY»PUTX2PUTY»S1GL1»SIG2, XURIYURSXUT»YUT»SG1,SG2,021IN
32 LPBINsTRsDTSTRIHANSAVSTRTEM

READ(MF) QEFFsDISTADTUXPDTJURSXGPsYGP»DISORIDGP s XEF»SPsFR1»ZBT
BHT»LDIVIFRKsPASPB>PEFFoXBs YU, SX2SY»G1,C25C15G2»YCUT» XCUT»DOR»DOT»
STURWSARMIVALL» XPF,YUUT»PUXKL2PUZLsPORXLAPURYLSPUIXL»POTYLsSIGLILSSG
$2L»LPBL>DSOT»SUTI»NTRED» TSDUS,DTOS» TRAVDUSNSUM»ETR» XKERL » YREKL
IMAZIFIX(FLUATONELP)/FLUATC(LREC)+0:499999999)

JFF=NELP

DO 233 Isl,IMA

JRS=(I=1)*LREC+1

JRF=I«LREC

TFCLJEQsIMA)JRFEUFF

REALC(MF ) (PRCJI» J=JRS»JRF)

KEAU(MF) (P(J)»Ja3JRS» JRF)

REAL(MF ) (PL(J)»usJRSHJIRF)

KREAUCMF ) (AVYL(J) »J=JRS»JRF)

REAG(MF ) (VARYL(J)»J2JRS» JRF)I

CONTINUL

IMASTFIX(FLUATONX)/FLOAT(LREC)#0:499999999)

JFF=aNX

L0 242 I=1,1MA

JRS=(I=1)xLHREC+1

JRF=I*LREC

IFCL EQs IMA)YJURF=UFF

REAUCMF I CXF(J)»J=JRS»JIRF)

KREAUCMF I (XFLCJ)» JxJR3» JRF)

CUNTINULE

KkLAUCMFITRELIN
Reau(ME)TRELOT

FEAUCMFIUVMAX
FEAUCMFIOTSUL»WFL

DU 234 I=1,5
Ji1a(I=1)260+1

J2=1%60
REALDCMEI(UTLU)»Jd=Ulsry2)
CUNTINUE

IFCNELAFW.0)GU TO 361
IMASIFIXCFLUATONELA) /FLUATC(LREC)I+0099999999)
JFF=ENELA

DU 235 1=1,1IMA
JRS=(I=1)*LKEC+1
JRF=]*LKEC

It (laEQe IMA)IJIRE=JFF
FEAUCMFI CAC(J)»J=JRS > JKE )
CUNTINUE

CONTINUE
FEAUCMF 2 (E Chad) s d=lenNT)
FRAUCMEI(E(2ad)sd=1spnLd)
IF(uELANGEQaCGIuD TU 362

IMASIFIXCHLUAT (NELAN)/FLOATC(LRECI*40499999999)
JFFaNELAN
Du 237 I=sl,IMA
JRS=(I=1)*xLREC+]
JRF=1*LKREC
IFCIsEQe IMAYJREJFL
REAUCMF ) CANS(J)»J=JRSs JRF)

237 CUNIINUE

362 CONTINUE
READCMFICUEMINCL,Isd)sI=1513)5J5124)
REAUCMF)(CEMINC2,12J)»131515)5d31248)
Lu 238 J=1,40
REAUCMF I (DOS(IsJ)»1=1559)

238 CONTINJE
KEAUCKMF ) (TRED(JI»J=1,60)
REAUCMF)(TREDLJ) »U=615120)
KEAU(ME ) (TREUCJI»UEL212180)
DU 262 i=1,7
L0 262 J=1,5
Jl=(J=12x60+1
J2=J%60
RLAU(MF)(lRi\J(I_lK);K:Jl'JZ)

262 CUNTINUE
REAUCMEIXF IUR
IMASTFIX(2400040/FLUATC(LREC)+0,999999)
JFF=24000
bu 322 I=1,IMA
JRSE(I=1)*LREC+]
JRF=T*L REC
IF(1eEQe IMAIJRF=JFF
REALCMFI(S(J)sJ=JIRS»URF)

322 CUNTINUE

KETURN
301 CUNTINULE
(======STURAGE UF INTERMEDIATE DATA..e
CALL TIMEXC(KTIMEX)
ISKTIMEX+40
C~=====UNLY WKITE QNCE THE SPECIFIED ELAPSEO(TUTAL) TIME HAS BEEN
L= = LXCEEDLDU(SECTION Ae(1)) = THIS SAVES COMPUTER=TIMEse.
IF(RTEXPauT« TIRETURN

C*SIURE INTERMEUIATE DATA IN PILES ISPARCB) ANU ISPARC10) ALTERNATELY: e
It (iifFebuas ISPARCB))GU TU 250
MEziSPAR(DL)
bu I 291
250 BP=[SPAK(10)
251 CUNTINUE
TH(MF EQ ISFARCIO))I=L
IF (MF st W iSPAKCE8))1=2
FRIIE(NUUTL92331
Ce=====THt FULLUWING MESSAGE [5 BLANKED OUT IF THE FILE WRITE IS

[t = SUCLESSFULLY COMPLETED aws B
924 FURMAT(IOX»MFRIRLUR™ THANSFER Tr FILE M™sI1»™ INCOMPLETE™)
FEWLIND ME
ItN;fﬂu#q ) s
hRITELHAE JIEND : 5 . s
WR1TECMED CLUN I ROL*NUUT 2 Lo daMULsNTOATSITOT» JTUT A NSTRANHXS NMY 5 NF L -
shdr JHALE s NSUT s LTUER s NHANS s NTIME 2K # IP15,1P25dP15sJP251GrJGsKOH»NPKIS

2o IS TFLAGHTITIS»LTPINASMEL AGr ATsKA»LSET>MISNSTHNITPsNZs [PRUC2JIPHNPUF



&fS;JCH;HPUFPIrNP;HbUSLU'NTSUL;HFXNT;IN!JST:NTJXrNTJZ;IA'IUH’NTEHP;
$JA, KK

WRITE (HE) Uxu;nYﬂ,Gwv,ulnN;TCuw’xuM1»xcMz;YuMx;YuMz;XGS'YGS;ZS;
$ HS;OLLTA;DLLTB;DELfCﬁUELTU‘FNEXT:UTl;TULS;TUEFﬁPDEP;DTMIN‘UMZ; S
SLLOH;XuA;qu;Xun;YuA;Yuﬂ‘YuH;PBFR:UZATSV;ZPHS;TNEL‘XG;YG;TIM;UXY;
hVXYﬁXP;YPfSTAUF}PARAMP;ZOP;UP;UEL:TTHAV;L?;[H;US;VS;UVS!TDIFF;PREM
WRIIE(HME ) TIUtDIﬂU2;UJ:D“'TREH;THIN;IRUT;TPERIUD’UELTE;TEND;DXAT
35v.zJ;PER10u,TSTART:PNT,UIPUFF,/MApl,xMAPQ.VMAPI,VMAP2;UMXJUMY,XTJ
SIH,YTJIH,xTJUT;YTJuT,U|MIN,U71,suM;51uMA1;xs,Yb,zPB;DxSVEXfSIGMAz;
&PUX‘PDLvPURx;PUNY;PuTx‘Puvaslﬁl;sIcz;xun‘YuR;XUT‘YUT;SG1;Su2;ozIN

8, ZPBINSTR,OTSTRIHANSAVS TRTEM

WRITE(MF) QLFF;DIST;DTJX!UTJUR;XGP‘YGP;DISDRrUGP;XEFrSP;FRlertT
$"‘T)éDIVlFRK‘PA’PB)PEFF)XB‘Yﬂ’SXISY‘Gl;czrc1)G2‘YCUT’XCUT’DDR’DUT’
£TURU;ARM;VAL1rXPF;YUUT;PUXL‘PDZL;PORXL;FORYL;PUTXL’PDTYLﬁslulL‘SIG
b?L;LPBL:DSDT;SUTI;NTREU’TSDUS;UTUS:THADU;NSUM;UTR;XRERL!YRENL
IMAZIFIXCFLUATCNELF)/F LUATCLREC) 40499999999 )

JFFaNELP

DU 223 1=1,1MA

JRSS(I=1)*LREC+1

JRF=I*LREC

IFCLaEQaIMA)JRF=UFF

WRITE(ME)(PR(J)»J=JRS»JRF)

WKITECMF )(PCJ)»JagRS, JRF)

WRITE(ME)CPLCJ) » J=JRS» JRF)

WRITECHF ) CAVYLCJ) »J3IJRS» JKF )

WRITECME)CVARYLCU)»J=dRS» JKE )

by 227 1=ls]MA
JESE(I=1)»LKECH]

sl wLRELC

It Clabido IMAD)IRF=JFF
RRITECMF Y CANSCJ) s J3JIRSSJRF)

COMT INUE

CUNTINUE
MRITECMF)CCEMINCISLoU)sI=1515),0=104)
WRIVE(ME ) ((emlnC2,10J)s1=1215),d=1r4)
Db 239 J=1,40
WRITE(ME)(DUSCLlsJ)»rl=1,59)

CUunNTINUL

WRITE(ME)CTRED(J) »U=1560)

WRITE(MY )(TREDC(J)»JU=615120)
ARITF(HF)(TREDC(J)»J=1215,180)

bu 261 l=1,7

Ly 261 J=1,5

J1=(J=1)%060+1

JZ=Jx60

WRITE(ME)CTRAJC(L,K)sKaJ1J2)

CONTINUE

WRITE(HF)YXFIGR
IMASIFIX(24000¢0/FLUATC(LREC)+0.999999)
JFF=24000

LU 323 [=1,]1MA

JRS=(I=1)*LKEC+1

JRF=T*LKREC

IFClsEQaIMA)JRF=JUFF

CUNTINUE WRITE(MF)I(SC(JIs»J=JdRS,JRF)

1MA=IFIX(rLUAT(Nx)/fLuAT(Lth)+U,99999999) 323 CUNTINUE

JFF=NX REWIND MF

UU 243 1=1,1IMA IENu=1

JRS=(I=1)*LRFC+1 WRITEC(MF )IEND

JRFaI*LKEC WRITEC(NUUT»924)

1FCieEUe IMA)JRF=JFF 924 FURMATCLIHt»9X2"XXXXXX"222XK="XX")

WRITE(MFYCXF (J)sJd=dRS» JHF) RETURN

WRITECHMF )(XFL(J = 302 CUNIINUE & 2

243 CUNIINUL) Sy WESEE C======0N CUMPLETION OF RUN EXECUTION SET FLAG IN INTERMEDIATE DATA FILE

ICONTRUL=D

KRITECME )TRELIN MF=ISPAR(B)

KRITE(MF)TRELOT REWLIND MF

FRITEC(HE )UVMAX . ItNu=1

WRIIECAF )IEND
WRITECHF)YICUNTRUL

hRITE(HME )JTSOLSNLFL
OU 224 I=1,5

J1=(I=1) %00+t FETURN
J2=1+60 303 CUNITINUE ]
HWRITE(ME ) (DT (Jisd=dl,d2) C======UN INITIALISIWNG A NEW KUK bLXECUTION» SET FLAG IN QuTruT FILE(HY)
224  CUNYINUL 1CONRTRUL=1
IF(WELACEW.U)GU T 363 LE=LSPAR(Y)
IMA=IF1X(rLUAT(NFLA)/FLUAT(LREC)+0-99999999) REWIND LF
JEFENELA NREC=1
DU 225 t=1,IMA ERITECLE JHREC
JRS=(1=1)*LKil+1 RLTURN
JRE=IxLkEC
IFCLaEQe IMA)JRF=gFF 304 CUNTINMUL |
WHITECHE JCACI) »d=Ufes s JRF D L ke "STURE COWCENTRATIUN LISTRIBUTIUN SULUTION 1IN UuTPU) FILECSY)(SLEE
225 (UuNitINhuE G~ = SECTION waek2))
363 LUNTINUEL LE = LAPARCD)
WRITE(ME JCFC1ad)pdml, il FEwinu LI L
KRITECHE )P s dYad=l,ns ) FEALCLF INK i
P CuELANGEQ 0ILL Tu 364 E=s=====THe rULLUWING MESSAGL IS BLANKLD QUT IF WRITE SUCCESSFULLY u?
LHASTFIRCHLUATONELAI ) ZFLUATALEL )+0,995399954 ) = = LOMPLETES.s.

Wi FENELAN



ial

312
311

192

305

FRITECNUU I Ly1)
FURMATCIMUS "ERKUR™
KSKLIP=1k=1
IFCWSKIPLLE«O)uy TU 311

LO 312 K=1,n8KP

RLAUCLF)FiLA

CONTINUE

CUNTINUL

KRIVECLE YRHANS »NUUT » XGAS XGB 2 XGH2YGAS»YGE » M
SDMX;DMY;NMY;NMX;MUL'HANS;ITrNTIME;TIME(I;EH’XG PATRL o DXs DY
I@A=IF1X(rLUAI(NELAN)/FLOAT(LREC)+0.99999999)

JFF=NELAN

Du 171 I=1,1MA

JRS=(I=1)aLREC+1

JRFaI=LREC

IFCL4EQsIMA) URF=JFF

NR=iyR+1

KRITECLF)CANSC(J)»JaURS,JRF)

CUNTINUE

NREC=NR+1]

REWIND LF

KRITECLF YNREC

WRITE(NOUT»192)

PORMATCIH®» "XXXXXX"2 22X "XX")

RETuURN

CUNT INUE

TRANSEEY 10 FILE LF IHCLHMPLLTE™)

€=="===STURE POINT=DOSAGE SULUTION In QUTPUT FILEC49) CSEL SECTIUN

C=

= Ga(1))

C===<==THr FOLLUWING MESSAGE IS BLANKED GQUT IF WRITE SyccessFuLLY

C=

267

“ COMPLETES .4
WRITEC(NUUT»267)

I B -y . . o
[gi?é;;é?:; ERROR= IRANSFELN TO FILE LF INCOMPLETE"™)
REWIND LF
WRITECLF)IMUL
WRITECLF)TDUS
WRIfECLF)XDUS
WRITECLF)YDOS
Lu 268 J=1,40
WRITECLF)(DDS(Isd)sl=1,59)

CUNTINUL

KRITE(NUUT»270)
FURMATCLH*s "XXXXX" 522X, "XX")
RETURN

END

e .
- T T R e S i T D s e S0y O

o

Lom=o==THLS SUBKOUTING PERFURMS ALL AUMINLSTRATIVE OPERATIONS

-

SUBROUTINE NAINLITUl;JTui:hTUAT‘NX:NZ;NMX;“H¥;NM£:NhAnS;US;Vb,

aigiu;SARAunzu;u;HA:‘uw‘uIHﬁIccSLC;UAHY»AVY;FH;r;HL,Av#L-vnRYL.
> PXESNFLLT sHIMAS TUATOHANS 2 A s ANSHPINAYY I s VARY INsXF P
SAVYT,XFP, XFNs VARYT»DEF ) o gl il iy

¥ . PR EXCLFT
FOR IHE LAGHANGIAN PUFF SOLUTIUN.sess

LIMENSIUN UBCITUT a0 luT s YUAT)»yB(LTUT»JTUT#snTDAIL)
UlMenStlun STARGLITGT»dTul snTUAT)PPARAMCETUT,JTUISNTDAT)
CIMENSIUN ZUCLIUuT»JdTumdsuCligT»JdTO0T)»POSUXC20)»KABLLTQTTETS
UIMENSIUN PUSURX(2U),PUTILXC20)»,PUSURY(20),POTILY(20)
DIMENSIUN ATJC1»1)2uNCNTDAT) »DIKCNTDAT) > TCONTUAT) »SLC(NTDAT)
DIMENSIUN VARY(NX»NZ)pAVYUNX,NZ)sPUSUZ(20)»XF INCNX)

DIMENSIUN PRCIDNXSNZ)sPINXsNZ)»PLINXINZ)

DIMENSIUN AVYLONX»WZ) s VARYLUNXSNZD o XFLUINX)

DIMENSIUN XEONX)oNFILTCNTDAI)»>HIMACNTOAT)

DIMENSIUN TUOATCNTDAT)»HANSCNHANS) 2 ACNMXs NMY s NMZ)

DIMENSIUN FC2oNZ)»ANSINMXPNMYsiHANS)

DIMENSIUN PT(NX»NZ)»AVYTINX»NZ)»XFP(NXsNL)

UDIMENSIUON XENCNX)p VARYTCRNXsWZ)»PINCNX,)NZ)

DIMENSIUN AVYINCNX2NZ)»VARYINCNX)NZ)»DEP(NX)
CUMHON/ELAP/KLAPSM,KLAST»KTEXP
CUMMON/DQSA/DOS(59,40)»TOUSCE0)»XLOSC40) »YDUS(4U)»NTDOS» NPDUS»2ZL0S
CUMMON/Z/DQOSB/Z/Q@STR(30), TSTRC3U)» NSTR2XPL»YPL,»TRTEM
CUMMONZUOSC/XVANLSYVANLSTACTLsDZLsZPBL2TRAJ(72300)2NLPLUTOS
COMMON/UDOSD/XPLLTSYPLLTSTLLT,OXBsDYB»QTRLTs@TRAXVLLT»YVLLT2XRLLT»
SYRLLT»XRLs YRLAPUEP» TDEF»TDLES,»WS»PREM

COMMON/SPEC/SPARC3V)

CUMMON/STURL/IENDs ICONTROL»NQUT»

ENUJ» JHALFsNSDT s ITUEK,NTIMES K, IPL1,1P2,UPlsJP2,
51GrJGIKURPNPRISSIISAIFLAGIITSSITPSMFLAG IToKASISETsMISNSTHNITP,
SIPRUCSJIP S NPUFFSsJCHANPUFPLsNP»NSUSEDsNTSULsNPINT»INsJSTANTIX S
SNTJUL» IA2»TURSNTEMP»JASKKs DELTASDELTBsDELTC»DELTUSFREXTSDT1»

S

SUTMINSUMZASLCONS XGA2PXGB2XGHA2YGA2YGB»YGW2PBFRAUZATSV2»ZPBSsTRELS XU
EYGsTIMsUXY VXY XFsYP,STABPsPARAMPsZOP»OP s VEL» TTRAVSEZ S ZMsUSP VS,
SUVS»TDIFF» TIG»01202503204>TREMSTRINSTRUTS>TPERIUDSDELTETENU
SUXATSVsLUsPERIUDS TSTARTSPNT»RTPUFF » XMAP 1> XMAP22YMAP L YMAP22DMX »
SUMY s XTJINs YTUINSXTIOT»YTIUTS SUMsSIGMAL»XS»YSsZPBrUXSVEXS
3S51GMA2»PDX2PDLZsPORX2PURY sPUTX»PUTY»SIG12SIG2,X0R»YORsX0T2YOT5G1s
55G2sDZIN, LPBINSTRIDTSTRIHANSAV,QEFF,0IST>DTUXsDTJORSXGP2YGP2DISURS
BUGPIXEF s SPsFRISZBsTHT»ZDIVSFRKsPASPBsPEFFsXBrYB»SX5S5Y»G1»C25C1»
5G2,YCUT» XCUT,DOR»DUT» TURUS ARM» VALY XPFs YBUTsPUXLSPDZL,PUORXLSPURYLS
SPUTXLPUTYL»SIWIL,SIG2L DSUT»SOTI»NTREL»TSULOS» TRAUUO »
SNSUMs XRERLS YRERLAMF2NIN

CUMMON/STURZ2/XuSsYLS,48

COMMON/STURI/MULSGAVLULIRNS TCONS XGMLs XGM25YGML 5 YM2

CUMMON/STURSG/TRELINCEIS,4)»TRELQT(15,54)
CUMUON/STURS/TIMECLIS)»UVMAXCLS)
CUMMON/STURE/JITSOLCO)»NFL(3),0T(300)
CUMMON/ZSTURY/ZEMHINCZ21558)sTRED(L180)
CUMMON/ZISFEC/ZISPARCLS)

CHTIME=VARIANT UIOPERSION = MeMULBROLLAND
NIN=ISPARK1Z)
NUDT=ISPARCL3)
MELPENXENL
MELANSNMX®ENMY *NHANS
NELASNMAanMY ®oNHML
1MQu=0
C====wsf [0 WHEIHer NEED Ty CUNTINGE WITH A PREVIOUS KUN EXECUTIUNG.
CALL STURECLIMUU»TJUBSPRIP2PLIAYYLAVARYLAXFLAXF NFILTsHIMARTDAT S
SHANS AP 5 AN ITUTAJIDTaNTUAT s X NZsNMX 2 NMY p NMZs NHANS s NELPsNEL AN
shbla)

Cues=we [NFUT BA5LIC UNALTEKEU UATRAe,.
CALL INFUTONTUAT 2 ITOT 2 2TUTSVELTASUELTB,DELTCPUELTDSFREXT »

9t



SDTerTMINlNMXﬁNMYﬁNHZ;DNZ»SLCDN'NDJ‘JHALFJ
SNSDTPITJEKPNHANSPXGA)XGBIXGNDYGAPYGB)YGHPNFILT'HIMAPTDAT‘TIMEP
SNTIMEDZOpDPﬁHIDIRpTCpSLC»HANSpNX»NZp
SRABDUBDVB;STAB»PARAH»NIN'NDUT)
IFCIJOBeNES333)G0 TO 242
] IMQD=3
C======IN EVENT OF NEW RUN EXECUTIQN., INITIALISE QUTPUT FILEC49)es,
CALL STURE(IHUUDIJOBPPRPP‘PL‘AVYLPVARYLPXFLPXF‘NFILTPHIMA'TDATP
::éﬁ:;A»F,ANS;ITOT»JTOT:NTDATpNXINZ»NMXPNHY;NMZINHANS»NELP}NELANP

C= ASSIGN PARAMETERS -.-----------.------?h-------..----.-.-------------

(018 oo ko B e S i o S . e e gl

FEFRESPAR(L)
DZATSV=2,0
ZPBS=PBFR*DZATSV
I1G=[P)
JaeJpi
KOR=IFIX((ZS=ZPB5)/DZATSV+2.5)

C*DOSAGE APPROX. RELEASE=TIME INTERVAL SIZE,DTQS
DTpoS=sPAR(2)

g*AVERAGE SDLUTION HEIGHTs 444

======THIS GIVES THE MEIGHT AT WH H

i b ICH THE CENTROID IS FOLLOWEDs:
IFCNHANS 4EQ40)GO TO 62
SUMEQ, 0
DO 61 K=y1,NHANS

61 SUMESUM®HANS (K)

C======FDK CONCENTRATION DISTRIBUTIGNS,s
HANSAVEBSUM/FLOAT (NHANS)

62 CONTINUE
IFCNTDOS.EQsQ)GO TO 3124

Co=====FOR POINT=DOSAGE SOLUTIONS 44
HANSAV=ZDOS

g'DESAGE UPTION=DETERMINE RELEASE=TIME RANGE=®==~remccccancacnacsnccancs
, C*ASSUME @w0 OyTSIDE SPECIFIED TIME RANGEssss
NTIMEm]
TIMEC1)=®TDOS(1)
GO To 124
125 CONTINUE
C======TRtLIN WILL BE THE EARLIEST RELEAS M F
e = INTEREST AT TIME TDOSC1)e, 9 AT AFRERG T Wby
%E:Iggt;Nglﬁ1;|E0|'30|0)TRELIN(lpl)ﬂTSTR(l)
NC1»1)eGTe50000040)TRELINCIS1)®T b J
IFCTRELINCIA1)4GECTSTRC1))GO TO 126 b
DO 127 J=a1,NSTR
IFCUSTRCUIZGT040)GU TO 128
127 COUNTINUE
ERRUR=SART(=140)
128 IF(JeLTa2)JE2
D1=18TRCu=1)
G0 70 129
126 DI1=TRELINC1,1)
129 CONTINUE
D2=TpOS(NTDUS)
DO 351 J=1,nNSTR
351 IFCTSTRCJIWGTeD2)G0 TO 359
JENSTR+1

352 J=g=1
359 IF(WSTR(J)IeLE0.0)GO TO 352
IF(JWsEQsNSTR)IJ=NSTR=1
IF(U2¢GToTSTR(J+1)I023TSTR(J+1)
C======NUMBER OF RELEASE INTERVALS..
NTRED=IFIX((0D2=D1)/0T0S+140)
C======ACTUAL INTERVAL BETWEEN SOLVED PUFF RELEASE=TIMESeas
DT05=(D2=~01)/FLOAT(NTRED)
TRELC1)=D1
C======T0TAL NUMBER UF SOLVED PUFF RELEASE=TIMESss.
NTRED=NTRED+1
DU 353 JaZ,NTRED
Cm==c==RELEASE~TIME SEQUENCEsss
TRED(J)ISTRED(1)+(J=1)*DT0S
353 CunTINUE
NSUSED=300
DO 356 Jal,NPDOS
D0 356 I=1,NTDOS
DO0SCI»J)m040
356 CUNTINUE
IPRUCa0
NPUFFSaNTREDL=1
NPUFP1=NTRED
ITa}
JPe}
D4m3 .0
TIMEC1)®09E+20
XMAP 1uXGML*DXB
XMAP2mXGM2¥0DXB
YMAP1=YGMI*DYB
YMAP22YUM2#DYB
C======S5ET MAKGIN AROUND REGIUN=0F=INTEREST FUR TERMINATIDN OF DOSAGE
c= = TRACKINGs
D1=XMAP1=SPARC17)
D2=XMAP2+SPAR(17)
D3=YMAPL1=SPAR(17)
D4=YMAPR4+SPARC17) s
C======ESTIMATE TRAVEL=TIME FOR FIRST RELEASE«ss
SUMaQ.+0
XPmxGS#DXB |
YP=YGS*UYB |
C======INITIALISE TRACKING HEIGHTess
ZEZ=2ZS [
DU 357 J=1,20000
TACTETRED(1)+(J=1)*DELTO+0«5*DELTD
TRAUQSJ*DELTD
IFCTACTGT-TOATCNTOAT) GO TO 358
Cm=====EXTRACT VELOCITY PARAMETERS s,
CALL VELOC(XPsYP,TACT,UXY»VXY,VEL»UB,VBsTDAT»NTDATSDXB,DYBsITOT,»
$JT0T)
(=====<EXTRACT STABILITY/PARAMETERS .
CALL PRUPS(TACT»XPs»YP»STAB»PARAM,Z0,D,STABP,PARAMP,Z0P»DP,DXB,DYB»
STOATHNTUAT,ITOT»JTOT,RABRABP)
Co====<FIND DIFFUSIVITY AT HEIGHT ZEZsass
CALL FUNCTC(XPsYP»TACT»STABPs»PARAMPsDELTD»ZOP»DPs»VELsXF20eU2FrNK2
$2-TRADUSZEZ)
EZ=F(2s2)
SUMaSUM¢EZ
EZ=5UM/FLUAT(J)
Ce=====SysROVTINE ULFF PROVIDES EFFECTIVE VELUCITY OF CENTROID AND
C= = ALTERS THE TRACKING HEIGHT»ZEZs s,
CALL UEFF(TRADO»ZS»EZ2HS»HANSAVsPBFRIUXY»VXY»STABPPARAMPSZOP»
SDPsUS»VS,UVSHDELTO»LEZ) v

LCE



XPaXP+US#DELTD
YP=YP+VS»DELTD

Crm=====1S THE CENTROIU BEYQOND THE MARGIN YETess
IFCCXPolTeD1)sORe(XP4GToD2)s0Re(YPsLTsD3)40R(YP4GToD4)IGO TO 358

357 CONTINUE

ERRUR®ESWRT(=1.0)

358 TTRAV=TRALO
GO 10 355

g' IDENTIFY RELEVANT LOCI RELEASE BOUNDS ==e==meccucccams-scesse=csa===a
124 CONTINUE
CALL LOCUSCNTIMEsWTDAT,DELTAsNSTRsXGS»YGS» IFLAGSDELTB»ITATS
8JTOT,DXB,UYBsNX»ZSs ZMs DXATSV,DZATSVsZPBSs XGML» XGM2, YGML» YGM2, MFLAG
$sDELTCSDELTDSNZS»ZJs TDATSTSTR,0STRIUB»VBs»STABSPARAMS 20,0 TIME,TREL]
SN>TRELOT»UVMAX2EMIN»NOUT »KOR»NTDOSsWS»HANSAV»PBFRsFsXF2RAB)
IF(RTDOS NE«0)GO TO 125

C= COMPUTE REQUIRED CONCENTRATION DISTRIBUTIONS ==se==ssmcccccmcacceecc=n

c---------.-------------------------------------------------------------

C======(1Tal FoR DOSAGE SOLUTIONSsBUT LUGP IS ENTERED AT STATEMENT 355)
D0 67 IT=lsNTIME

C+ SET SQLUTION SPACES TO ZERQ FOR TIME IT #4444ttt tttttsstttttitestss
R R R R R L R R R e PR e R S R S X
Ce=====TRELIN LESS THAN ZERO IMPLIES NO CONTRIBUTING LOCUSsss

IFCCTRELINCIT21) oL To0)aANDe CTRELINCIT,2)5LTo0)s ANDeCTRELINCITS3) 0L

8Te0) s ANDLCTRELINCIT24)4LT40))GD TO 67

IF(NMX*NMY*NMZoEQ.0)GO TO 86

DO 85 Km1,NMZ

DU 85 J=1sNMY

DO B85 I=1,NMX

ACI»JsK)I=040
85 CONTINOUE
86 IFCNHANSVEQ.0)GD TO 169

DO 168 K=1,NHANS

D0 168 J=m1sNMY

D0 168 I=1sNMX

ANS(I»JsK)=0,40
168 CONTINUE
169 CONTINUE

DO 133 K=21,20

DO 133 I=1,50

IFCITJEKGNEZ1)GO TO 133

ATJ(I»KI=0,40
133 CUNTINUE

IPRUC=0

C+ EXPAND SOLUTION LuCUS TO ALLUW FOR EXTERNAL CONTRIBUTIUNS2AND*+++++44
C+ LDETERMINE NOe« UF PUFFS AND SDLUTIUN SPACE STEP=SIZLSstttstsestsdistss
C+++++++44++4++++44++++4+¢§+++4+++++++4++¢++¢+++++++¢+44+¢+4+++4+++++*4+
D0 68 JP=1,3
IFCTRELINCITHIP)aLTA040)60 To 68
XP=XGS*DXB
YPaYGS*DYB
FERIQD=SPAR(3II/ZUVMAXCIT)
Cru====500000 WAS ADDED TO ENTRY OUR EXIT TIMES IN "LOCUS"™ AS SIGNAL

c= = [HAT BUUNDS ARE DETERMINED BY RELEASE PERIODsase
IFCTRELINCITSJP)LT45000000)G60 TO 341
TRIN=TRELINCIT»>JP)=50000040
GO To 342

341 CUNTINUE

TRINSTRELINCIT>JP)I=PERIUD

C*USE SUURCE STARTING TIME HEREssssaaveseense
TSTARTaTpAT(1)
IFCTRIN«LT«TSTART)TRINZTSTART
IFCTRINSLTSTSTRC1DIITRINITSTR(1)

342 CONTINUE
IFCIRELOTCITSJP)«LT2500000+0)GO TO 343
TROT=TRELOTCIT»JP)=50000040
GO To 344

343 CONTINUE
TROTaTRELUTCITLJP)+PERICGD

C*USE SOURCE END=TIME HERE.sess
TENL=TDATI(NTDAT)
IFCTROT+GToTEND)TRUT=TEND
IFCTROToGT«TIMECITI)TROT=TIMECIT)
IFCTROTSGTsISTRCNSTRIITROTATSTRINSTR)

344 CUNTINUE
PNTaUVMAXCIT)/SPARCA)
NPUFFS=1FIX(PNT-(TRDT'TRIN)+2.1)

C*AUJUST HERE AS NECESSARY
I=IF IX(SPAR(S))

IF(NPUFFSsGTo IINPUFFS=I
DTPUFFa(TROT=TRIN)/FLOAT{NPUFFS)

C*STEPSIZES IN REGION OF INTEREST

C====== AND BUUNDS OF REGIQN OF INTEREST IN LENGTH UNITSsee
XMAF1=XGM1l*DXE
XMAP2®XGM2%DXB
YMAP1=YGM1#DYB
YMAP2=YGM2%UYB
DMX=(XMAP2=XMAP1)/FLOAT(NMX)
IF((NHANS.NE-O)-AND-(NMY.GT~75))NMY=75
DMYa(YMAP2=YMAP1)/FLDATONNY)

OMZ=0MZ
IFCITJERSNES1)G0D TU 155

+ LIMIT FUR CHECK=SYSTEM PLANE P e LT SRR R R R R AR R R R A
g++EEIETTiTE+§£+i+§+++++++++++++++++++++++++++++++++++++++++++++*#+++*++
(m=====THIS IS A DIAGNOSTIC 2=DIMENSIOUNAL SOLUTION WITH LAGRANGIAN
e - SOLUTIUNS RESOLVED INTG A VERTICAL PLANE (NOT INVOLVED IN
- = (ONCN. DISTRIBUTION DR UUSAGE SOLUTIONS)wae

JCH==1
154 CUNTINUE
TREL=TRIN
IF(JCHsbT«O)TREL=TRUT
XG=XGS
YG=YGS
TPERTOD=TIME(IT)=TREL 1
IFCTPERIQULTSDELTDIGO TO 152
NST=TFIX(TPERIQOU/DELTD#+1.0)
DELTE=TPERICGD/FLOATI(NST=1)
NITPaNST=1
DO 153 ITP=1,NITP
TIMETREL+CITP=1)+DELTE
XP=XG*DXB
YP=YGe=DYB 2
CALL VELG(XF;YP;TIM»UXYlVXYrUVSlUBJVB;TDATJNTDAT:DXB;DYB)ITUf'JTUT
£)
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CALL PRUPS(CTIM»XP,»YP,STAB»PARAM»ZO»D»STABP»PARAMP,2Z0P,0P,DXB,0YB,T
SUATANTUAT»ITOT»JTOT»RABIRAKP)
CALL SPEEUCUXY»VXYsSTABP»PARAMP»ZOP»DP»ZJsDZATSYSDXATSYUSPVS,UVS,
$2PBS)
XGuXG+US#DELTE/DXB
YGuYG+VS#DELTE/DYB
153 CONTINUE
152 CONTINUE
IFCJCH«GT0)GO TO 156
XTJIN=XunDXH
YTJINBYG®DYB
JCHE+1
GO TOo 154
156 XTJUT=Xu»DXB
YTJUT=YurDYB
155 CUNTINUE

C+ SOLVE POR EACH PUFF #4443+ 4444444414444 0444044444444 444443404344 444 44
R R Rl R R AR L)
NPUFP1aNPUFFS+1
355 CONTINUE
DU 69 NP=1,NPUFP1
Cmm=eamRPLEASE~TIME FOR DUSAGE PUFFSev.
IF(NTDOS+NE«O)TREL=TRED(NP)
IF(NTDOSNE«O)TTRAVETRADD
IF(NTDOS'NEeOJ)GU TO 371
C======RELEASE=TIME FOR CONCNs DISTRIBUTION PUFFSsas
TREL=TRIN+(NP=1)*DTPUFF
Cem====TRAVEL=TIME FOR CONCNs DISTRIBUTION PUFFSssa
TTRAV2TIMECIT)=TREL

C+SET TIME=STEP STRATEGY FOR EACH PUFF+++4+4+ 4444444ttt 4444tttattststts
CHE1 4444444444444 4+ 44444+ 44 4444444344444 4344444344444 4444444444024 44
Cme==e=THESE ARE REAL=TIME STEPS ALONG THE TRAJECTORYs s
If (NPsNE «NPUFP1)G0O To 371
C=m==e==LAST PUFF .
TTRAV=20,0
DT(1)=20,0
NSUSED=a1
TREL=TIMECIT)=2040
GO0 To 372
371 CONTINUE
Co=====CALCULATE STEP=SIZE SEQUENCE..s
SUMBQ.5*SPAR(24)
DG 71 K=1,50
SUM=SUM+5*K*SPAR(24)
IFCTTRAVLJLE.SUM)GO TOo 72
71 CONTINUE
ERRUR=SWRT(=1.0)
72 [)1=5.5
JEgG
IF(K.EQe1)GU TO 73
DO 77 1=1,5
SUMESUM=K*SPAR(24)
IFCSUMJLETIRAVYGO To 78
77 CONTINUE
ERRUR=SAURT(~1.0)
78 D1esFL OATCIFIXC(SUM=SPAR(24)/2:0%0001)/SPARC24))240.45
JEK*S5+1=1
73 CONTINUE
(======KFCALCULATED NEAREST BASIC STErSIZEC(DT(2)3 FOR CONCENTRATIUN

c= = UISTRIBUTTOUN SOLUTIONSasoe
D4=TTRAV/D1
IF(NTDOS.EQs0INSUSED=Y
DTC1)=0.5*D4
DU 79 K=1,50
Ce=====0NLY INCREASE STEPSIZE ONCE EVERY FIVE STEPSsss
DO 79 J=1s5
I=s(K=1)*5+J+1
DTCL)=K*D4
79 CONTINUE
372 CUNTINUE

C+ SET PARAMETERS» AND SPATIAL STEPS AND GRID=SIZE FOR PUFF ++++t+sasdss
C*i#’ii+i+i++iii+ii&+i+i{+++++i+++i++++++i+i+++{+0&++00&0+++++i++*+i+++ii
NTSOL=1
JTSOLC1)anSUSED
C======sSOURCE PUSITION(XsY) IN LENGTH UNITSeses
XS=XGS*UXB
YS=YGS»DYB
C*THESE MUST APPLY FOR WHOLE PLUME sesseoncose
C*MINIMUM VALUE OF EX» EXSMIN=D2
D22t MINC1»IT2JP)
C*MI{NIMUM VALUE OF EZ» EZSMIN=D3
D3I=eMINC221T,JP)
C*DPTIMAL SPATIAL STEPSIZESees
DXATSV=5QRT(D2*LT(2)/SPARC13))
CZATSV=SQRT(D3*DT(2)/SPAR(13))
(======VERTICAL GRID=PDINTS IN LAGRANGIAN FRAME.es
NZ=1FIX(SPAK(6))
D3=(NZ*UZATSV+ZFB)/2:0
D1aSPARC14)/2.40
PDZ=DZATSV
POX=DXATSV
IFCD3aLT,L1)DZATSV=SPARC14)/FLOATINZ=1)
D3=(NZ*UZATSV+ZPB)/SPAR(15)
C==m===pApJuST YERTICAL STEPSIZE TO MEET MINIMUM FHRAME HEIGHT CRITERIA s
IFCU3eLTZSIDZATSV=SPAR(15)%ZS/FLOAT(NZ=1)
ZPB=PBFR¥UZATSV
IF(UXATSY.LTADZATSVIDXATSYV=0ZATSY
Cuawwtnhatstesaoas INSTFAD WILL ALLOW TO CONTINUE AND RESET DXx»DZ IN PUF
IPRUC=1
(==em==qORIZONTAL GRIU=POINTS IN LAGRANGIAN FRAME ...
NX=IFIX{SFARCT))
Cr=====fXREME HOKIZONTAL STEPSIZEaas
DXSVEX=SPAR(AI*UXATSY
IFC(UXSVEXsLT«UXATSVIOXSVEXSUXATSY
C======BASIC INIGHMATION FOR PUFF SOLUTIONses
HRITF(NUUT:9?1)NP;NPUFFS:IT'TIME(IT)'JP:TREL;TTHAV;UA;NSUSED:NX'
SNZ,PDXsPDLsDXATSV,UZATSY
921 FDRMAT("OND™»I13," RELEASE (OF"»13»,") FOR TIME"»12," (Ta3"»F8.1,
$"),L0CUS NOa™212s"s RELEASE T="»F841»"»EXPECTEU TRAVEL Ta" »F8.1»
$"»WITH INITIAL UT="sF7e25/»10%X,"EXPECTED TRAJ«STEPS=",12,/210%>
$"SOLUTIUN FRAME SIZE=NXa",13,™. NZ3"»[35"™s MINIMUM POSSIBLE (pX»DZ
$Y=(",F5:2,"s"sF542s") AND MINIMUM ALLOWED (DX»DZL)3("»F5e2,"s",

§F5.2,"2"M)

IMOu=1

(~=====STURE INTERMEDIATE DATA IF REQUIREDss.
CALL STURE(IMUD'IJUB;PR}P;PL;AVYL'VARYL'XFLJXF'NFILT}HIHA;TD#T;
SHANO»ASF »ANS»ITOTsJTOTHNTOATsNXANZsNMXsNMY > NMZ o NHANS > NELP s NELANS

SNELA)

6CE



242 CONTINUE

C+ CALL PUFF SOLUTION AAARE AR T L Y O O S S O S U
C+++++++++++++¢+++++++++++++++++++++++++++++++++++++++++++++++++++++++++
C======SOLVE FDK LAGRANGIAN PUFF UNDER THE SPECIFIED CONDITIONSses
CALL PnfF(TREL.JTSDL;NTSOL;DT;DZATSV;DXATSV'NX;NZ;DXB;DYH;UB
3'VB;STAB;PAKAM;ZO;D'TDAT;PR'NSDT;XS;YS;ZS'NTDAT'POSDX;PUSDZ'PDSURX
$;PDSDRY'PUTlLX'PﬂTILY;XF;DXbVEX;DEP; ZPB>»NOUT,»TDES»TDEF
S'PDLP'NS;ITUTIJTUT!VARY!AVY'NTDUS'XMAPl'XMAPZ'YMAPlIYMAPZ'TRADD;
SNP;NSUMIXHERpYRER'HANSAV;PREM'RRB'PTIAVYT;XFP;XFN'VARYTIF'P)

i ettt T T

c-_-----------------------_---------.-.----.----.-------.--.-------.----

IF(NTDOSSNESDIGU TU 69
DU 74 K=1sNZ
DU 74 I=1,NX

74 PUI>KI=PR(1,15K)

C=====~FINAL PUFF PUSITIUN AND STEPSIZE DATAess
Pux=POSUX(1)
PLZ=POSDZ(1)
PORX=POSORX(1)
PORY=POSORY (1)
POTXxePOTELXC(1)
PUTY=POTILY(1)
SIGI=STGMAL
SIG2=SIGMA2
IF(NP«EQ.1)GO TO 75

C+REFER PUFFS TD ANSWER GRIUSH44+ 4444+ 4440444440444+ 4444444444 4404449
c++0++++++¢++++++++++++++++++++++++++++++++++++++++o++++++++++++++++++++

Cme=====ACCUMULATE PUFF SOLUTIONS IN RESULT GRID FoR CONCENTRATION DISTR.
C= = SOLUTIONSsss
CALL REFER(NX'NZ:XFL:XF)AVYL:VARYL:AVY:VARY)PL:P:PDXL:PDZL)P
SDX:PDZ:PORXL;PDRX:PURYL)PORY:PDTXLJPDTYL:PDTX;PUTY:XRERL;XRER)YRER
SL'YRERAZPBL'ZPB'TREL'DTPUFF;NSTR»TSTR:QSTR;ITJEK;NHANS:NMX'NHY;NMZ
$'XMAP1)YHAPI:DHX;UMY)HANSJANS}NPINT;RlDTJX)NTJX)ATJ)XTJIN)XTJDT'
5YTJlNlYTJUT}DSUT'NUUT;PIN}AVYIN'VARYIN'XFIN)

75 CONTINUE

C+ RESET PARAMETERS FOR NEXT INTERPOLATED SEQUENCE #++++44444tattttastsrs
C++++++*+++++0++++++++++++++++++++++o+++++0++¢++0++++++++++++++++0++++++
DO 76 I=1,NX
XFLCI)=XFC(I)
DO 76 K=1sNZ
AVYL(I,K)=AVY(I,K)
VARYL(I»K)=VARY(I»K)
76 PL(I,K)=P(IsK)
PLUXL=PDX
PDZL=PDZ
C======STOURE LAST POSITIONS AND STEPSIZESsss
PORXL=PURKX
PORYL=PORY
PATXL=PUTX
FOTYL=POTY
SIG1L=SIG1
SI1G2LeSIG2

XRERLSXRER
YREKL =YRER
ZPBL=LPY
69 CUNTINUE
IF(NTDOSNESOJdU0 TU 263
68 CONTINUE
It (IPROC.EQ.0)GD TO 67
IFCITJUEK,ELQe1)GO TO 141

C+ PRINT UUIT LEVELS OR VOLUMES OPTIONS #+++++++ttttttttttetisttsrtitsttes
C+++++-0-+++++0++-0-0++++++-0--0-+-0-0'0"0'++1'0+0++-0-+'0'+0++++++-0-+-0--0-+-0--0-0+++-0--0-+-0-++-0--0-0+++
HRITECNGUT»110)TIMECTT)» XMAP Y, XMAP2, YMAP 15 YMAP2,DMXs0MY DML
110 FORMAT(//////51HOsSHTIME=sF7405,3X223HY=Z SECTIONS IN (XMAP1=5FT740,

S6HXMAP23,F 740, 6HYMAP1=5F740s 6HYMAP2SsF740s11H) WITH DMX=5F6e1,6H
EUMY=»F6es1s6H DMZ=sF641)
IF (NHANS.EQW0)GU TU 166
C======SUBROUTINE MAP WILL STORL (AS OUTPUT) AND PRINT QUT CONCNs
c=- = DISTRIBUTIUN SOLUTIUNSess
CALL MAP(NHANS , NOUT»HANS »XGA» XGB» XGHW» YGA» YGB,YGH» XGM12 YGM1 D
EXBsUYBsUMXsUMY s NMY s NMX s ANS»MUL» IToNTIMEsTIMECIT)SPRsPSPLAAVYL,
BVARYL s XFL»XFsNFILT>HIMA» TDAT, A»F,ITOT»JTOT>NTOATSNXS NZ2NMZ)
GO TD &7
166 CONTINUL
DU 91 I=1sNMX
WRITE(NOUT»108)1
108 FURMAT(//s1X5,2H1=513,/)
DU 91 KKa1,NMZ
K=ENMZ =KK+1
HRTIE(NDUT»214)CACI»dsK)pU=1,NMY)
114 FORMAT(1Xs20F642)
91 CONTINUE
GO T0 &7

C+PRINT QUT DOSAGE COPTINN +++++4+ 4444444444444 444444444442 444 4444444144
CHat 4444444443244 44 4444443444444 4244444442342 4 1444414444404+ 4F 4444444
263 CONIINUE
HRITE(NDUT»264)MUL
264 FORMATCIH1»"DUSAGES AT SELECTED POINTS= DATA SET NOW"s15/)
KKanNTDOS=1
LU 265 J=1sNPLOS
DU 265 I=1sKK
WRITE(NUUTS266)J,X0USCI)»TRUSC(I)»1»TDOSCI)»TDOSCI+1),D08C10d)
265 CONTINUE
266 FUORMAT(LIX»"FNSITINN"»13»"
813," (", F842," TU "»FBe2:")
IMubL=S
C======5TURE UDSAGE RESULTS IN UUTPUT FILEC49) e
CALL STURE(CIMOU»TJUBsPRAPSPL,AVYLSVARYLsXFLsXFsNFILT,HIMASTUAT,
BHANOS»ASF L, ANS, I TUTSJTOTHONTUAT ANXsNZoNMXs NMY s NMZoNHANS s NELPSNELAN»
BMNELA)D
GU D 209

(M,F743s"s"sF7035s") FOR TIME=INTERVAL™,
UOSAGE=",E11.4)

C+ PRIKT UUT CHECK=PLANE UPTIUNS #4444 4+ +++4 4+ 442444444444ttt 0ttttettts
C0++’f++f++f#0+f'+-1»-[-1'1-0+++§f++++++1'0000+++00+000++0001’0+00000+00000+++0+f
C======THiS IS UNLY USED IN THE CASE OF THE CHECK=PLANE DIAGNOSTIC

L= = SOLUTIUNaws

141 CONTINUE .
WRITE(NOUT»142)TIMECITISDTIXDMZLHIMACL) SUBCIGSJG21)»VB(IG2JGs1)

142 FURMAT(////7/7/721HOSHTIME=SFT,0,3%28F100842//7/)

OtE



DU 133 1=1,NTJX
D0 7667 K=1,NMZ
IF(ATJCI,K)aLE«0,0)G0 TO 7667
ATJCIPKI=2ALOGC(ATUCI»K) ) /24302585093
7667 CONTINUE
143 WRITF(NOUT»114)CATJCI»K)sKEL1,NMZ)
LSOT=SART((XTIOT=XS)an24(YTINT=YS)*x2)
IFCCCYSeLTaYTJOT)aAND o (YSsGT o YTJUINI)aORoCCYS4GTaYTJUTIANDs(YSWLTs
SYTJINI))DSOT==DSOT
S8TI=DSOT/DTJX
WRITE(NOUT»162)DS0T»S0TI
162 FORMATC1X»"DISTANCE FROM I=NTJX TO SOURCE=",F10.:2,3X»"WHICH IS EQU
SIVALENT TO ",F8.,8,2X,"DIVISIONS")
VEL®SART(UB(IG,JG,1)aw24VBCIGsJG,1)wn2)
67 CONI1 INUE
[ R e T L T e T L P P L L L L P L LY e )
L ELEL L P LT P Y P L P T L ey P Y P P P Y P P L L P R LY T )
269 CUNTINUE
IMpU=2
Ce===e==RESET FLAGS TO INDICATE TERMINATION OF THE RUNess
CALL STORECIMOU»IJUBSPRsPSIPLIAVYLIVARYLSXFL2XFANFILTS»HIMA»TDAT»

SHANS» A»F 5 ANS, ITOT»JTOTHNTOAT,NX»NZsNMX2NMY > NMZ» NHANS» NELP,NELAN»
SNELA)

RETURN
END

SUBROUTINE REFERCNXPNZs»XFLAXFrAVYL2VARYL2AVY2VARYSPLIP»PDXLAPDZLSP
3D0X,PDZ,PORXL,PORX»>PORYLSPORY,POTXL»POTYLAPOTX»POTY»XRERLS XRERS YRER
SLsYRER»ZPBL»ZPBr TRELSDTPUFFINSTRATSTRQSTRs ITJEKSNHANS» NMX2NMY s NMZ
S»XMAPL» YMAP I »DMXsDMY pHANS s ANS»NPINT»AsDTUXINTIXsATI»XTJIN2XTJOT»
SYTUINSYTJUT»DSOT»NOUTHPINSAVYINSVARYINS XFIN)

C

Cme====THIS SUBROUTINE ALLOCATES LAGRANGIAN PUFF CONTRIBUTIONS TO THE

c= = EULERIAN CONCNs DISTRIBUTION SOLUTION GRID COVERING THE REGION=
C= = =0F INTERESTess

c

DIMENSION PINCNXANZI»AVYINCNXONZI»VARYINCNXSNZI 2o XFIN(NX)

OIMENSIUN XFLONX)»XFONX)»AVYL(NX,NZ)sVARYLINXSNZ)sAVY(NXsNZ)
DIMENSION VARY(NX,»NZ)sPLINXsNZ)»P(NX»NZ)»TSTR(30),QSTR(30)
DIMENSION HANSCNHANS ) » ANSCNMX2NMY»NHANS) s ACNMX 2 NMY P NMZ)I 2 ATJ(50520)
COMMON/SPEC/SPAR(30)

C+ COMPUTE CHARACTERISTIC PARAMETERS FOR INTERPDLATIUN OF PUFFS *++++4+2
CH44 2442344484444 44 344143444444t 444+ 44444434414 4044 4444444404 4444444
C*IN VIEW nF PUFF SEPARATION = B00M, SPACE INTPUFFS AT 40M sese
NPINT=IFIX(SPAR(9))
DU 81 IN=1,NPINT
Cm=====INTERPULATE POSITIUNSsas
XOR®(NPINT=IN)*PORXL/FLOATCNPINT)Y+IN*PORX/FLOATI(NPINT)
YOR=(NPINT=IN)*PORYL/FLOATI(NPINT)+IN*PORY/FLOATU(NPINT)

XOT=(NPINT=INI*POTXL/FLOATCNPINT)+IN*POTX/FLOAT(NPINT)
YUT=(NPINT=INI*POTYL/FLOATINPINT)+IN*POTY/FLOATINPINT)
SGI=(NPINT=IN)*SIGIL/FLOATCNPINT)+IN*SIG1/FLOAT(NPINT)
SG2e(NPINT=IN)*SIG2L/FLUATCNPINT)+IN*SIG2/FLOAT(NPINT)

YRR (NPINT=IN)*XRERL/FLOATCNPINT)+IN®*XRER/FLOAT(NPINT)
YRRE(NPINT=IN)*YRERL/FLOAT(NPINT)+IN*YRER/FLOAT(NPINT)

DU 98 I=1sNX
XFINCI)=(NPINT=IN)*XFLCL)/FLOATCNPINT )+ IN#XFCL)/FLOATCNPINT)

98 CUNTINUE
DO 82 K=1»NZ
PC 82 I=1sNX
Di==115.0
D2==115.0
IFCPLCI»K)eGTe0s0)D1=ALBG(PLCISK))
IFCPCI»K)aGTA0,0ID22ALOGCPCI,K))

(======INTFRPULATE ZEROTH»FIRST AND SECOND MOMENTSaas.
PIN(I:K):EXP((NPINT'IN)*DI/FLOAT(NPINT)+IN‘D2/FLOAT(NPINT))
AVYIN(I;K)=(NPINT'1N)*AVYL(l;K)/FLDAT(NPINT)+IN*AVY(IrK)/FLUAT(NPl

ENT)
VARYIN(I.K)=(NPINT'IN)iVARYL(I;K)/FLUAT(NPINT)¢1N*VARY(I;K)/FLUAT(
ENPINT)

82 CUNTINUE
DLIN=(NPINT=IN)*PDZL/FLOATCNPINT)I+IN*PDZ/FLOAT(NPINT)
ZPB1N=(NPINT-IN)tZPBL/FLOATLNPINT)#INtZPB/FLOAT(NPINT)

C*EFFECTIVE RELEASE TIME OF INTERPOLATED PUFF
TR=TREL=DTPUFF+IN*UTPUFF/FLOATCNPINT)

C*SUURCE STRENGTH AT THAT TIME
DO 83 JST=1»NSTR
IFCTRsLTATSTRCJSTIIGD TU 84

83 CONTINUE

8s IF(CJSTsEWe1)sORa(JSToGTeNSTR))IGO TO 81
oT 2TSTR(JSTI=TSTR(JST=1)
UEEEZ(((TR'TSTR(JST'I))/uTSTR)tUSTR(JST)+((TSTR(JST)'TR)/DTSTR)'QS

$TR(UST=1))*DTPUFF/FLDATINPINT)

C*USE BROUCKAERT GRID AS BASIS
JIFCITJER.NE«1)GO TO 131

C+ INTERPULATION OF PUFFS FUR CHECK=PLANE OPTION RS R R RL L IR R AR L AL S AL
C*++++++++++++++0++++++0¢+++¢++¢++¢¢++¢0++¢+++¢+++++¢+++¢4++++¢0*+++#+++
Cm=====THIS SECTION IS ONLY FOR DIAGNOSTIC PURPOSESss -
DIST=SWRT((YTJUT=YTJIIN)##24(XTJOT=XTJIINI ##2)
NTJIX=IFIXC2.0%DIST/(NMX4DMTI40,5)
DTUXaDIST/FLOAT(NTJIX)
NTJZ=NMZ
DTJUR=SURTCIXOR=XTJINI ##2+ (YOR=YTJIN)##*2)
DU 134 1A=1,NTJX
XGP=XTJIN+IA*CXTIOT=XTJIINI/FLOATINTIX)
YOP=(XGP=XTJIN)Z(XTJIOT=XTJINI#(YTJOT=YTIINI+YTJIN
DISUR=SURTCIRLUF=YOHR) a %2+ (YGP=YOR)I*%2)
DGP=SART((XUP=XTJIN) w2+ (YGP=YTJIN)I**2)
IF(DGP4T+CTJOR)DISUR==DISOR
IOREIFIXCFLUATINX)/2,0+40451)
XEFsXFINCIOR)+DISOR

1F CCXEF s LE«XFINCI)) eOReCXEF «GESXFINCNX)I)GO TO 134
DU 137 I=l,NX
IF(XEF«LTeXFINCI))GU TO 138
137 CONTINUE
138 SP=XFINCI)=XFINCI=1)
FRIs(XEF=XFINCI=1))/SF
U0 139 Ka=1»NTJ!Z
ZB=(KA~1)»DM2

LEE



THT=(NZ=2)*ULZIN+ZPBIN

ZDIv=(2B=ZPBIN)/DZIN

IF (BT THT)GO TO 139

K=IFIXCZNIV+34,0)

FRK=ZDIV+3,0=FLOAT(K)

Ul==115.0

C2==115.0

U3==115,0

L4==11540

IFCPINCISK)eGTo000)D1=ALOGCPINCISKY)

IF(PINCI=1,K)aGTo040)U22ALUGCPINCI=1,K))

IFC(PINCIPK=1)4GTa060)D3=ALOGCPINCIPK=1))

IF(PINCI=1,K=1)aGTe0.0)042ALOGCPINCI=1,K=1))

PASFRI*U1+4(1,0=FRI)*p2

PB=FRI*D3+(1,0=FRI)*D4&

PEFt =EAP(t RK«PA+(1.0=FRK)*Pb)

It ((IA-GT-50)lDRn(IA-LTO1)lURn(KAlGTnZO)IUR.(KA-LT-l))NRITE(3I6522
SIIAPKAPNTIXsNTIZ S NMX, NMY ,NMZ,OMX» OMY ,DMZ,DXB,DYB» XGM1,XGM22YGM1»YG
BM2pXTJOTH»XTJIINSYTJOTH,YTJINSDIST

6522 FORMATCIHU»"TA»KASNTUXsNTJIZPNMX 2> NMY »NMZ>DMX2DMY »DMZ»DXB»DYBs XGM12X
SGM2, YGMI,YGM2o XTJOTo XTJINS YTJUTs YTJINSDIST"»/51H »713,5F60154F 642
85F7.0,7)

ATJCIAPKA)=ATJICIALKA)+QLFF*PEFF

139 CONTINUE
134 CuNTINUE
GU To 81

C+ INTERPULATION OF PUFFS FUR LEVELS OR VOLUME OPTIONS #+++444+24444s4444
CHITE24 44444414t 4 4444444444424 4 4444444444444 4444444444244 444 2444424
- Cme=====HFEKE ALLUCATIONS ARE MADE Tp THE SOLUTION GRIDSsaes
131 CONTINUE
IOR=IFIX(FLOATC(NX)/2,040451)
NTEMP=NMZ
IF (NHANS « NE«OINMZ=aNHANS
C======FIND THE CENTRE»RADIUS AND SENSE OF THE ARC FITTED TO THE
Ct= = TRACKING POINTSess
CALL CIRCA(XNT,»YOT»XOR»YORsXRR»YRRsXCsYCH»RADC,»THET1,THET2)
DO 86 TA=i,NMX
Ou 86 JAs=1,NMY
DO 86 KAzl,NMZ
X8=XMAP1+IA=xDMX
YB=YMAPL+JA*DMY
ZB=(KA=1)*DMZ
IF(NHANS ¢ NE+Q)ZB=HANS(KA)
C*FINU PNSTITIUN RELATIVE To MOUVING FRAMEssssss
C*DISTANCE ALUNG ARC FROM CURE sessaes
Dl=xB=xC
IF(U14EQ4040)D120,00000001
THEB=ATANC(YB=YC)/D1)
IF(U1aLTe0s0)THETB=THETB+34141592654
IFCTHETBaLT«aDe0)THETB=THETB+240%34141592654
IFCTHFT2=THETBaGTe30141592654)THETB=THETB4240%34+141592654
IFCIHET2=THETBaLT»~34141592654)THET13THET142.0*3,141592654
IF(THETZ2=THETBsLT+=3,141592654)THET2=THET2+2,0*3,141592654
Di1=THET2=THET1
D4=THET2=-THETB
D3=u1+*D4
IF(U3.E@+0.0)03=20400000001
Di=p3/7a8S(D3)
XPFaXFINCIOK)+D1*RADC*ABS(THETB=THET2)
C*DISTANCE FRUM ARC«CUSF LEFT=HAND COURD=SETY)
D2=5QRTC(XB=XC)* w24 (YB=YC)*xD)

D4=p2=RADC
IFCIHETZ2.LT.THET1)U4==D4
YOUTaD4
IFCCXPFoLE«XFINC1))sDRs (XPFoGTAXFINCNX)))IGO TO 86
DO 87 I=1»sNX
IF(XPFsLE«XFINCI))GU TO 68

87 CONTINUE

68 SP=XFINCI)=XFINCI=1)
FRI=(XPF=XFINCI=1))/SP
THT=(NZ=2)*DZIN+ZPBIN
ZDIv=(ZB=ZPBIN)/DZIN
IF(4BsGT4THT)GD TO 86
K3IFIX(ZDIV+340)
FRKSZDIV+3,40=FLUAT(K)
D1=+11540
D2==115.0
D3==115.0
D4==11540
IF(PINCISK)eGTo0Us0)D1=ALOG(PINCINKD)
IFCPINCI=1,K)eGTe0s0)D2=ALOGCPINCI=1,K))
IF(PINCI,K=1)s6Te0s0)D3=ALUGCPINCI»K=1))
IF(PIN(I-l;K-l).GT.O.O)UQHALDG(PIN(I‘l;K-l))

C===w=== gGARITHMIC INTERPULATION tnNR VALUE IN LAGRANGLAN FRAME e
PA=zFRI*D1+(1.,0=FRI)*D2
PB=FRI*L34+(140=FRID*D4
PEFF=EXP(FRK*PA+(1.0=FRK)*PB)

C*INTERPOGLATE FIRST AND SECOND MUMENTSesensasse
VARAZFRI®VARYINCI,K)+(1.0=FRI)*VARYINCI=1,K)
VARB=FRI*VARYINCI»K=1)+(1s0=FRID*VARYINCLI=1,K=1)
AVASFRIWAVYINCISK)+(140=FRID*AVYINCI=1,K)
AVRBSFRI®AVYINCIPK=1)4(1s0=FhI)2AVYINCI=1,K=1)
AVASFREK*AVA+(140=FRK)*AVD
VARA=FRK*VAKA+(1,0=FRK)*VARB
IP1=1+1
IM2=]1=~2
IP2=1+2
KP1=K+1
IFCIP1.GTeNX)IP1=NX
IF(IM2sLTel)IM2=1
IFCIP2.GToNX)IP2rNX
IF(RP1.GTaNZIKPL=NZ

~e=-==fRRAR BUTPUTss+ (NEGATIVE VARIANCE)
¢ IF?(SARA.LE-O-U).ANU.(PEFF-GT.O-O))HRXTE(NDU1;27)I;K;FRI;FRK;XPFrV
SARAIAVA!Pth;VARYIN(IMZ'K)'VARYIN(l'l;K)lVARYIN([IK)’VARYIN(IPI'K)
EsVARKYINCIP2sK) 2 VARYINCIAK=3),VARYIN(ISKP1)
27 FURMAT(214513E942)
IF(vARAsLEsU0)GO TU 86

C*RELATIVE DEVIATINN FRUM AVAsassss
SY=YNUT=AVA

C======a55ME GAUSSIAN DISTRIBUTIUN. s«

Gl=CQEFF «PEFF/VARA/2.50663)*FXP(=SY*%2/2.0/VARA/VARA)
IF (NHANSEQ.0)GO TU 170

(erumam ~INCREMENT UISTRIBUTION GRID.«s
ANSCIAsJASKA)I=ANSCLIA,JAPKA)*GL
GO To 86

170  CUNIINUE
ACTA»JAPKAI=ACLA»JAPKA)+G]
36 CONTINUE
NMZ=NTEMP
81 CONTINUE
KETURN
END

(433



5 SUBROUTINE TIMEXCKTIMEX)
(======TH1S SUBKOUTINE FINDS PROGRAM ELAPSED (TOTAL) TIME FROM TIME=
c= = =nF=pavY.,
¢
CUMMON/ELAP/KLAPSMsKLAST
C======FuwCTION TIME IS A COMPUTER UTILITY ROUTINECSEE SECTION Ce ABOVE)
JT1aTIME(CL)
KVALSIFIXCFLOAT(JT1)/3600,0)
KZKVAL=KLAST
IF(KeLTo0)K=K+1440
KLAST=KVaAL
KLAPSMaK| APSM+K
KTIMEX=KLAPSHM
FETURN
END

SUBKNUTINE MAP(NHANS sNUUT»HANS» XGA»XGE»XGW»YGA»YGB»YGH2XGM1sYGMI »
SUXB,DYBsNUX,DMY » NMY » NMX » ANS»MUL» IToNTIME» TIMEsPRsP»PLsAVYL? VARYL »
SXFLoXFoNFILT,HIMASTOAT»AsF2ITOT» JTUTSNTOATSNXsNZSNMZ)

C-=====THIS SUBROUTINE STURESCAS ULTPUT IN FILEC49)) AND MAPS THE CONCN,
= = DISTRIBUTION RESULTSC(GRIU PRINT=QUT)

DIMENSION ANSCNMXsNMY»NHANS),HANSCNHANS)»LATC400)

DIMENSION PRCISNX»NZ)sP(NXsNZ)sPLINXsNZ)

DIMENSIUN AVYLCNXsNZ)»VARYLCNXsNZ)sXFLCNX)

CIMENSION XF(NX)sNFILTC(NTDAT),HIMACNTDAT)

UIMENSIUN TUATCNTDAT) s ACNMXsNMYsNMZ)sF(2,NZ)

DATA LAASLABsLAWSLAMMLAS/ 1HA, 1HE, AHNs 1H=s1H /

NELP=NXaNZ
NELANSNMX*NMY*NHANS
NELASNMAANMYaNMZ

IMgu=4

C======WRITE RESULTS INTU QUTPUT FILEs,.

CALL STURE(IMOU» 1UUB»PRIPPLIAVILIVARYL I XFL XFrNFILTo»HIMASTUAT»
ERQES;A;F;ANS;ITOT;JTDT;NTDAT;NX;NZ;NMX;NMV;NMZ;NHANS}NELP;NELAN’

N A

R ewaesBRINT OUT RESULTSes.

U0 167 KH=1>NMANS
WNRITECNUUT»178)HANSC(KH)

178 FURMAT(1HU»"CONCENTRATIONS ON SURFACE AT HEIGHT="»F1043,2X»"ABOVE
EGROUND LFEVEL™)

180

183

JGASTFIX((XQA=XGML)2DXB/DMX+045)
IGB=IFIX((XUR="XLML)*DXB/DMX+045)
IGWETFIX((XUN=XGM1)*DXB/DMX*045)
JGAaIFIX((YGA=YGM1)*DYB/DMY*0,.5)
IFC(JGACLTo1)sURs(JGASGTaNMY))IGAR=555
JGB3IFIX((YGR=YGM1)*DYB/DMY+0,5)
IFC(JGBoLT41)s0Re(JGB4GTINMY))1GBR=555
JGWITFIX((YURW=YGM1)*DYB/DMY*+045)
IFCCJGHaLTo1)e0Rs(JGHaGTaNMY))IGW==555
IPAGEIFIXCFLOATO(NMY)/12404069999999)
L0 181 IP=1,1PAG

KFRITE(NOUT,»180)IP
FORMATC(1H1»"PAGE",13)

JS=(IP=1)%12+1

JF=IP#*12

IF(UFeuT o NMY)JF=NMY

DU 182 I=1sNMX

DO 183 J=1,NMY

LAT(J)=LAS

Ce=====FILL IN MARKER POINTSves

175
176
182

177
181
167

IF(I«EQeIGAILAT(JGA)=LAA
IFCISEQeTUB)LAT(JGB)I =L AB
IFCLaEQoIGHILATC(JUGH ) mL AW
WRITE(NUUTSL175)I»(ANSCIsJrKH)»J=JSH»JF)
KRITE(NOUT»176)CLATC(U)»JaUS»JUF)
FORMATC(1X»I14851X512E1043)
FURMATCIH+»4X212(2X2A157X))
CONTINUE
HRITE(NOUTS177)(CJsJBJSsJF)
FURMATC(/,5X»12C13,7X))

CUNTINUE

CUNTINUE

RETURN

END

START OF
SUBROUTINE PUFF(TREL,JTSDLANTSOL,UT,UZATSVsUXATSYsNXsNZ»DXB5DYH2UB
$sVB,STAB,PARAMSZ0»D» TOAT»PRANSDTSXS»YS»ZSsNTDAT,POSUX»PASUZsPOSURX
3,POSORY»PUTILX>POTILY»XFsDXSVEX»DEP, ZPBsNOUT»TDES»TOEF
L,POLPIWS, ITUTH»JTOTPVARYSAVY S NTOUS» XMAPL» XMAP2,YMAPL, YMAP 2, TRADGS
ENTRAPNSUM» XKRER>YRERSHANSAVIPREMIRABIPTIAVYTXFPsXFNsVARYTFsP)

===TH1S SUBKUOUTINE SOLVES FOR THE DEVELOPMENT OF THE LAGRANGIAN PUFF

= UNDEKR THE SPECIFIED CONDITIONSssse

DIMENSIUN F(22NZ)Y»PUSORX(2CG),POTILXC20),POTILYC20),P0SARY(20)
DIMENSION JTSOL(5)»DT(300),UBCITOT»JTOTH»NTDAT)» VBCITOT»JTUTANTDAT
UIMENSIUN STABCITAT»JTOTANTUAT)sPARAMCITOT,JTOT»NTDAT)

DIMENSIUN ZOCITOT»JTOTI»DCITATS,JITOTI»DEPCNX)

DIMENSION PUSUXC20)»POSDZC20)sTOATCNTDAT)»PRCLISNXsNZ) s XF(NX)
DIMENSIUN PTCNXsNZ)s»PONXsNZ))AVYTONXsNZ)»RABCITUT,JTOT)

DIMENSTON XFPONX)sXFNONX)sVARY(NXsNZ)»VARYTUNXsNZ)»AYYINXSNZ)
DIMENSION SEE(82)
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EQUIVALENCE (SEE(4)»RZVAN)» (SEECS)2RZRERI»(SEEC12),ALPHA)
EQUIVALENCE (SEEC13),ZM)»(SEFC(18)»XP)»(SEEC1S5)»YP)»(SEEC16)2XVAN)
EWUIVALENCE (SEE(17),YVAN)»(SEEC18),XSTRK)» (SEEC19)sYSTRK)
EQUIVALENCE (SEE(20),FACTOR)» (SEE(21),50T)

EQUIVALENCE (SEE(24),GAMT)»(SEE(25),ANGT)

EQUIVALENCE (SEE(26),STABAV),(SEE(27)»,RAMAV),»(SEE(28)»20AV)
EWUIVALENCE (SEE(29),DAV)»(SEE(30)>RABAV)»(SEE(31)5UVAV)
EWUIVALENCE (SEE(32),uBAV)»(SEE(33)»VBAV)»(SEEC(34),UVBAV)
EQUIVALENCE (SEEC&7),STABAM),(SEEC6B),RAMAM), (SEEC69)»2Z0AM)
EQUIVALENCE (SEEC70),UAM)» (SFEC71)sUVAM)» (SEE(T2)»UVBAM)
EQUIVALENCE (SEE(81),XHAV)»(SEE(82),YHAV)
CUMMDN/SPEC/SPARC30)

COMMON/PPROG/INFQRM

SEE(2)=TIME(1)/60,0

SEEC1)=TIME(2)/60.0

NXMBNX=1
NIMENZ=]
IPBS=ZPb
JOREIFIX(FLUATUNX)/2,0¢Us51)
KORSIFIX((ZS=ZPBS)/UZATSV+2:5)
C======FIND INITIAL VELOCITY AND DIFFUSIVITY PARAMETERSsss
CALL VELD(XS»YSsTREL,U»VsUVsUBsVBsTDATANTDAT,DXE,DYB»ITOT»JTOT)
CALL PRDPS(TREL»XS»YS»STAB»PARAM»ZO0,0»STABP»PARAMP»Z0P»DP»DXBsDYB>»
STOAT,NTDAT,»ITUT» UTUT,RAB,RABP)
CaLL SPEEUL(USVsSTABP,PARAMP»ZOP»DP»ZS,DZATSV,DXATSVAUS»VS»UVS,ZPBS
$) .
VATS=UV
TACT=TRLI
XP=aS§S
YPaYsS
DZ=DZATSY
DX=DXATSY
DXE=SPAR(8)*DX
C=~====SET UP INITIAL HORIZONTAL UISTANCE SEQUENCE FUR GRID=POINTSss.
CALL PHICNX»>DX»DXE»XF)
INSOL=JTSOLI(NTSOL)
STABAM=0,v
KHAMAM=040
ZOAM=040
DAM=Q .0
UVAMRO0 .U
UVBAM=0.0
TTRAVEQ.Q
NSUSFD=JTSOL(1)
C======FIND TUTAL TRAVEL"TIMECCONCNs DISTRIBUTION SOLUTIONS)
DU 14 K=1,NSUSED
TTRAVSTTRAV+DT(K)
14 CONTINUE
IF(NTDDS «NE«O)TTRAVSTRADD
IFCNTDOS s NE« OINLPENSUM
Ce=====SET UP INITIAL POSITIONS OF FRAME=ORIEWTATION TRACKING POINTS.ss
Co===~=W]ISH TU "STREAK"™ TO SEPARATIONS OF SPARC10) DUKRING 1ST TIME=STEP.
(======TH]IS REQUIRES EXPANSIUN OF TIME=STEP.ss
TIMESPARC10)/UVS
(me==emysf ACTUAL STEPSIZE DTC(1)/NSOT»BUT CONTRACT INTO INTERVAL DT(1)»
c= . ™ USING FACTOR DTC(1)/TIMess
NTIT=NSUT*TIM/DT(1)+1.0
D1=TIM/FLOAT(NTIT)
XVAN=XS
YVAN=YS
XRER=XS

YREK=YS
RZVAN=1.0

RZRER=1.0
(m======"gTREAK" UFWIND AND DUWNWIND FROM SOURCEsseseee

C======],ts ALONG STREAMLINEs s
DO 271 K=1»NTIT

CTOT=TREL+(DTC1)/TIM)*(K*D1=0a5*D1)
C===we=DNHINDovase i
CALL VLLﬂ(XVAN’YVAN'DTUT!U)V;UVIUBPVB;TUAT'NT
$) )
CALL PRUPb(UTUT;XVAN;YVAN'STAB;FARAM;ZO;D’STABP;PARAMP’ZUP'UP;DXB;
$DYB, TOAT,NTUAT, ITOT»JTOT»RAB,RABP)
CALL SPLEU(U;V;STABP;PAHAMP'ZOPyDPﬁZS;DZATSV»UXATSV;US;VS;UVS;
$ZPBS)
XVAN=SXVAN+US*D1
YVAN=YVAN+VS*D1
Cm====="UPnINDeose
CALL VELD(XKFR»YRER»DTOT»

$)
CaLc PRUPS(UTUTrXRER;YRER;STAB;PARAM»ZO’DrSTABP;PARAMP;ZOP’DP;DXB;

1Y ToNTUAT,ITOT»JTUTSRABLRABP)
SLCAECT[S):E;:U(u.v;STABP,PARAMP;ZOP;DP»ZS;UZATSV;DXATSV;USrVSrUVS;
$2PBS)
XRER=XRER=US*D1
YRER=YRER=VS=l1
C‘-"'-NS¥E=“'VAN" REFRESENTS THE FORWARD TRACKING POINT AND
[ehy - REPRESEMNTS THE REAR TRACKING POINT.es
271 CUNTINUL
C======INITIALISE VARIABLES:ea
TIM=040
PICUNS=1,0
ITERM=0
DZOPT=0.0

DAT»DXBsDYBs ITOT,UTOT

U’V;UV’UB’VB;TUAT’NTDAT;DXB'DYB’ITUT’JTDT

"'RER"

TFRAC=S140
TADV=040
LTLAS=DTC(1)
VAFRAC=1,.0
LFLAG=Q
NCALD=0
SIGUEL=U.U ‘
Com=maspMpIN LUOGF ¢0R TIME=STEPS ALONG TRAJECTORY FOLLOWSeea
DU 102 JT=1,INSOL
TIM=TIM+DTC(JT)
IFCuT+EQ.1)TACTBTREL
(====e=SE] PREVIOUS POSITIONsss
XPREV=XP
YPREV=YP
XVPREVBXVAN
YVPRFVEYVAN
SOT=DT(JTI/FLOATI(NSDT)
(======RESET ACCUMULATING REGISTEKS FOR AVERAGING PROPERTIESs s
STAST=040
FARAMT=Q .,V
Z0T=0.40
bTOoT=040
RABT=0.V
UVT=040
UVBT=0.0
UBT=040
VBT=2040
DZOPTL=ULZUPT
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C*SET ZM=£S FUR FIRST PUFF OR ZERU RELATIVE ADVECTIONsuvssss
IF(CJToEQel ) e URaCITERMeEGaT))ZN=ZS
IF(CUTWEQel1 ) OR(ITERMJEQa1))G0 TO 185
C======JEKN RELATIVE ADVECTION IF (OPT DZ/ACTDZ) TOO SMALL IN LAST DT,
IF(UZOPTLeEQa=1.0)ZMalsS
IF(UZOPTLEN.=1.0)GU TO 145
C*FEEUBACK ALTERATION OF TRACKING HEIGHT e w4
C*aoavennaeeTU POSITION X=CENTROID OF LEVEL OF INTERESTease
C*FINU VELOCITY GRADIENT AT HEIGHT ZMeae
CALL VELDCXP o YFsTACT»UsVsUV2UBSVB»TDATANTDAT»DXB»DYB»ITOT»JTOT)
CALL PROPS(TACT»XPsYP»STAB»PARAM,Z0,0,STABP,PARAMP,Z0P»DP»DXB,0YB»
STOATHNTUAT,ITOT»JTUT,RABSRABP)

CALL SPEEUCU»V»STABP»PARAMP»ZOP»DP»ZMsDZs0XsUS»VSsUVSSZPB)
ZQ={M+SPARC(1Y)

CALL SPEED(U»V»STABF,PARAMP»ZOP»DP»2@sDZs0XsUS»VSsALPHA»ZPB)

Cm=====VELOCITY GRADIENT AT HEIGHT ZMess
ALPHA=(ALPHA=UVS)/SPARC11)

D1=ARS(ALFHA)
IF(D1eLT4SPARC12))ALPHAS+SPAR(12)

Ce=====CHLCK SENSE OF WIND=COMPONENT IN FRAME (APPROXe)esen
Dl=XVAN=XP
IF(D1.EQ.040)D1=0.1E=08
D2=ATANCCYVAN=YP)Y/D1)

IF(UYeLTe040)023D2+3.141592654
b3=y
IF(U34EQaUaD)ID3I=01E=08
D4=ATANCV/DI)
IF(U3LTs040)D4=D4+43,.141592654
D1lacns(Da=D2)
IF(U1.ER.0s0)D1=0.1E=(Q8
ISENS=U1/ABS(D1)
C======ALTER POINT=SLOPE ALPHA ACCORDING TO SENSEs e

ALPHAZISENS*ALPHA
C======Dg NOT RESOLVE FOR COMFUNENT IN PLANE AS THIS MAY EXAGGERATE =
C= = LATERAL MOVEMENT UNDULYeeas

C*FIND X=CENTROID AT HEIGHT OF INTERESTssPOINT=,(NOT DISTANCE=)»HWEIGHTED
L= (HANSAV=ZPR)/DZ+240
KeIFIX(Z)
KP=Ke1
FRASZ=FLOAT(K)
SUHL=0.0
SUM2=0.0
D120,0
DZEU.O
Cee=====ACCUMULATE FUR FIRST AND ZEROTH X*MOMENT s 00
DO 141 I=2,NXM
SUM1eSUMI+I*P(I,K)
SUM2eSUM2+I*P(I,KP)
Di=sD1+P(1,K)
D2zL2+P(1,KP)
141 CONTINUE
Ce=-===NATE THAT IOR IS THE VALUE OF "I" AT THE (HORIZONTAL) CENTRE OF
C= = THE GRID.
D32FLOAT(IOR)
Da=FLOAT(IDR)
IF(L1eNELO40)D3I=SUML/DL
IFCD2.NELD40)043SUMR/D2
D3af RA®D4+(1.0=FRA)*D3
ISIFIX(D3)
IPal+y
FRAZD3=FLUAT(I)
XD=FRA®XF(IP)+(L140=FRAYRXF(I)
Co=====DEVIATION OF X=CENTRGID FRUM X~GRIC=CENTREass

XU=xD=Xt C10R)
SEEC9=XD
C*CALCULATE DESIREN MINIMUM ULTIMATE POSITION FOR CENIROIDess
I=IF IXCSPAR(2II#FLUATINX)+065)
U3=xFCI)=XF(IOR)
IF(XDeLTWu3)LFLAG=L
La==D3/2.0
SEEC10)=D3
SEFC11)=Dn4
IF(ADeuToL4)LFLAGSL
IF(LFLAGSL@e0IGO TU 145
C*AlM TU BRING CENTRUID UP TO THIS POINT DURING THIS TIME=STEP.es
C*AUDITIONAL RELATIVE VELUCITY RLWGUIRED AT THIS HEIGHTsae
C1=(Dn3=XD)/0LTC(JT)
C*HENCE ALTER TRACKING HEIGHT AS FOLLUWSsass
Cewe====FELDBACK CUNTRUL= ADJUST TRACKING HEIGHT TO BRING CENTROID BACHK
c= = Tn GRID CENTREsss
IM=2ZM=D1/ALPHA
IFCLMaLT o ZPB)ZM=ZPB
145 CUNTINUE

Zu=(M
C
C======SOLVE FOR ADVECTIUN OF LAGRANGIAN FRAME(PROXIMATE CuURVE) IN
c- = WSUT SMALLER STEPS»ANU ACCUMULATE VELOCITY AnD STABILITY
G = PARAMETERS EN ROUTE FOR AVEKAGINGsas

LU 101 JSDUT=1»NSDT
TACT=TACT+SDT

C======VELOCITY AT CENTRAL PUINTee,
CALL VELOCXFsYP»TACT,,UsVaUV2UBsVB2TDATANTDATSNXB»DYBSITOT»JdTOT)
CALL PRUPSCTACTsXPsYP»STAB»FARAMSZO0,D,STABPsPAKAMP»Z0P»UPs0XB,DYHS
STUAT»NTDAT»>ITOT»JTUT,RABSRAHP)
C*PREVIOUS DX AND DZ APPLY HEREss
CALL SPREEDC(U,V»STABF,PARAMP»ZOP»DP»ZQsDZsDXsUS»VS2UVS»ZPB)
XP=XP+US#SDT
YP=YP4+VS*S0T
C======VELOCITY AT FURWARD POINTse,
CALL VELOCXVAN»YVANPTACTHIUVANSVVAN2UVVANSUB»VBsTDAT»NTDAT»DXB»DYB»
S$ITNI,JTOT)
CALL PRUPS(TACT,XVAN,YVAN»STAB,PARAM» 20,Ds»STABV,PARAMV,ZOV20UV,DXB,
$DYB,» TDAT»NTDAT»ITOT»JTOT»RAB,RABY)
ZVAN=RZVAN®ZQ
CALL SPEFU(UVANSIVVAN,STABVIPARAMYV,ZOVSDVIZVANSGZoDXsUSVIVSVIUYSY,
$2PB)
XVANZXVAN+USV*SDT
YVAN=YVAN+VSVXSDT
Com=====VELICITY AT REAR PUINTess
C*TRACKING AT LEVEL OF REAR CURVATURFE PUINTssess
CALL VELDC(XRERS>YRERATACTAUVANSVVANPUVYANSUB»VB»TDATS»NTDATOXEs0Y8»
S$ITOT,JTUT)
CALL PROPS(TACT»XRER»YRER»STAB,PARAM»ZO0»D»STABVSPARAMV,ZOVLUN-DXB,
SDYB,» TDAT,NTDAT» ITOT»JTOT»RAB,RALBY)
ZRER=RZRERwZ@Q
CALL SPEEUCUVANSVVAN,STABVIFPARAMV»Z0VSDVSZRERSUZSDXsUSVVSVoUVSYy2Z
$PBE)
XREKk=XRER+USV*SOT
YRER=YRER+VSV*SDT
01=049E+15
IFCSTABF+EQe0+0)GO TO 761
D1=1.,0/STABP
761 CUNTINUE
Com=e==pCCLMULATE PARAMETERS s
STAST=STABT+n!
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PARAMTaPARAMT+PARAMP
ZOT=ZO0T+ZUP
DTDY=DTUT+DP
RABT=RABT+RABP
UVTsUVT+VsS
UBT=UBT+U
VBT=VRT+y
UVBT=UVBT+SURT(U*#2+y#as2)
101  CONTINUE
SEE(6)=dT
SEEC7)=UT(JUT)
SEEC8)=TACT
SEE(22)=XREK
SEE(23)SYRER

Ce=====~FInD EFFECTIVE INCIDENT VELNCITY ON LAGRANGIAN FRAMEsss
Lm====="SIREAK" TU THt DISTANCE UF (XVPREVsYVPREV) USING MEAN VELGCITIES
- = DURING Dlseass
LIST=SQRTC(CYVPREV=YPREV)##2+(XVPREV=XPREV)+#2)
D1=SORT((XP=XPREV)**2+4(YP=YPREV) #%2)
DZBSQRT((XVAN'XVPREV)-t2+(YVAN-YVPREV)--2)
FACTOR=2,0*0IST/(D1+p2)
NTIT=FACTUR*DT(JT)/SDT+1.0
SUT=FACTOR*=DTCITI/FLOATINTIT)
Co======CONTRACT TIME INTO INTERVAL DT(JT) USING 1s0/FACTORsces
C=====~"STREAK"™ FROM (XPREVsYPREV)...
Crme mesy T S0 ALONG STREAMLINE, . »
J=0
274  XSTRK=XPREV
YSTRK=YPREV
00 272 K=l,NTIT
TSTRKSTACT=UTC(JT)+(KaSDT=045480T)/FACTOR
sg#g#)VELD(XSTRK:YSTRKrTSTRK'U;V»UV’UB;VB;TDAT)NTDAT»DXB:DYBAITOT;
CALL PRUPS(TSTRK)XSTRK)YSTRK)STAB)PARAM)ZO;D)STABP}PARAHP)ZOP)DP)
$0XB»DYBs»TOATSNTDAT»ITOT»JTOT,RAB,RABP)
CALL SPEED(UsV,STABP,PARAMP»ZOP»DP»Z@,UZsDXsUSsVS»UVSsZPB)
Cm=====ADJUST PUSITION IN NTIT SMALLER STEPScse
XSTRK®XSTRK+US*SDT
YSTRK=YSTRK+VS2SDT
272 CUNTINUE
Com====A|LOW A 3 PERCENT ERRORsoss,
SENLS!
DJ:SGRT((XSTRK-XPREV)--2+(VSTRK-YPREV)t-2)
IFCABS(D3=DIST)/DIST4LT+0403)60 TO 273
SUT=(DIST/D3)*SOT
FACTNR=SOTANTIT/DT(JIT)
IF(JaGTe20IWRITE(NOUT»2753D3,D15T
C===-==THIS IS NOT A SERIOUS ERRORss.
275 FORMAT("ONDON=CONVERGENCE = STREAK D3="»F10.42," INSTEAD OF"sF10.2)
IF(JsGTa20)GD TOo 273
GO Ta 274
273 CONTINUE
SDT1=y
C===<==EFFECTIVE ANGLE OF INCIDENCE OF WIND ON CURVE FROM (XPREVsYPREV)
C= = 70 (XVPREVsYVPREV)sus
Co=====ANGLE UF (XVPREV,»YVPREV)sesqa
Dl=XVPREV=XPREV
IF(D14EGs040)D1m041E=08
D2=ATANC(YVPREV=YPREV)/D1)
IF(D1.LT40,0)D22D243,141592654
Com=====ANGLE UF (XSTRK)YSTRK)luAuA

D3=XSTRK=XPREV
IFCU3«EW.0U40ID3=0s1E=08
D4=ATANCCYSTRK=YPREV)/D3)
IFCU3alToe0eUIDA=DA+34141592654

Co=~====ANGLE BETWEFN “CURVES s+
THET=D4=D2

[T T L T T T ey PPy sy gy

C
C*EVALUATE THE EFFECTIVE ANGLE OF THE CURVED PLANE AT (XPsYP)ess GAMT e

Dl=xP=XPRLV
IF(UL.EWL04UID1=0.000001
ANGT=ATANC(YP=YFREVI/DI)
IF(U1eLTaUsOIANGT=ANGT+36141592654

Com=~====LFFECTIVE ANGLL OF PLANE esnas
GAMI=ANUT=THET

c

I e Ll L L i L P L L L L L L L L T P

Ce=====AVERAGEL VALULS OF PARAMETEKS EN ROUTEeass
STADAV=U,9E+15
IF(STABT.LQe0e0)GD T 762
STABAV=1.0/C(STABT/FLOATINSDT))

762 CUNTINUE
RAMAV=PARAMT/FLOAT(NSDT)

ZUOAV=20T/FLUATONSLT)
DAV=DTOT /Y LOATC(NSDT)
RABAV=RABT /K LOAT(NSDY)
UVAV=UVT/FLUATCNSDTY
UBAV=UBT/FLOAT(NSDT)
VBAV=VBT/FLUAT(NSDT)
UVBAV=UVBT/FLUAT(NSDT) i
STALAM=STABAM+DT(JT) /STABAV
RAMAMSRAMAM+RAMAVADT(JT)
ZOAMSZOAM+ZOAV*DT(JT)
DAMaDAM+DAV*DT(JT)
UVAMEUVAMPUVAVADT(JT)
UVBAM=UVBAM+UVBAV*DT(JT)

C*SCHEME T ADJUST TO OPTIMUM SPATIAL STEPS FOR DIFFUSIVITY AT ZS eas
D2A%ZS~=2PB
CALL FUNGT(XPsYPsTACT,STABAV,RAMAVSOTAVsZ0AV,0AV,UVBAV»XF»0LAsFsNX
$53,TIMsLPB)
EXS=F(153)
E252F(2,13)
C=~====STURE UATA FOR "PUFF=PROGRESS" PRINT=0UTasss
SEE(35)sEXS
SEE(36)=ELS
SEE(37)=DXATSV
SEE(38)=DXSVEX
SEE(39)=DZATSV
SEE(40)=ZPBS
SEECa1)=xF(NX)
C=~==~=AL [ER SPATIAL STEPSIZES(UX»DZ) TO OPTIMUM VALUES»IF NECESSARY.

CALL ALTERCUVEAVSDTSJT,EXSSEZS»28sNZsNX»DTNON»OTLAS, ITERM
SUXATSVsDZATSVsZPRSsUXSVEXaPT, I0KsXFsXFPsXFNsPoAVY s VARYS AVYTSVARYT)
sNOUT)

Cowee=a(pPTIMAL VERTICAL STEPSIZEs«.
D1=DT(JT)
IF(JTWEQ41)D1=2.,0%0T(JT)
DZOPT=SQRT(EZS*D1/SPARC13))
D2=5SPARC29)*DZ0PT
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IFCUZATSV.LELD2)GO Tp 132
DZgpT==1,0
CYEFFECTIVE CURE POSITION soese
132 KQORPIFIX((ZS5=2PBS)/0ZATSV+245)

DZ=LZATSYV
ZPB=ZPBS
DXsDXATSV
DXE=DXSVEX
Cm=====tpyI" SETS UP DISTANCE SEQUENCE OF HORIZONTAL GRID POSITIONS
G= = AN XFCI)ess
CALL PHI(NX»DX»UXE»XF)
C=="===STURE DATA FUR "PUFF=PROGRESS" PRINTOUTssa
SEEC42)=DX
SEEC43)=pXE
SEEC44)apl
SEE(45)=ZPB
SEEC46)=xF (NX)
SEFEC473=TTERM
SEE(50)=P1CONS
SEECB0)=DLOPTL
C====~=CHECK FOR TERMINATIQN OF RELATIVE ADVECTION WITHIN THE FRAME..
IF(UZOPTLLEQe~1,0)G0 TO 143
IFCITERM.EQe1)G0 TO 143
IF(JTEQ.31)GD TO 148

(L LT 1 TR SR L

c-----------------------------------------------------------------------
SUM1I=0.0
C======fVALUATE TOTAL MASS OF MATERIAL IN THE FRAME BEFORE RELATIVE
c= = AOVECTIONsse
U0 158 K=2,NZM
DO 159 Ix2,NXM
SUMI=SUMI+0¢5*(XFCI+3)="XF(I=1))*P(I,K)
159 CONTINUE
158 CONTINUE
SEE(A9)2TIME(1)/6040
SEEC48)=TIME(2)/6040

SEC(S51)=TFRAC
ITESI=TIME(1)/6040
ITES2=TIME(2)/6040

C======RELATIVE ADVECTION OF MOMENTS WITHIN LAGRANGIAN FRAMEss.
C*ADVECTIUN OF PROPERTIESesses

C======ASSUMING LINEAR STEPSIZE INCREASES FROM COREsFIND RATIOSs0es

ADXA=XFC(IUR+2)=240*XFC(IOR+1)+XFCIOR)
BOXAsXFC(IOR+1)=XFC(IOR)=ADXA
IFCADXAWNEOIVBAAEBBDXA/ADXA+(0 5
ADXB=240wXF(IOR=1)*XF(IOR=2)=XF(IDR)
BDXBeXFC(IUR)I=XF(INR=1)=ADXB
IF(ADXBeNEsO)VBAB=BDXB/ADXB+0a5
Co=====DISTANCE TRAVELLED BY COREsss
DIST=SQRTC(XP=XPREV)I#*24(YP=YPREV)*#%2)
COSTH=CUSCTHET)
SINTH=SINCTHET)
0O 103 K=2,NZ

Z=(K=2)*DL+ZPB )
CALL SPEEDCUBAV,VBAV,STABAVSRAMAV»Z0AV,UAV,Z,0Z,DXsUS»VSsUVS,ZPE)
(======RELATIVE DISTANCE SHIFT AT HEIGHT Zass»
DELU=UVS*DTC(JT)=DIST
DELXF==DELD*COSTH
DELYF==DELD=*SINTH
LU 401 Isi,nx
XFD=XF (I)=XF (IUR)
(uwmem=XaPOINT=UF=0RIGIN UF MATERLIAL.s
ARR=XFD+DLLXF
IFCARR.LT+Q)G0 TQ 152
IFCADXAEQsUIRI=ARR/BUXA
IFCADXASEWs03GO TO 153
RI=~VBAA+SQRT(VBAA*VBAA+2:0*ARR/ADXA)
153 KIF=FLOATC(IURI+RI
GU TO 402
152 IF(ADXB+EW.UIRI==ARR/BDXB
IF(ADXBeEWsUIGO TO 323
RI==VBAB+SQRT(VHAB*VBAB=2.0*ARR/ADXBE)
323 PRIF=FLOATCIURI=RI
402 IF(RIF.LTe1)G0 TO 112
IF(RIF.GE«NX)GO TO 114
C===~===GRIN=PUSITINN BEFURE AND GRID POSITION AFTER THIS POINTaae
I6=1FIX(RIF)
IA=IB+1
FRASRIF=FLOATCIB)
FrRBE1.0"FRA
(======NTERPULATE CUNCENTRATIONes.s
IF(JT«GT45)an TO 328
PTCI,K)SFRA*PUIA,KI+FRB¥P(IB,K)
GU To 325
328 D1==11540
D2==11540
D3sP(IA»K)D
D4sP(IBsK)

C======SE LOGARITHMIC INTERPULATION NORMALLYsss
IF(U3¢GTe040)D1=ALUG(DI)
IFCU84GT4040)D23AL0GLDY)
PT(IsK)=EXP(FRA=D1+FRB*D2)

325 CUNTINUE

C======INTERPOGLATE AND INCREMENT MEANse»
AVYT(I»K)RFRA®AVY(IA,K)+FRB*AVY(IBsK)=DELYF

(======INTERPULATE VARIANCEsse
VARYTCIsK)=FRA®VARYC(IASsK)+FRBWVARY(IH,K)
GO To 401

C=====w0QRIGINATING UUTSTGE FRAMErs,

C======SET TO BUUNDARY=VALUESeas

112 PT(IsK)®P(1,K)
AVYT(I,K)=AVY(1,K)=DELYF
VARYTCIsK)=VARY(1,K)

GU TO 401

114 PTCLsKI3PUINXsK)
AVYTCI»K)=2AVY(NXsKI=DELYF
VARYTC(I»K)=VARY(NX,K)

401 CONTINUE

103 CUNTINUE
SEE(53)=TIME(1)/60.0
SEE(52)=2TIML(2)/60.0
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C======FIND MASS OF MATERIAL LEFT IN LAGRANGIAN FRAME..s
DO 160 K=2,WZM
DU 161 I32,NXM
SUMESUM+0e52(XF(I41)=XFCI=1))*PT(I»K)
161 COUNTINUE
160 CONTINUE
IFCJT 6T 44)PICUNSSPICONS*(SUM/SUML)
IFCJT«6T415)60 TO 421
IFCUTNON.GTWDTLAS)VAFRACSVAFRAC=SPAR(16)
421 LTLAS=DTNOUW
C=====+=IF FRACTION OF MATERIAL LUST THROUGH ADVECTINN EXCEEDS ALLUWANCE,
ce = TERMINATE RELATIVE ADVECTIDN UNTIL GRID EXPANDS AGAIN WITH NEXT
c= = INCREASE IN TIME=STEP.ss
IF(PICONSsLTsVAFRAC)ITERMEL
TADVaTADV+DT(JT)
TFRAC®TADV/TTRAV
GU TD 146
143 DO 147 Ksl,NZ
DO 147 Ial,NX
C======SHOP ARRAYS.s:
AVYT(I,K)=AVY(I,K)
VARYT(I»KI=VARY(I,K)
147 PTCi,K)3P(IsK)
146 CUNTINUE
SEE(54)=PLICONS
SEE(55)=TFRAC
¢
c-_-------_--._-------_-_-.---_--_--_------_--_---------_---------—-.-—-
C*REMOVAL PROCESSES=SETTLINGsGRUUND=ABSORPTIONs AND UNIFORM DECAYesao
C*SETTLINu SPEFD = WS»GROUND ABSORPTIUN PARAMETER=RABAV»
C= UECAY PARAMETER = PREM*PUEP,WHERE PDEP IS NON=ZERO FOR TDES)TITDEF
CALL REMOVE(WSsPREMsTODES,TUEFsPUEPSRABAV,DT(JUT)I»DZsZPBsNZsNXsJT»
EPT,P,AVYSVARY»TACT>AVYTVARYTXPsYP»STABAV,RAMAVSDTAV»ZOAVsUAY,
SUVBAVZ2S»TIM,FoXF,DEP» XFPLXFN)
C-------------.----—---.--_-._._--.-_-.-..-.---------_--.___-------.--—-
C
148 CALL FUNCTCXPsYPsTACT»STABAV,RAMAVSDTAV-ZOAVSDAVIUVBAVIXFsDZsFaNX>
ENZ, TIM»ZEPB)
IF(JTeNE«1)GN TO 7777
DO 150 I=al,nNX
DEP(I)=040
XEPCI)=0.0
XENCI)=U40
150 CONTINUE
@=1.0
EXeF (1,K0K)
EZaF (2,K0R)
D3=0/(8eD*3:14159DT(1IX(EX*EZ)**045)
C======INITIALISE PUFF USING A GAUSSIAN BISTRIBUTION AFTER THE FIRST
C= = TIME=STEPaso
U0 149 K=1,nZ
DU 189 IslsNX
D1=XF(I)=XF(IUR)
L2=(K=KUR)I*LZ
POIoX)mODIXEXP(=D1%U1/(440%DT(1)*EX)=D2%02/(4,0%DT(1)%EZ))
VARY(I»K)=SWURT(2,0*EX*DT(1))
AVY(TI»K)2040
149  CUNTINUE
GU To 96
7777 CONTINUE
SEE(S7)=TIME(1)/6040
SEE(56)2TIME(2)/6040
C=====SUBROUTINt "DIFF" PERFORMS THE DIFFUSION STEP:ss

CALL DIFF(PpAVY»VARY»F»NX»NZ»XFDDT(JT)»DZPNSURPKORDNUUTPPT’AVYT?

EVARYT)
SEE(S9)3TIME(1)/60.0
SEE(S8)=TIME(2)/60.0

96 CONTINUE

C======STURE POSITION DATA FOR SUBSERUENT uSE IN CONCENTRATION DISTR.

Cc= = SOLUTIUN.
DU 108 JSOL=1»NTSOL
1F(JTaNELJTSOLCJSOL)IGO TO 108
DD 110 K=l,ihZ
DU 110 I=1,NX
PRCJSOLsIsKI=P(],K)
110 CUNTINUE
FUSURX(JSUL )=XP
PUSURY(JSUL)=YP
POTILXCJSOLI=XVAN
PUTILY(JSUL)=YVAN
POSUX(JSOL)=DX
POSLZCJSOL)=DZ
108 CONTINUE T
C----------------------------n----_-_--------—-----.------------ -
C*INTERMEUIATE PRINT=(0UTecassssscsneasros
(me====Tyls PRINT=QUT IS SIMPLY FUR DIAGNQSTIC PURPOSES AND MAY 8t
o = SUPPRESSEN BY SETTING "InfFORM®™ TO "O" QR "1™ (SEE SECTION A.CI)
C= = ABOVE.
IFCINFORMeNES2)u0 TO 57
1=6«IFIXCFLUAT(NTRA+4)}/6.0)=4
IFCi«NE«NTRA)GO TO 57
IF(JT.LT.17)6U To 57
JeJl+2
1=5*IFIX(FLUAT(J)/540)
JSK1IP=+1
IF (I oNEsJdIJSKIP==1
wRIrE(wuuT‘9973)JT‘DT(JT),ux.uZ‘xF(NX)»NS,ZSET»ZM,Z@AX;ZPBnXIERM
9973 FORMATCIXs"JTE",13»™ DT(JTIZM,F6als ™ DXZ"sF602s0" DZ=n,F6e2s" XFIN
EX)=",FBs2s" WS=",E1043," ZSET=",E10.3," ZMEY ,F 622" IMAXB"2F 6425
$" ZPB="sF542," ITERM=",12)
KRITE(NUUT»9974)
9974 FURHAT("™ PCI,KI™)
IE=4xFIX(FLOAT(NX)/440)
KE=zwIFIXCFLOAT(NZ)/24Q)
D0 9976 I=4,IE»4
9976 WRITE(NOUT»9979)(PCI,K)»K322,NZ)
IF(JSKIP.EQe=1)GNn TO 57
PRITE(NUUT»9975)
9975 FORMATC™ AVY(IsK)™)

Du 9977 1=4,TE»4
9977 HHIIF(NUUT:9979)(AVY(IDK)‘K=21NZ)
WRITEC(NOUT,9972)
9972 FURMAT(™ VARYCI»K)")
DU 9978 1=4,IE»4
9978 RRITE(NUUT»9979)(VARY(IsK)»Kx2,NZ)
9979 FORHAT(1X»16EB42)
7 CUNTINUE ~ T
c------------------------------.---------.---------------------- - -
SEEC61)ZRS*DT(IT)
SEEC60)=NWS
IF(NTDUS«LQs02G0 TO 100

W
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263 CONTINUE
C*EFFECTIVE REPLACEMENT DIFFUSIVITY FOR GROUND IMPACTION/ABSORPTIONsss
Di=/s
IF(U1LT.SPAR(23))D1=SPAR(23)
D2=U1/FLOAT(NZ)
D3=L2*ZPB/DZ
CALL FUNCTCXPsYPs»TACT»STABAV,RAMAVSDTAVsZOAVSDAVSUVBAVSXFsD2,FsNXs
ENZ»TIM,D3)
SUM=0,0
DU 21 K=2»NZ
SUMSSUM+F(2,K)
21 CONTINUE
EZ=SUM/FLUAT(NZ=1)
SEE(62)=EL
SEEC64)=TIME(1)/6040

SEE(63)=TIME(2)/6040
c
C~====="DUSE ALLOUCATES THE DDSAGE CONTRIBUTIONS TU DOSAGE POINTS
c= = FOR THE APPROPRIATE DOSAGE INTERVALsoeoe

CALL DOSECPsAVY»YARY »JTsXPsYP»XVANSYVANSTACT»XF»I0ORsNXaNZ»DZs2PB>
STRELSNTRA»NSUMs XRER» YRERSDEP , XFP, XFNsNOUTSFLAST)

SEE(66)=TIME(1)/60.40
SEE(A5)3TIME(2)/60.0

TRAUDO=TIM
C======FIND EFFECTIVE POSITION OF CENTRE=POINT AT LEVEL OF INTEREST.s»
D1=(HANSAV=ZPB)/DZ+240
IBsIFIX(D1)
IA=[B+1
FRA=D1=FLUAT(IB)
C======| ATERAL POSITION OF MEANss«
DELYF=sFRA*AVYC(IOR,IA)#(1s0=FRA)*AVY(1QR»IB)
CALL CIRCA(XVAN»YVAN,XPsYPsXRER»YRER»D1»025RADC»D3504)
IF(U3¢GT D4)DELYF==DELYF
RADC=RADC+DELYF
XHAVeD1+RADC#COS(DY)
YHAV=D2+RADC#SINCD4)
C======TEST WHETHER THIS PQINT IS STILL WITHIN THE REGION=OF~INTEREST»s
DiaXMAPL1=SPAR(17)
D2=XMAP24SPARC17)
D3=YMAP1=SPARC17)
D4=sYMAP24+43PARCLT7)
IFCOXHAVoLTeD1)aORoCXHAVAGToN2) s ORe CYHAV4LTsD3)sORe(YHAV.GTD4))G0
$ TD 261
Cmmum===p| SO0 TERMINATE AFTER LAST DNSAGE INTERVALesos
IFCTACT«GTSFLAST)YGO TO 261
100 CONTINUE
SEEC77)=SEE(75)
SEE(78)=SEE(76)
SEE(75)=TIME(2)/6040
SEEC?76)BTIME(1)/6040
Cr====="gTAGE™ PRINTS NuT INTERMEDIATE INFORMATION RE PUFFt DEVELCPMENTss
CALL STAGECINFORMsOsNXsP»SEE,NOUT»DXBsDYBsNZ»NTDOS)
102 CONTINUE
C===w==ENU OF THAJECTORYss,
261  CONTINUE
IECNTDOSeNE«O)CALL STAGECINFORMsOsNXsPs»SEE,NOUTSDXBsDYBsNZ2TUDS)
IFCJTGEL300INRITE(NOQUT»262)
262 FORMAT(1X»"ERROR = PufFF TERMINATED BEFORE REACHING FINAL POSITIUN™
$)
TRADO=TIM

C======FRACTIUN OF TIME DURING WHICH RELATIVE ADVECTION WAS ALLOWEDse»
IF(HTLOS eNESO)TFRACSTTRAVRTERAC/TIM )
Ce===-==AVELRAGE VALUES OF PARAMETELRS FOR PUFF TRAJECTURY s s
IF(STABAMSER.0sCG)GU TO 763
STABAMS1,0/C(STABAM/TIM)
GU TO 764

763 STABAM=Q.9E+15

764 CUNTINUE
RAMAMSRAMAM/TIM
ZOAM=ZOAM/TIM
UAM=DAM/TIM
UVAMSUVAM/TIM
UVBAMSUVBAM/TIM
SEE(79)=TFRAC
SEE(74)=TIME(1)/6040
SEEC73)=TIME(2)/6040

C====~==pPRINT OUT PuFF TERMINATION INFURMATIONs..
CALL sTAuE(INFURM;1'Nx;P;SEE,NGUT;DXB;DYB»Nz;NTDDS)
RETURN
END

7 \ A TLAS» ITERM»
SUBROUTINE ALTERCUVBAVDT»JTSEXSSEZS»ZSsNZsNXsDTNOWAD
sDXATSV;UZATSV;ZPBS»DXSVEX'PT;IUH;XFpXFPpXFN;P;AVY;VARY'AVYTpVARYTp

SNOUT)
c -
C=====eTHIS SUBROUTINE ALTERS LAGRANGIAN FRAME SPATIAL STEPSIZES
‘g - Tp THEIR OPTIMUM VALUES CIF NECESSARY) AND PERFORMS THE
c= = WECESSARY INTERPULATIONS nF GRID DATAses

¥
DIMENSIUN XF(NX);XFF(NX);XFN(NX)'PT(NX'NZ)'P(NXlNZ)'DT(300)

DIMENSIUN AVYT(NX;NI);AVY(NX;NZ);VARYT(NX;NZ);VARY(NX;NZ)
COMMON/SPLC/SPARC30)

pTSuUB=uT(dT)

IF(JTeEQa1)DTSUE=DT(2)

(em===a(QPTIMUM GRID=CENTRE STEPSILESsee.
DXATS22SQRTCEXS*DTSUB/SPARC13))
DZATS2=SQRT(EZS*DTSURB/SPARCLI3))

D1=SPAR(15)*ZS

(we=me=(CINSTRAINTS s

IFCL1.LT.SPARC14))D1aSPARCL14)

[1=D1/FLOATI(NZ=1)

IF(UZATS2+LT.D1)DZATS2=D1
IFCDZATS2.GT.SPAR(28))IDZATS2=5PAR(28)
IFCUXATS24L T UZATS2)DXATS22DZATS2

1= (SPARCB)+140)*DXATS2#NX/2.0
;:(5?.:?beAR(27))DXAT52=2-0tSPAR(27)/((SPAR(B)*l.O)tNX)

CxTIME=SAVERsus
IF(JTeGTL1S3G0 TO 422
LTNUWSLT(YT)

IFCUTNOWuTDTLAS)IITERM=0
422 CONTINUE

C*ONLY ALFER X=5TEPSIZE WHEN AN INCREASE IS REQUIREDesas

ON=UsS*(DXATS2=UXATSY)+0s5%(DZATS2=DZATSV)
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Crm====="0§" [S THE AVERAGE STEPSIZE DEVIATIONses
IF((-SPARt22)-LT.DN).AND.(UN.LT-SPAR(zz)))RETURN
IF(UN-LE.-SPAR(22))DXAT32-DXATSV
IFC(JUToEQe2) s OR.(JTeEQe3) IRETURN
{PBS2=ZPRS*(DZATS2/D2ZATSV)
DXSEX2=SPAR(BI*DXATS2

C=====~FIND OLD AND NEW HURIZONTAL DISTANCE SEQUENCES s 4
IF (UXSEX24LT4DXATS2)DXSEX28DXATS2
CALL PHICNXsDXATSVsUXSVEXsXEP)

CALL PHI(NXs»DXATS2sUXSEX2,XFN)
IF(JTWEQe1)GU TGO 135

00 120 Ksl,NZ

DO 120 I=xl,nX

PI(I,K)E040

AVYT(1,K)=0,0
VARYT(I»K)®E0,0

120 CONTINUL

L0 121 I=3sNX
IF(1+GT«IURIGU TD 122

DN=XFNCIOR)=XFNCT)
DPMAX=XFPCIOR)I=XFP(1)

Co=====ALLOW EXTEKRNAL POINTS TO REMAIN ZEROese
IFCUNGTJDPMAX)IGG TG 121

Co=====LDCATE X=PUSITION IN ULD GRID.s,

DO 123 IN=1,]10R
OP=XFPCINDR)=XFP(IN)
IF(UPSLT.UN)GO To 124

123 CONTINUE
IN=IQOR

124 FRIL=(ONSUP)/CXFPCIN)=XFP(IN=1))
G2 Ta 125

122 ON=XFNCIY=XFNCIQR)
DPMAX=XFR(NX)=XFP(IDR)
IFC(DNsGTLUPMAX)IGD TO 121
D0 126 IN=IORsNX
OP=XFPCIN)=XFPCIOR)
IFCDPeGELON)GD TO §27

126 CONTINUE

127 FRIL-(DP-DNJ/(XFP(lN)'XFP(lN-l))

125 CONTINUE
D0 128 Kmi,NZ

Com====LDCATE Z=PQSITION IN OLD GRIDss.
INz/PBS2+(K=2)*DZATS2
ZPMIN=ZPRS=DZATSV
ZPMAX®ZPBS+(NZ=2)*DZATSYV
IFCCZNGLTZPMIN) «ORe (ZN«GE«ZPHAX))GO TO 128
00 129 KN={s,NZ
ZPa/LPBS+(KN=2)%D2ATSV
IFCLNSLT42ZP)GO To 130

129 CONTINUE

130 FRKL=(ZP=ZN)/DZATSV
IF(JT«LE«5)G0 TO 321
Di==115.0
D2==+115.0
D3z=115.0
L4a==115.0
IF(PCIN=12KNYeGT 4 0s0)D1ALUGCPCIN=1,KN))
IF(PCINIKN)oGTa0a0IU28ALOGIPCINSKN))
IF(PCIN=1,KN=1)¢GTe0,0)032ALAGCP(IN=1,KN=1))
IFCPCINSKN=1)eGT40+0)D4ALUGCPCIN-KN=1))
PAeFRIL*D1+(1+0=FRIL)*D2
PBatRIL*D3I+(140=FRIL)*Duy

Crm=====USuALLY YSE LOGARITHMIC INTERPOLATION FOR LEROTH MUMENTsaw

PTCIsKISEXP(FRKL*PB+(1s0=FRKL)®P2)
GU To 322
321 CURTINUE
PAStRIL*POIN=1sKN)*+(140=FRIL)*P(INSKN)
PB=f RIL*PCIN=1,KN=1)4(140=FRILI*PCINsKN™1)
PT(LsK)RFRKL#*PB+(140=FRKL)*PA
322 CUNTINUE
C======_INEAR INTERPULATLUN FOR FIRST AND SECUND MOMENTSess
AVASFRIL*AVY(CIN=1,KN)+ (140"t RILI®AVY{INSKN)
AVB=FRIL®AVY (IN=1,KiN=1)4(1+0=FRILI*AVYCINsKN=1)
AVYT(I,K)SFRKL*AVB+(140~FRKL)*AVA
VARASFRIULAVARY(IN=2sKN)+(1e0=FRILI*VARY(INsKN)
VARB=FRIL*VARY(IN=1sKN=1)+4(1,0=FRILI*VARYC(IN,KN=1)
VARYTCI»K)=FRKL*VARB+(140=FKRKL)*VARA
126  CUNTINUE
121 CONTINUE
C======REVERT TU URIGINAL ARRAYS.e,
DD 131 n=lsnZ
DU 131 I=1,iX
FCIyKISPTCLSK)
PT(LsK)=0a0
VARY(I,K)BVARYT(I,K)
VARYT(I,K)=0.0
AVY(TsK)=AVYTCI,K)
AVYT(I»K)=040
131 CUNTINUE
135 CONTINUE
Com====NEWw STEPSIZESsss
DXATSV=UXATS?2
DXSVEX3UXSEX2
LDZATSV=DZATS2
ZPBRS=2PBS2
RETURN
END

-
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SUBROUTINL DIFFCPsAVYsVARYIF sNX2NZsXF»DT»DZ>NSURSKORSNOUT,PT2AVYT,
EVARYT)
DIMENSION PUNXsNZ)sFC2,NZ)sPTINXSNZI»XFONX)
DIMENSION AVY(NXONZI»AVYTCNXSNZI»VARY(NXSNZ)»VARYT(NXSINZ)
C
Cme==me=S5yBROUTINE TO PERFORM DIFFUSION STEP FOGR ZERGETHsFIRST AND SECOND
c= = MOMENTS ss0
Com~m==p " IMITING=VALUE™ METHOD IS USED (MULHOLLANDCI977))e
(=
NAM=NX=1
MNiMENZ=1
Cr=m=e==CANVERT MEAN AND SeDs TO FIRST AND SECDOND MOMENTSs s
U0 20 K=2sNZIM
0D 20 I=25NXM
VARYT(ISK)IS(VARY(IsK)**24AVY (I,K)*%2)aP(],K)
AVYTCI»KIZAVY(IKI®P(IsK)
PICisKIZPCTIsK)

Dve



P(I,K)=TP

20 CONTINUE
CoammeanF IRST MOMENT oo e

« Gm==e==THE METHOD PREDICTS BOUNDARY VALUES AT THE 1/2 TIME=STEP FOR

C= ® USE IN THE FINAL PREDICTION«ss TAVY=0.0

D0 22 K®2,NZM | IFCTP.LE.040)60 TD 33

KMaK=1 APaaAVYTCI»K) i

KMM=KM=1 DELXaFXMM®AVYTCIMMaK)$FXM*AVYTCIMIK)4FX*AP+FXP*AVYT(IP2K) ¢

KPmK+1 SFXPP#AVYT(IPPsK)

KPPaKP+1 DELZBFZMM*AVYTCISKMM)SFZM*AVYTCI,KM)4FZ*AP4FZP*AVYTCIsKP )+
C======RESET EXTERNAL POINTS(NON"DIFFUSIVE BOUNDARY) SFZPP2AVYTC(I»KPP)

IFC(KMelLTi2)KMn2 TAVY=(AP+UELX*RELX+DELZ*RELZ)/TP

TFC(KMM oL T+2)KMMuD 33 AVY(I,K)mTAVY

IF(KPDGTANZH)KP-NZH Cow=aaagPFCOND MOMENTssee

IF(KPPaGTeNZM)IKPPRNZM TVARY=040

EXmF(1sK) IFCTP«LEL0.0)GD TD 33

EZMMuF (2, KMM) VPaVARYTCI»K)

EZMBF(2,KM) DELXSFXMM*VARYTCIMMAK) #FXM*VARYT(IMsK)+F X#VP+FXP*VARYT(IP,K) +

EZeF(2,K) SFXPPeVARYTUIPP,K)

EZPaF(2,KP) DELZ3FZMM*VARYT (I, KMM) ¢F ZMa#VARYTCIsKM)4FZ#VP+FZPaVARYTCI,KP)+

EIPP=F (2,KPP) SFZPP*VARYT(I»KPP)

VAL®DT/(2:0%DZ*D2) VAL®(VP+DELX*RELX+DELZ*RELZI/TP=TAVY*TAVY+2,0%EX#DT

IFCVALSLE0+0)GD TO 34
TVARY®SQRT(VAL)
33 VARY(I,K)=TVARY
C======SET BOUNDARY VALUES.ss

BZBWEXP(=(EZMN®EZy#VAL)
BZmEXP(=(EZM4EZP)*VAL)
BZASEXP(=(EZ+EZPP)#VAL)

RZIB=EZ/(EZMMeEZ)
RZmEZP/CEZM+EZP) IEa]
RZAREZPP/CEZ+EZPP) KE=K
Cme=====THE Z~FACTORS ARE EVALUATED EXACTLYess IFCI¢EQe2)IEaL
IFCICEQeNXM)IIEBNX

FIMM®(140°RZ)*(1,0=RZB)*(1+08ZB)
FZMm(140=RZ)»BZB IF(KeEQe2)KERL

FZueRZ%(1,0=8ZA)%(1.,0=RZA)=1404RZB*(140=RZ)%(1s0=BZB) IFCKeEQaNZMIKESNZ
FZP=RZ+BZA IFCCIESEQeI)sAND (KEJEQsK)IGN TO 22
FZPPuR2#RZA*(140=BZA) PCIEsKE)=TP
RELZ=140=8Z*B2 AVYCTESKE)=TAVY
DO 22 I=2,NXM VARY(IEsKE)®=TVARY
IMal=1 22 CONTINUE
IMMNRIN=1 RETURN
IPuls} END
IPPasIP+1
C======RESET EXTERNAL POINTS ( NON=DIFFUSIVE BOUNDARY )s=s
IFCiMeLT42)IM=2
IF(INMeLTe2)IMMm2
IFCIPsGTaNXM)IPuNXM e
IFCIPPeGToNXMIIPPRNXM e R e = o = o = o o o o o o e e R 7 ™ = e = = e
DX1mXF(I)=XF(l=1)
DX2mXF(I+1)=xF(1)
AXm2,0%EX/(DX1#DX2)
BXmEXP(=AX*0T*0s5)
BXM=m1,0=8X
RX®DX1/(DX14DX2) 3
RXM®m14s0=RX SUBROUTINE DOSECPsAVYsVARY2JTsXPsYPsXVANSYVANSTACTsXFsIDRsNXSNZ»
C======THE BOUNDARY X=FACTORS MAY RE BASED ON THE CENTRAL VALUES WITH $0Z,ZPB>TRELANTRA»NSUMsXRsYRs DEP»DAVY»DARY»NOUTAFLAST)
c= = LITTLE ERROR DUE TOQ THE § VARIATION OF DXssoea ¢
FXMM-RXM.RxM.BxMD s i b P Ce=====THIS SUBROUTINE ALLOCATES DNSAGES TO THE DGSAGE POINTS FOR THE
FXMERXM*BX G- = APPROPRIATE DDSAGE INTERVAL.es
FXR240#RX*RXM*BXM=140 c
FXP=RX*BX DIMENSIUN PCNXsNZ)»AVYCNXsNZ)»VARYCNXSNZ)2XF(NX)
FXPPeRX*RX#BXM DIMENSION DEPC(NX)sDAVYINX)»DARY(NX)»CM{40)sFR(4) :
RELX=1.0=HBX*BX COMMNN/DNSA/DOS(59280)»TDDS(60)»XD0SC(40)»YDOSC40)»NTDOS»NPDOS»ZD0S
Co==e==ZEROETH MOMENT a4, COMMON/UNSB/QSTR(30)»TSTRC(30)»NSTRaXPLAYPLATRTEM -
COMMON/DOSC/XVANLSYVANLs TACTL»DZL»ZPBL» TRAJ(T7,300)sNLPSDTDS -
—

PPePT(IsK)
DELXEFXMM'PT(1MMAK)’FXH'PT(1",K)+FX'PP+FXP'PT(IPIK)*FXPP'PT(iPFFK}
DELZ:FZMM‘PT(I;KHM)*FZM'PT(1;KM)+FZ-PP+FZPtPT(l:KP)+FZPPtPT(IaKPP)
TPePP+DELX#RELX+DELZ*RELZ

COMMON/DDSD/XPLLTsYPLLT»TLLT,DXB,0YBsQTRLT»QTRsXVLLT»YVLLT2XRLLT»
EYRLLT»XRLsYRLSPDEP»TDEF s TOES,»WSsPREM



COMMON/DQSF/DAB(4»T0Q)»XFORCA)» TRELLT
COMMNN/D0SG/S$C24000),XFIORC40)
COMMON/SPEC/SPAR(30)

NSX=100

FLAST=TDOSC(NTDOS)
IFCNXsLToaNSXINSXaNX
ISPRFLOATI(NX)/FLOATI(NSX)+0:999999
NSXSFLOAT(NX)/FLOATCISP)
THT=(NZ=2)%DZ*2PB
201V=e(ZI005=2PB)/D2 .
IF(ZD0S«@T THT)ERRORESART(=1,0)
KPeIFIXCZDIV+3.0)
FRKSZDIV+340=FLOATC(KP)
FRKM=1,0=FRK

NSX7m7«NSX
C=e=====ARRAY "DAB™ CONTAINS PREVIOUS TIME AND PREVIOUS TRAJECTORY
c~ = INFORMATION AT DOSAGE HEIGHTswe

DO 71 I=1sNSX7
DAB(2,1)=2DAB(1,1)
DABC4sI)2DAB(3,1)
71 CONTINUE -
XFOR(2)=XFOR(1)
XFORCA)mxFOR(3)
XFORC1)=xF(IOR)
XFORE3)=xXF IORLJIT)
C======UPDATE ARRAY DABsss
DO 72 I®1,NSX
DABC1sI)mXFCISP#])
Dim=11540
D2=-11540
D3sPCISPwIsKP)
D4sP(ISP*I»KP=1)
IF(D34GT4040)D1=ALOG(DI)
IF(D84GT+040)D2=ALOG(DA) -
DABC1» I#NSX)mEXP(FRK#D1+FRKM2D2)
DABC1sI42#NSX)SFRK*AVY(TSPw1,KP)+FRKM#AVY(ISP*IsKP=1)
DAB(1,[+3%NSX)aFRK*VARY(ISP#1,KP)+FRKM*VARY (ISP*IsKP=1)
DABCL,»I+4#*NSX)=DEPCISPw])
DABC1sI¢54NSX)mDAVYLISP®])
DAB(1,I+8%NSX)=DARYCISP2I)
. 72 CONTINUE
C======CANNOT INTERPOLATE IF HAVE RUN OUT OF SOLUTIONS (NLP) IN PREVIOUS
c= = TRAJECTOKYs
IFC(JTSGTANLP)GO TO 74
IF(NTRAWEQs1)G0 TO 74
JSME(JT~1)#NSX7
DO 75 I=1,NSX7
DAB(3,1)=S(uSH+I)
75  CONTINUE
74 CONTINUE
IF(JTEQ,1)60 TO 25
IF(NTRACEQ41)GD TO 28
IF(JT+GTLNLP)GO TO 28
G0 To 29
C*STORE LAST TRAJECTORY RELEASE=TIMEss,
25  TRELLT=TRTEM
TRTEM=TREL
NLP=NSUM
: NSUM=O
29  CONTINUE
C*SET NUMBER UF INTERPOLATED PUFFS FER UNIT TIME assus
PPUT=1,0/5PAR(18)
Ce=====FINO MINIMUM INTERPOLATION TIME TO OEFINE ANY RELEASE EVENT

Cc= = GREATER THAN SPARC30) TO AN ACCURACY OF SPAR(19)/SPAR(2) 0 ss

IRELS=1

IRELE=NSTR

DO 61 I=1sNSTR
IFCTSTRCID o LE«TRELLT) IRELS®I
IFCTSTRCI) «LTeTRELIIRELE=I

61 CONTINUE
TINMINSTREL=TRELLT
IRELP=IRELS*1
IRELE=IRELE*1
DO 62 I=IRELPsIRELE
D1aTSTRCII=TSTR(I=1)
IF(D1eLTaSPARC30))D1I=041E*1O
IFCDL1LT TINMINITINMIN®D]

62 CONTINUE
Dim(SPARC19)/SPAR(Z2))*TINMIN
IFCD1+GT«SPARC19))D18SPARC19)

C+*SET NUMBER UF INTERPOLATED TRAJECTORIESewss
NTRINSIFIXCDTOS/D1+045)
DTReDTOS/FLOAT{NTRIN)
DELT=TACT=TACTL
NP=IFIXC(PPUT*DELT#140)
DTP=pELT/FLOATC(NP)

ge==e==PARAMETERS FOR 2=DIMENSIONAL INTERPOLATIONs«s
XPLTETRAJC(1,JT)
YPLTRTRAJC(2,JT)
TLT=TRAJ(3»dT)
XVLT2TRAJCE,JT)
YVLTRTRAJ(553T)
XRLTeTRAJC(62JT)
YRLTaTRAJC(7,JT)
IFCJT.EQ.1)GD TO 28
DO 51 I={sNTRIN
FRASFLOATCI)/FLOAT(NTRIN)
FRBE(1:0=FRA)
XPTRaFRA*XP+FRB#XPLT
YPTReFRA=YP+FRBaYPLT
XPLTROFRA®XPL+FRB*XPLLT
YPLTREFRA*#YPL®FRBaYPLLT
TTR=FRA*TACT+FRB=TLT
TLTRE=FRA*TACTL#FRBwTLLT
YVTR=FRA#XVAN®FRBaXVLT
YVTR=FRA=YVAN+*FRBaYVLT
XRTReFRA®XR+FRB#XRLT
YRTReFRA*YR+FRB*YRLT
XVLTREFRA*XVANL#FRE*XVLLT
YVLTR=FRA®YVANL*FRB*YVLLT
XRLTR=FRA“XRL*FRBaXRLLT
YRLTR=FRA*YRL+FRB#YRLLT

C*RELEASE=RATE suess
TREFFaFRA*TREL+FRB*TRELLT
0A=0,0
IFCCTREFFoLToTSTRC1))eORs (TREFFoGT«TSTRINSTR)))GO TO 16
DO 15 J=22NSTR

15 IFCTSTRCJ)sGECTREFFIGO TO 17

17 SPeTSTR(JI=TSTR(J=1)
FRAS(TREFF=TSTR(J=1))/SP
QAaFRA#GSTR(JI+C1,0°FRAI*QSTR(J=1)

16 IFCQAEQ.04,0)GD TO 51
DU 52 J=1sNP
FRASFLOATCJ)/ZFLOATONP)
FRB=(1.0=~FRA)

C*ESTIMATED POUSITION AT TIMESTAsenssssaess



XAnfRA*XPTR¢FRB*XPLTR

YA=fRA*YPTR¢FRB*YPLTR

TASFRA*TTR+FRB*TLTR .
IFCCTASLTeTDOSC1))eO0ORs(TACGE,TDOS(NTDOS)))GO TO S2
XVARFRA*XVYR+FRBxXVLTR

YVASFRA*YVTR+FRBxYVLTR

XRARFRA*XRTR+FRB*XKRLTR

YRASFRA*YRTR+FRB«YRLTR

C*FIND ARC PARAMETERS:ssss

53
54

41

CALL CIRCA(XVA»YVA»XA»YA2XRA»YRASXCA»YCA»RADA»THAL»THAZ)
DO 53 K=1»NTDOS

IF(TALT,TDOSC(K))GO TO 54

ERROR=SART(=140)

INT=K=1

.D0 41 L=3,NPDOS

CM(L)=140

CONTINUE
FRC1)S(FLOATCI)/FLOAT(NTRIN) ) #(FLOAT(J)/FLOAT(NP))
FRC2)=(FLOATCI)/FLOAT(NTRINI )« (FLOAT(NP=J)/FLOAT(NP))
FRC3)=(FLOATC(NTRIN=I)/FLOAT(NTRIN))#(FLOATCJ)/FLOATINP))
FRCA)=S(FLOAT(NTRIN=I)/FLOAT(NTRINI)#(FLOAT(NP=J)/FLOAT(NP))
DO 55 LM=i,4 g

DO 55 L=1,NPDOS

DU=040

IDEP=Q

X=AgS(XD0S(L)I*DXB

Y=ABS(YDOS(L))=0YB
IFCC(XDOSCL)IsLTo0)sANDs(YDOSKL)aLT40)IIDEP =Y

C*DISTANCE ALONG ARC FROM COREsstvsas

OfmX=XCA
IF(D1eEQ.0s0)0120,00000001

Com=e==gART QUT ARC SENSEoses

THASATANCC(Y=YCA)/D1)

IFCD14LTe0e0)THARTHA+3,141592654
IFC(THASLTs0e0ITHASTHA®2:,0%34141592654
IFCTHA2®THAGTe36141592654)THARTHA+2+0*341681592654
IF(THA2=THA«LT4=3,141592654)THAlaTHA1+42,0+3,141592655
IFCTHA2=THA LT 4234141592654)THA22THA2+4240%3:141592655
Di=THA2=THAl

DamTHA2°THA

D3=D1wDa

IF(D3.6Q.040)D320,00000001

Di=p3/7ABS(D3)

XPFaXFOR(LM)+D1*RADA#ABS(THA=THA2)

C*DISTANCE FROM ARC (USE LEFT*HAND COORDINATE SET)eees

87
88

D22SORT((E=XCAIn22+4(YNYCA)#%2)
D4au2=RADA
IFCTHA24LTsTHAL1)DAR=D4

YOQUT=P4
IFCCXPFoLEsDABCLM, 1) )eOR(XPF QT «BAB(LMANSX)))IGO TO 57
DO 87 IPm2,NSX
IFCXPFsLEJDAB(LM»IP))GO TD 68
CONTINUE
SPaDAB(LM,IP)=DAB(LM,IP=1)
FRIAs(XPF=DAB(LMsIP=1))/SP
FRIB=1.0=FRIA

C*INTERPOLATE ZEROETH»FIRST AND SECOND MOMENTSesa

, LAP=(1¢IDEP*3)#NSX

LAASC2+IDEP*3)aNSX
LAVE(3+¢IDEP*3)#NSX
Dim=115s0
D2==115.0
D3=DAB(LMsLAP*IP)

04mBAB(LMILAP+IP=1)

(w====aySyALLY USE A LOGARITHMIC INTERPOLATION FOR ZEROTH MOMENT 00
1IF(D34uT4040)01=ALOG(D3)
IFCD44T4040)D22AL0G(DAS)
PAsEXP(FRIA*DI+FRIB®*D2)

D3=mEXP(=11540)

IF(PASLE.D3)GO TO 57
AVASFRIA®DAB(LMsLAA+*IP)+FRIB#DAB(LM,LAA+IP=1)
VARAZFRIA*DAB(LM,LAV+IP)+FRIB#DAB(LM,LAV+IP=1)

C*RELATIVE DEVIATION FROM AVA erees
SYsYOUT=AVA

C*DOSAGE CONTRIBUTION ssseq :
IF(VARA«GT+0+0000001)G0 TD 9991
WRITE(3,9992)JT,1P»KP»VARA»VARB» XP»sYP

9992 FORMAT(1X»313,10E1003)
GO To 57
9991 CONTINUE

C=====vASSUME GAUSSIAN DISTRIBUTION "ACROSS=FRAME" s
DDB(DTP*QAQUTR'PA/(VARA'Z-5066]))iEXP('SY'SY/(2-0'VARA*VARA))
57 IF(UDsLEL0.0)DD=0«1E=54
CM(L)SCHMCL)*DDwwFR(LM)
55 CONTINUE
DO 58 L=1,NPDUS
DOSCINT»L)=DOSCINT2L)#CMCL)
58 CONTINUE
52 CONTINUE
51 CONTINUE
C+STORAGE OF PREVIOUS PROPERTIESecaee
28 CONTINUE
C‘STDRE MUMENTSGOOI.IIII
IaJTaNSXT7 ; S
IF(I1+GT420000)WRITE(NOUTS _
78 FORMATC"OERROR= TOO MANY TIME=STEPS To BE ACCOMMODATED BY ARRAY S
$28000)»",/»" INCREASE DIMENSTON» INTERMEDIATE FILING IN *STORE® » A
SND ABOVE TOLERANCE» TO CONTINUEsese™)
JSME(JT=1)aNSX7
DO 77 I=mi,NSX7
S(JSM+I)=DAB(1,1])
77 CUNTINUE
XFIURCJT)I=XFOR(1)
XPLLT=XPLT
YPLLT=YPLY
TLLTaTLT
XVLLT=XVLT
YVLLT=YVLT
XRLLT=XRLT
YRLLT=YRLT
TRAJ(15JT)=XP
TRAJ(2,JT)=YP
TRAJ(3»JT)mTACT
TRAJ(45JTI=XVAN
TRAJ(55JTImYVAN
TRAJ(6»JTI2XR
TRAJ(7,JT)=mYR
NSUM=NSUM+*1
XPL=XP
YFL=YP
TACTL=TACT
XVANL=XVAN
YVANL=YVAN
XRL=XR
YRL=YR

EYE



DZL=DZ
IRBLaZPB
RETURN
END

" SUBROUTINE CIRCACX1,Y1.X2,Y2,X35Y3sXCsYCsRsTHET12THET2)
g'SUBRDUTINE To FIND CIRCLE=FIT PARAMETERSsans

C*TEST FOR STRAIGHT LINEsoasssancey
Dim(Y2=Y1)#(X3=X2)=(Y32Y2)#(x2=X1)
D4=ABS(D}1)

C*WILL HAVE TOU CHANGE TOLERANCES (na,R) FOR OTHER UNITS DR LARGER SYSTM
IF(Da4GT4041E+01)G0 TO 25
Dimy2eyy
D2mx2=x1
IFC(D14EQa040)D1m0,1E=07
IF(V24EQa040)D28041E=07
SLPm=02/p1

C*WILL HAVE TO CHANSE TOLERANCES(D4sRIFOR OTHER UNITS OR LARGER SYSTEMa
R®043E+06
DELXWR/SQRT(1104SLP*%2)

C(=s===eX= AND Y=CODRDINATES OF CENTRE s
XCuX24DELX s
YCuY24+SLP#DELX

C======RECALCULATE R TO ACCOUNT FOR NUMERICAL ERRDRas s
RESQRTC(XC=X2)##24(YC=Y2)#n2)
THET2mATANC(Y2=YC)/(X2=XC))
IF(XZDLTnXC)THET2=THET2’30141592654
Dlaxi=xC
IF(D14EQ,0.0)D120,00000001
THET{2ATANCCYI=YC)/D1)
IF(U1eLTa040dTHETI®THET1+34141%92654
GO To 28

C*CIRCLEsassasastsas

25 CONTINUE
Alm2,0%(xX2=X1)

A222,0%(Y2=Y1)
AdaXZeX24Y24Y2=X1aX1aY1nyY]
Bla2,0w(x3=X2)
B222,0#(Y3=Y2)
B3mX3#X34Y3nY3=X2uX2=Y22Y2
Dl=hieA2=A1#B2
D2=h1#A3=A14B3

Co=====Y=CNORDINATE OF CENTREsoss
YC=D2/0D1
IF(B1sNE«0+0)XCu(BI=YC*B2)/B 1]

, IFCAL14NELO4O)XCa(A3=YCHA2) /AL

Lm===e=CIRCAL RADIUSsa.
RESQRT((X2=XC)I*#24(Y2=Y()en2)
Dim(x2=X¢)
1F(D14EQ.0,0)D1=0,00000001
THET2=ATANCC(Y2=YC)/D1)

IFCD1oLTa0s0)THET2®THET2434141592654

Di=(X1=XC)

IF(D14EQ4040)D1=0,00000001

THET1sATANC(Y1=YC)/D1)

IFCUToLTeO0s0)THETI®THETI+34141592654
28 CONTINUE

Ce=====GET ANGLES INTO O Tp 2+PI RANGEsase

IFCTHET14LT+0e0)THET1=THET14240%34141592654
IF(THET24LT+0¢0)THET2aTHET242,0%3:181592654
IF(THET1=THET24GT236141592654)THET2=THET242.0%34181592654
IF(THET1=THET2eLTe®34141592658)THET12THET142.0%34141592654
RETURN

END

SUBROUTINE LOCUSCNTIMEsNTDAT,DELTA»NSTR»XGS»YGS»IFLAG,DELTBAITOT,
$JTOTDXB,DYBsNX»ZS»ZMsDXATSV,DZATSYSZPBS»XGM1sXGM2,YGHML»YGM2)MFLAG
S)DELTCsDELTDSINZ»ZJ» TDAT»TSTRIGSTR2UB»VB2»STABSPARAMSZO,D» TIMELTRELL
SN»TRELOTAUVMAXSEMINANOUT»KORINTDOS»WS»HANSAVSPBFR2F »XF2RAB)

c

C======THIS SUBROUTINE ESTIMATES THE START AND END RELEASE=TIMES FOR
(O = EACH CENTROID=LOCuS TO AFFECT THE REGION=OF~INTEREST AT A
[ = PARTICULAR TIMEs«,

4

DIMENSION TRELSTC1524)»TDAT(NTDAT)»TSTR(30)»QSTR(30)
DIMENSION UBCITOT»JTOTANTDAT)»VBCITOTL»JTOTANTDAT)

DIMENSION STABCITOT»yTOTsNTDAT)»PARAMCITOT»JTOTANTDAT)
DIMENSION ZOCITOT»JTOT)»DCITAT,JTOT)

DIMENSION XF(NX)sF(2,NZ)»TIMEC15)»TRELINC1554)

DIMENSION TRELOT(1528),UVMAXC15),EMINC2»15,4),RABCITOT2JTOT)
COMMON/SPEC/SPARC(30)

C+ TAG RELEVANT LOCI WITH RELEASE TIMES #4+4+444 4444+ t4 4440ttt tattee
CHEFE4 2444444444404 40 2442204344442 024944 4444444042444 442 40040000 2004449
C(======ADD MARGIN TO THE REGION=UF=INTERESTase
XGB1=XGM1=SPAR(C17)/DxB
XGB2mXGM2+SPAR(17)/Dx8B
YGB1=YGM1=SPAR(17)/0YB
YGB2=YGM24+SPAR(17)/0YB
00 38 I=1sNTIME
DO 38 JU=isy4
TRELST(I»J)®=2040
38 CONTINUE
NPRIS=IFIXCCTDAT(NTOAT)=TOAT(1))/DELTA)
DO 15 IT=1,NPRIS
C*ECONUMISE HERE BY ONLY CONSIDERING RELEASE TIMES DURING WHICH SOURCE
C*OPERATES sasunses
TREL=(IT=1)*NELTA+TDAT(L)
IFCTREL«LTSTSTRC1))Gp TO 15
IFCTRELGE«TSTR(NSTR))GO TG 15
D0 16 IS=1,NSTR
IFCTREL«LTJTSTRCIS)IGOD TO 17
16 CONTINUE

e



17 CONTINUE
_Jgp IFENTDOS4NELO)GO TO 321
IFCCOSTRCIS)aLTs0e1E=35)sANDoC(QSTRCIS=1),LTs041E~35))G0 TO 15
321 XGaXGS
YGuY@S
IFLAG®O
ITS=IFIXCCTDAT(NTDAT)=TREL)I/DELTB)
IFCITSsLTa1)G0 TO 15
SUM=0.0
ZEZnZS ’
DO 35 ITP=1,1ITS
TIMBTREL¢CITP=1)«DELTB
XP=XGeDXB
YP=Y@#DYB
Co=====VELOCITY PARAMETERS AT HEIGHT ZEZsas
CALL VELDCXPsYP»TIMsUXYsVXYsVELAUBsVBsTDATHNTDATADXBsDYBAITOT,UTOT
$)
CALL PROPSCTIMsXPs»YP,STABs»PARAM»Z0sD»STABPsPARAMP»ZOP»DP,DXBsDYB,T
SDATH)NTDAT,ITOT»JUTOT»RABIRABPY
VELaSQRT(UXYw®2+VXY®x2Z)
TTRAVETIM=TREL+0¢5#DELTB
CALL FUNCT(XP»sYP»TIM,STABP»PARAMPsDELTB2»ZOP»DPsVELIXFr0esF2NX»2,TT
$RAV,2EZ)
ElnF (2,22
SUMSSUM+EZ
EZaSUM/FLOATCITP)
Cmewa=ssf IND VELOCITY AT ESTIMATED HEIGHT OF CENTROIDesss
CALL UEFFCTTRAV,ZSsEZs»HS»HANSAVIPBFRAUXY»VXYS»STABP»PARAMP»ZOP,DP»
SUS»VS»UVYS,DELTB,ZEZ)
XG=XG+US«DELTB/0DXB
YG=YG+VS«DELTB/DYB
IFCCXBoLTeXGB1)sORe(XGsGT aXGB2)sORe(YGeLTsYGB1)s0ORe(YBeGTsYGB2))GO
$ T0 36
D0 37 I=1»NTIME
TOIFFRABSCTIMECI)=TIN)
C*MAY VARY THIS ALLOWED VARIATION®awataafodertaaadaadddadoaaann
TID=0+5*DELTA
IF(TDIFFGT.TID)GO Tp 37
D1mABS(TREL=TRELST(C(I,1))
D2=ABSC(TREL=TRELST(1,2))
D3aABS(TREL=TRELST(I,3))
D4=ABS(TREL=TRELST(I,4)) '
IFCCCD1eLTe0a001)eOR4(D24LT40s008))s0ReC(D3¢LTo04001)¢s0Rs(DALT 0
§001)))G0 To 37
TREM=TREL=DELTA
D1=ABSC(TREM=TRELST(I1,1))
D2=ABS(TREM=TRELST(],2))
D3=mABSC(TREM=TRELSTC(I,»3))
D4=ABSC(TREM=TRELSTC(I,A))
MFLAG=O
IFCCCDEoLTo04001)e0R(D2:LTe0s008))e0Re((D3eLTa04001)¢0Rs(DALTa0s
$001))IMFLAGET
C*USE TRELST(I1,8) AS A CHECK AGAINST SEQUENCINGea
IF(MFLAGoEQs1)TRELST(I»4)=TREL
IF(MFLAGsEQ«1)GO TO 37
DD 39 JU=mi,3
IFCTRELSTC(I»J)«GE«Qs0)GO TO 39
TRELSTCI,J)=TREL
. GO TD 37
39 CONTINUE
(ommacaTy]S TIME=OF~INTEREST REQUIRES TOO MANY RELEASE=TIME LOCIeass
HRITE(NOUT,41)
a1 FORMAT(1A0»21HERRUR=TOO0 MANY PASSES)

37 CONTINUE

36 CONTINUE

35 CONTINUE

is CONTINUE

C*SINCE TRELST IS EARLIEST TIME, ENSURE IN REGION BY INCREASINGose

DO 235 I=1,NTIME
DO 235 J=l,3
IF(TRELST(I:J).GE.Ooo)TRELST(I:J)-TRELST(I:J)+0.51-DELTA

235 CONTINUE : H
WRITE(NOUT» 42

42 FORMAT("ORELFASE TIMES TO AFFECT REGION OF INTEREST AT GIVEN TIME,
SAMBIGUITY LATER REMOVED"»//»1H »10X»10HGIVEN TIME,»15X»31HSEQUENCE
SEARLIEST RELEASE TIMES/)
DO 44 I=3»NTIME
WRITEC(NOUT»43)TIMECI) 2 CTRELST(12J)2Jnm1s3d)

LY} CONTINUE

43 FORMATC12X»F1041,5X24F104%)

¢+ ESTABLISH RELEASE BOUNDS OF TAGGED LOCI P P YI IS XS XS LR R L X 2
CHP 44440ttt tatt sttt st t sttt sttt sttt st tstatetsdtdtttstttesttsstitattes
DO 47 I=1»,15
DO 47 J=1,3
C======PRESET FLAGS IN ENTRY AND EXIT RELEASE = TIMESess
TRELINCI»J)==3040
TRELDT(I,J)==3040
47 CONTINUE
DO 48 IT=1,NTIME
UVMAXCIT)ESPARC20)
IFCTRELSTCIT,1)4LT4040)G0 TQ a8
DO 49 J=1,3
g=====eSOLVE FOR ENTRY AND EXIT RELEASE=TIMES FOR EACH LOoCuUS{MAXe3) FOR
c= = EACH TIME=DF=INTERESTsss
EMINC(1»1T7»J)=200,0
EMINC2,1T»J)=200,0
IFCTRELSTCIT,»J)eLT«040)G0 TO 49
IF(JeEQe1)GD TO 33
KAmJ=]
DO 34 K=i,KA
TROTADSTRELOTCIT»K)
IFCTROTADGE«500000+:0)TRDTAD=TROTAD=50000040
TRINADSTRELINCITAK) . PR TSP
IFCFRINADGE «500000s0)TRINAD=TRINAD= N
IF((TRELST(IT'J)oLEATROTAD)cANDo(TRELST(IT:J).GE.TRINAD))GU To 49
34 CONTINUE
33 CONTINUE
ISET=+1
C*ENTRY TIME AND EXIT TIME
S7 CONTINUE
XGmXGS
YGmYGS
DU 50 MI=z1,400
C======TRY RELEASE TIMES BEFORE AND AFTER TAGGED VALUECISET=+1 DR =1)s
TREL=TRELSTCIT»J)=C(MI=1)#DELTCWwISET
C*ECONOMISE HERE BY DNLY CONSIDERING TREL DURING WHICH SOURCE OPERATED
IFCCTRELCLE«TDATC1)) ¢ANDoCISET GTe0)ITRIN®TDAT(1)
IFCCTRELZLE«TDATC1))sANDoCISET.GT40))G0 TO 55
IF((TREL.GE.TDAT(NTDAT)).AND.(ISET.LT.O))TRUTITDAT(NTDAT)
IFCCTREL s GE2TDAT(NTDAT)) «ANDoCISETeLT40))GO TO 58
IF((TREL-GT.TIME(IT))cAND.(ISET-LTAO))TRDTITIME(IT)
IFCCTRELoGT«TIMECIT))oAND«CISETSLT 0060 TO S8
IFCCTREL eLE«TSTRC1)IsDR«(TREL «GT«TSTR(NSTRIJIGO TO a3
DO 81 KTR=1,NSTR

SYE



IF(TRELSLTSTSTR(KTR))GO TO 82
81 CONTINUE
82 ég(%OSTR(KTR)lLTnOolE'35)nANDA(QSTR(KTR'l)nLTaOAlE'35))GD T0 83
n 84
83 IFCISET«€T40)G0 TQ 85
C======BDUNDS DETERMINED BY AVAILABLE RELEASE SEQUENCE s
TROTRTREL+50000040
GO To ss8 a
85 TRIN®TREL#500000,0
GO To sS
84 CONTINUE
XGmXGS
YG=mYGS :
TPERIOD®TIMECIT)=TREL
IF(TPERIDDLT«DELTD)GO TO 52
NSTSIFIX(TPERIOD/DELTD+1.,0)
DELTE=TPERIDD/FLOAT(NST=1)
NITPaNST=1
SUM®040
ZEZ=7s$s
Co=====ESTIMATE TRAVECTAORY of CENTRQOID AT THIS RELEASE=TIMEase
DO 53 ITPm1,NITP
TIMSTREL®CITP=1)#DELTE
XP=XGeDXB
YPaYG#DYB
gALL VELOCXP»YP» TIMsUXYsVXYsVELsUB» VB, TDATSNTDAT»DXBsDYB»ITOT» JTCT
3
CALL PRDPS(TIM'XPDYP)STAB)PARAM)ZUDD)STABP)PARAMPiZOP)DP}DXB)DYBJT
SDAT}NTDAT:ITDT:JTDT'RABJRABP)
. TENDsTIM=TREL
VEL®SSQRTCUXY#*2¢yXY®a2)
CALL FUNCT(XPDYP:TIM)STABPDPARIHP:DELTE}ZOP‘DP:VEL)XF;O-O.F'NX:ZrT
SEND,ZEZ)
IFCITP.EQa1)G60 TD 233
lF(F(iiZ)oLTaENlN(lDIT!J))EMIN(l;IT}J)lF(llZ)
IF(F(Z»Z).LT-EHIN(Z»IT:J))EHIN(Z:IT»J)'F(2:2)
231 CONTINUE
EZ=F(2,2)
SUM=SUM+EZ
EZsSUM/FLDAT(ITP)
, Co====="yfFF" GIVES EFFECTIVE VELUCITY DF CENTROIDa s
CALL UEFF(TEND:ZS;EZ:HSoHANSAV;PBFR;UXY)VXYoSTABP:PARAMPo?OP:DP:
SUS»VS,UVSSDELTESZEZ)
IFCUVSoGToUVHAXCIT)IUVHAXCIT)EUVS
XGeXG+US*DELTE/DXB
YGeYG4+VS*DELTE/DYB
53 CONTINUE
52 CONTINUE
Cm=====]S THE CENTROID BEYOND THE MARGIN YETwsas
I;((XG-LT-XGBI)oURo(XG-GTaXGBZ)-DR-(YGoLToYGBi)oDR-(YG-GT.YGBZ))GD
$ T0 54
IF((TREL-LT-TSTR(1)).ORo(TREL-GT.TSTR(NSTR)))GO 70 65
50 CONTINUE
WRITECNOUT,»71)
71 s:??"AT("OERRnR = DELTC NOT LARGE ENOUGH TO INCLUDE RELEASE=TIME L]
o |
STopP
54 | IF(MI.EQ.1)GB TGO 49
. 65 IFCISETSLTW0)GO TO 56
TRIN=TREL
ZJm?s
35 CONTINUE
ISET==}

GO To 57

56 TROT=TREL

58 CONTINUE
TRELINCIT»J)=TRIN
TRELOTCIT»J)aTROT

49 CONTINUE

48 CONTINUE
C======PRINT QUT ENTRY AND EXIT RELEASE=TIMES FGR EACH LOCUS= NEGATIVE

c= = VALUES INDICATE THAT LOCUS DID NOT CONTRIBUTEsas
WRITE(NUUT,61)
61 FORMATC////»1%X»SX» I6HTIME OF INTEREST»10XKs19HENTRY RELEASE TIMES#/
&£/)
DO 62 I=1,NTIME
DO 236 Jsi,3
IFCTRELINCISJ)aLTe 00 O)TRELDT(I,J)2=30,0
IFCTRELOTCI»J)aLTos0eO0)TRELINCISJ)®=30,0
236 CONTINUE
62 WRITE(NOUT»B83)TIMECI)»(TRELIN(]I»J)»Ju1,s3)
WRITE(NOQUT»63)

63 FORMATC////»1Xs5X,16HTIME OF INTEREST,»10X»18HEXIT RELEASE TIMES»//

s)
D0 64 I®1»NTIME
64 WRITE(NOUT»43)TIMECI)» (TRELOT(I+J)sJm1s3)
RETURN
END

SUBRNUTINE VELOC(XsY»ToUsVaUV,UBsVBs TDATINTDATSDXB2OYB,1TOT»JTOT)
c

1 1)
C======TH[S SUBROUTINE EXTRACTS THE BASIC VELOCITY DATA FROM UPTLgNS(
c= = UR (2) INPUT (SECTION Bs ABOVE) = X~ + Y=VELOCITY AT HEIGHT ZG.
c

DIMENSIUN UBCITOT»JTOT»NTDAT)»VBCITOT»JTOTANTDAT)»TOAY(NTDAT)
DIMENSION VA(C15)
COMMON/CNNDAT/NMCDaNTCD»TSCD,DTCD»CD(16000)PMCD(15,2)
XIB=X/DXB
YJB=Y/O0YB
IF{NMCD«NE«0)GD TOD 14
wesesnl INEA INTERPOLATIONS s
3 CAEE PSUPZ(XIB)YJB)TlUB‘UXY’TDAT}NTDAT'KTUT)JTUT)
CALL PROP2(XIBaYJB2T2VBIVXYSTDATANTDAT»>ITOT»JTOT)
Usyxy
Vayxy
UVaSQRT(UXY*a2+VXY*%2)
RETURN
4 CONTINUE
Cl""'CgN;IzUﬂUS DATA WENDELL INTERPOLATIONseaXsY VELOCITIESs s
IFCCTLTATDATCL))wOR(T+GESTOAT(NTDAT))IERRORESQRT(=140)
(e=====pPaSITION IN SEQUENCEass
Re(T=TSCD)/DTCD+1.0
NB=R
FRaR=FLUAT(NB)

9%E



(oma==eXaVELOCITY»Y=VELOCITYs s
DO 16 L=1,2
DO 15 I=1,NMCD
IPASNB*NMCO®a+(I=1)*geL
IPBSIPA=NHCD =4
VA(I)==31000.0

(======"a3100040" 1S THE SIGNAL FOR DATA=VALUE NOT AVAILABLEse.
IF(CCDCIPA) o LTo=3000040)sAND4CCDCIPB)4LT4+=3000040))G0 TO 15
IFCCDCIPA)sLT+*30000.0)IPA=]IPB
IF(CDCIPB)«LTo=3000040)IPB=IPA
VA(I)lFRtCD(JPA)#(lcO'FR)iCD(IPB)

15 CONTINUE

Coamm=="yEND" PERFORMS THE WEIGHTED INVERSE SQUARE INTERPULATIONess
CALL WENDCXIB»YJBaVASNMCDsPMCD,VEL)
IF(VELoLT+=3000040)ERROR®SERT(=1,0)
IF(LJEQs1dURVEL
IF(L+EQs2)VRVEL

16 CONTINUE
UVaSQRT(U®%24Ven2)
RETURN
END

SUBROUTINE PROPSCT»X»Y»STABsPARAM#220sD»STABP»PARAMP»ZOP»DP»DXBsDY
3BsTDATANTDAT,ITOT,JTOT»RAB,RABP)

c

C======THIS SUBROUTINE EXTRACTS THE STABILITY AND SURFACE DATA FROM
C= = STORAGE FpR POINT (XsYsT) 44

[+

DIMENSION STABCITOT,JTOTANTDAT)»PARAMCITOT,JTOTANTDAT)IV(LS)
DIMENSION ZOCITOT»JTOT)H»DCITNTAJTOT)» TDATINTDAT)H»RABCITOTAJTOT)
COMMON/CONDAT/NMCD»NTCD»TSCO»DTCD»CD(16000)»PMCD(1552)
XIB=X/DX8
YJBuY/DYR
IF(NMCDsNE«0)BD TO 90
Ce===we=| INEAR INTERPOLATIONSas.
CALL PRUP2(XIB»YJBsT»STABsSTINVATDAT,NTDATAITOTAJUTOT)
IF(STINV,EQeO0eO)STINVE1,0/049E+15
STABP=140/STINV
CALL PROP2(XIBs»YJBs»T»PARAMsPARAMPsTDATANTDAT,ITOT»JTOT)
GO 1O 91
90 CONTINUE
C======CONTINUOUS DATA WENDELL INTERPOLATIONessss STAB AND PARAMss.s
IFCCToLTaTDATCL))aORWC(ToaGECTDATC(NTDAT)))ERROR®SQRT(=140)
Co======POSITION IN SEQUENCEsesas
Re(T=TSCD)/DTCD+1.0
NBeR
, FR=R=FLOAT(NB)
(Coe=acaSTABIPARAMeca s
DO 16 L=3,8
DO 15 Ia1sNMCD
IPA=NBRNMCD®eg+(I=1)ng+i
IPB=IPA=NMCD w4

(======"a3$000,0" IS5 THE SIGNAL FOR DATA NOT AVAILABLE s
V(1)==3100040
IFz(CD(IPA)-LT.’30000.0).AND.(CD(IPB)-LT.‘30000-0))GD TQ 15
IFCCNCIPA) sLT«=30000,0)IPA=]PB
IFCCDCIPB)sLTe=3000040)IPBRIPA
V(I)IFR'CD(IPA)#(!-O-FR)tCD(IPB)

15 CONTINUE

C=====e*yrNp® PERFORMS THE WEIGHTED INVERSE SQUARE INTERPOLATIONs s
CALL WEND(XIBs»YJBsV2NMCDsPMCD»sR)
IF(RsLTe=30000,0)ERRDRESQRT(=1,0)
IF((L.EQ.J)-AND.(R.Eo.O-O))R-0.0000000l
IFCLCEQ:13)STABP®140/R
IF((LaEQ-J)-AND.(R-EQ-'31000.0))STABPI'JIOOO-O
IF(L.EQea)PARAMPER

16 CONTINUE
IF((5TABP-E0-'31000.0)¢0R-(PARAMP-LT.'SOOOO-O))ERROR-SQRT(‘Iuo)
Com===e=aCONSTANT SURFACE DATAssss
C=====ayst A TWO-DIMENSIONAL LINEAR INTERPOLATIDNs s
91 CONTINUE
ISET=0
JSET=0
I1=XIB
Ji=YJB
FRI=XIB=FLOAT(I})
FRJ=YJB=FLOATC(JL)
I12a]1+1
J2aJi41
IFCI24GTITQTIISET=ITOT
IFCI14LTo1)ISET®]
1F(J24GToJTOT)JSETHITAT
IF(J1alT41)JSETn] . S i il
FCCISETWEQaO)«AND«(JSET4EQ0))GO
}F:I;EToEQQO)ZOP-EXP((1-0-FRI)aALUG(ZO(IanSETJ)#FRIinLGG(ZO(I2:JS
ET
sIF?RET.H-O)DP!H-O-FRI)tD(H»JSET)#FRItD(Iz:JSET)
IF(ISET.EH:O)RABPI(1oO‘FRl)'RAB(Il'JSET)OFRItRAB(IZAJSET) 3
IF(JSEToEO-O)ZOPIEXP((laO'FRJ)tALDG(ZO(ISETAJX))#FRJ!ALOG(ZO{ISE ’
$J2)))
IF(JSEToEQ-O)DP-(1-O-FRJ)tD(!SET;Ji)¢FRJtD(ISET!JZ)
XF(JSETnE0|0)RABPI(1|0'FRJ)'RAB(ISE'DJI)*FRJ!RAB(ISETnJZ)
IFCCISET¢EQe0)eORa(JSETaEQe0)IRETURN
Z0P=Z0(ISET»JSET)
DP=D(ISET,JSET)
RABPaRAB(ISET»JSET)
RETURN
N

ng'-'sgz;;AgE-RDUGHNESS Z0 IS BETTER INTERPOLATED AS ITS LOGARITHMa
ZJ1-(1.0-FRI)'ALDG(ZO(II;JI))#FRI'ALDG(ZO(IZ;JI))
2J2m(1.0=FRID*ALOGCZ0CI1»J2))+FRI®ALOG(ZO(I2542))
ZOPmEXPC((1+0=FRJ)®ZJ1+FRI*ZJ2)
DJim(1.0=FRI)*DCI12J1)+FRI*D(120U1)
DJ23(140=FRID*DCI12J2)+FRI*D(12,J2)

DP=(1s0=FRJ)*DJ1+FRJI#DJI2
RJl'(lcO-FRI)*RAB(II;JI)OFRItRAB(IZle)
RJ2m(1,0=FRI)*RAB(I1,J2)+FRI*RAB(I2,J2)
RABPa{140"FRJ)2RJ1+FRIRRI2Z

RETURN

END

- I
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SUBROUTINE WEND(XsYsVPsNP»PP,V)

(======GUBROUTINE TO PERFORM WENDELL INTERPOLATIONssss
g------A WEIGHTED INVERSE=SQUARE INTERPOLATIONess
DIMENSION VPC15)sPP(1552)sD2¢15)
COMMON/SWEND/WFMCD(15)
DATA LPMIN/2/
Ce=-=e=FIND DISTANCES SQUARED
LP=Q
DO 21 Km1,NP
C=====~TEST WHETHER DATA=VALUE 1S AVAILABLE.,ss
IFCVP(K)4LT+=30000403G0 TO 21
LPalP+1
D2(K)S(PP(Ks1)=X)##24(PP(Ks2)mY)ean2
IF(UZ(K).EQ.OIO)GD To 25
D2(K)=1,0/D2(K)-
21  CONTINUE
Co==~a==TEST FOR MINIMUM NUMBER OF POINTSsLPMIN
IF(LP+GE(LPMIN)GO TO 23
V2=31000,0
RETURN
23 CONTINUE
SUMN®O0,0
suno-o.o
DO 22 K=i,NP
IFCVP(K)\LT.=30000.0)G0 TO 22
SUMN=SUMN*D2(K)*VP(K)*WNFMCD(K)
SUMD=SUMD+D2(K)*HFMCD(K)
22 CONTINUE
VESUMN/SUMD
RETURNM
25  CONTINUE
C‘-"'"VALUE AT A MAST.II
VEYP(K)
RETURN
END

SUBROUTINE PHICNX»DX,DXEsXF)
C======SUBROUTINE TO SET UP SPACING nF HORIZONTAL POINTS IN LAGRANGIAN
c= = GRID AS A DISTANCE SEQUENCE XF(I) ass

DIMENSION XF{NX)

IOR=IFIXCFLOAT(NX)/2,040,51)

XF(1)=DXF
L======POINTS BEFORE CENTREw«ss

DD 4 1Im2,]10R

FRAZFLOATCI)/FLOATCIQR)

XFECI)mXF(I=1)+FRA#DX+(1.0=FRA)*DXE
4 CONTINUE

IORP1]I0R*]

C=====<POINTS AFTER CENTRE.ss

C======SUBROUTINE TO PERFORM 3=DIMENSIONAL (X»Y AND TIME) LINEAR

c=
c

31

DY & IsIORP1,NX
FRAFLDAT(NX=I)/FLOAT(NX=IORP1)
XE(I)eXF (I~1)4FRA*DX+(140=FRA)«DXE
CONTINUE ‘
RETURN

END

SUBROUTINE PROP2(X»Y,TIMsAsAXY,TDATSNTDAT,ITOT2JTOT)

= INTERPOLATION FOR GRID=STORED VARIABLESss.«

DIMENSION ACITOT»JTOTANTDAT)sTDATI(NTDAT)
DO 31 ITw1,NTDAT

IFCTIMeLT«TDATCIT))GO TO 32

CONTINUE

ERROR=SGRT(=140)

C¥*ERROR===QUTSIUE AVAILABLE TIME=DATA)

32

(e=====SET TD BOUNDARY=VALUES IF OUTSIDE DATA®REGIONss«

8
2
9
3
10
4
11
5
17
-]
16
18
19

21

FRa(TIM=TDATCIT=1))/CTDATCIT)=TOATC(IT=1))
ISET=0

JSET=0

XToT=FLOAT(ITOT)

YTOQT=FLOATCJTOT)

IFCX=XTOT)2s8,8

ISET=ITOT

IF(Y=YTOT)3,59,9

JSET=JTOT

IFC1.0=X)4»4,10

ISETml

IFC140=Y)555,11

JSET=1

IFCISET+JSETY21,21»17

IFCISET)T»756

IS=ISET

JSIFIX(Y+0.5)

IF(JSET)19,19516

JSmJSET

IFCISET)19518,19

ISmIFIX{(X*+04s5)

NEX=NEX+1
AXYSFR#ACIS»JSsITI+(1.0=FRI*ACIS,JS,IT=1)
RETURN

CONTINUE

I2=1FIX(X)

I3=]12+1

J2aIFIX(Y)

J3ay2+1
BFmACI25J3,IT)*(140=X+12)4(X=12)wA(13,5,J3,IT)
BGmACI2,d25ITINC1,0=X+12)4(X=12)#A013,J2,1T)
AlTmBG*(140=Y+J2)+(Y=y2)«BF
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BFaA(I2,J3,1T=1)a(140=X412)+(X=12)#A0[3»J3»IT=1)
. BGRA(I2,02,1T=1)«(1e0=X¢12)4(X=12)2A(13,02,1T"1)

AITMI®BG#(1.0=Y+J2)4(Y=J2)*BF

AXYSFR*AIT4+(140=FR)*AITM]

RETURN

END

SUBROUTINE UEFF(TRAT,ZS,EZ»WS»HAVsPBFRAUXYsVXY»STABP»PARAMP,ZOP»DP

$»US»VS»UVSSDELT»ZEZ)

c

C======SUBROUTINE TO SIMULATE MOTION OF PUFF CENTROID = ESTIMATES
c= = EFFECTIVE VELOCITYsus

¢

COMMON/SPEC/SPAR(30)
C*NOTE==== THIS SUBROUTINE ASSUMES yUNITS OF METRES»SECONDSsese
C*PROTECT AGAINST SINGULARITY AT TRAVEQ
TRAVETRAT
C*FIND THE EXPECTED VERTICAL STEPSIZE AT THIS POINTsses
D1n0sS*SQART(14044040+TRAV/SPAR(24))=0,45
DT=SPAR(24)*(042#D1¢041)
InSQRT(EZ2DT/SPARC13))
ZPB#PBFR2DZ
C*SET UP TRACKING LEVEL TO MATCH NUMERICAL PUFFases
ZTRaHAV
IFCZTR«LT«ZPB)ZTRuZPB
C*0BTAIN SLOPE ALPHA BETWEEN ZTR AND (ZS=WS#TRAV)saas
ICmZS=WS+TRAV
IFCZCalT4040)2Cm040
ZEZ=0«5*(ZTR+2C)
JFCZTR«EQsZC)IZTRZTR4+0401
CALL SPEEDCUXY»sVXYsSTABP,PARAMP»ZOP»DP»2CsDZ»DXsUS,VS»UC,2PB)
CALL SPEEDCUXY»VXY»STABPsPARAMP»ZOP»DP»ZTRsDZ»DX»USsVS2UTR»ZPB)
ALPHA®(UC=UTR)/(ZC=ZTR)
ZCa2S=HWS+*TRAV
IFCZColLTa040)UCRALPHARZC
Za7TR=ZS+WS*TRAV
T2aTRAV
C*CALCULATE THE MEAN RELATIVE VELOCITY OF THE X=CENTROID AT HEIGHT ZTRes
C*CALCULATE ERFCsses
Dleie0
Al=043480242
A2m=() 40958798
A3=0.7478556
Ple0s87047
DU 6 M=1,2
TESTRAV+({M=1)+DELT
- VALTREZ*T
IFCVALT«LT40s1E=06)D20,0
IFCVALToLTe0.1E=06)GD TO S
ARGE(Z2+240#2S)/(2+s0%SQRT(EZ*T))
IFCARGsLTs040)D12=140
ARGmABSCARG)

Rm1,0/(1,0#P1*ARG)
ERFIl.0'(A1iR’A2tR'R+A3'R*'3)tEXP(-ARG'ARG)
D=q,0=D1«ERF

C#RELATIVE VELDCITY OF CENTROIDssss
G-ALPHA-SORTc3-14159-T/EZ)-0.5-(52-7-2-25)
AmpXP(=Zw2/C800%E2*T))
B'EXP(-(Z*Z.O'ZS)tGZI(A.O*EZ-T))
R=A4B
IF(R:EQa040)R=041
D=p.5«ALPHA®Z#T+G#D/R

5 CONTINUE
IF(MsEQe1)VSmD

6 CONTINUE

DXDTm(D=VS)/DELT

C*HENCE TOTAL SPEED OF CENTRDID ISssee
uvs=uC+DXDT
UVBESERT(UXY#UXY+VXYaVXY)
USmUXY+UVS/UVB
VSmVXY*UVS/UVB
RETURN
END

SUBROUTINE SPEED(UZG;VZG;STABP:PARAMP;ZOP;DP;Z;DZ;DX:US:VS’UVS:ZPD

$)
C
C====+*=SUBROUTINE TO CALCULATE VELACITY AT HEIQHT Z ACCORDING TO ANY
c= = GIVEN RELATIONS = MAY BE ALTEREDses .
c

COMMON/ZSTAN/ZG
VK=0,438

C"""FZNE FRICTION VELOCITIES FRoM VELOCITIES AT HEIGHT ZGooes
CALL FRIC(l.OISTABPlPARAMPrZG;ZOPIDPIRkTIU!VK;Z)

UaRATIO*UZG
VmRATID*VZG
C*USE FLUX RELATIONS RECe BY DYER»
C*BOUNDARY=LAYER METEOROLOGY»C1974),7»363=372¢
C====== WITH EXTENSION AFTER WEBB(1970)
G S QUARTOJoR-MET-5001(1970)I96)FP067'90‘
USE0+0
VS§=040
uUvVsS=0.0
JFCZJLES«ZOP)IRETURN
20=Z0P
EL=STABP
UrRIC=U
VFERIC=V
IFCEL+LT40)GD TO BO? ———
VALEALDG(Z/20)45,0%(Z=
IF%Z?GT-EL)VAL=6.0'ALOG(Z/EL)'ALDG(ZO/EL)#5.0'5.0*20/EL
GO To 402
403 AT=(1.0"16+G*Z0/EL)*%0425
RT=(1+0=160%Z/EL)**04¢25
Di=2¢0t(005'ALUG((ATQI-O)/(AT-loO))'ATAN(AT))
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D232, 0*ATANCRT)
D3=ALOGC(RT#140)/CRT=1.0))
VALaD14D2=D3

402 CONTINUE

C===sceX« AND Y=COMPONENTS s
USsUFRIC*VAL /VK
VSeVFRIC#VAL /VK
UVSESQRT(US#USeVS#VS)
RETURN
END

SUBROUTINE FUNCT(XlYoTACT:ATABAV;RAHAV}DTAV:ZOAV;DAV»UVZG;XF‘DZJF‘

" SNX»)NZ»TIMs»ZPRB)
C:“"‘EUBRDUTINE TO CALCULATE VERTICAL AND HORIZONTAL DIFFUSIVITY
g PROFILES ACCORDING TO ANY GIVEN RELATIONS = MAY BE ALTERED..

DIMENSIDN XF(NX)»F(2,NZ)
CUMMON/ZSTAN/ZG
C*USE FLUX RELATIONS RECOMMENDED BY DYER»
C*BOUNDARY=LAYER METEOROLOGY»(1974),75,363=372,
Cose=== WITH EXTENSION DUE TO HEBB(1970).
s QUARTsJeR«MET oSNCe(1970)296567290,
VK=0,38 :
EL=ATABAV
Ce=====FIND FRICTION VELOCITY FROM VELACITY AT HEIGHT 2Gass
CALL FRIC(UVZG)EL‘R“HAV‘ZGIZOAVJDAV‘UV‘VK‘2)
UVFRICsUY
C*COMPUTE EX USING SUTTON RESULTe+EY/EZR(CY/CZ)#w
C===eeaV-NTERsHALLIDAY AND PRINSLUDI it
Comm=mmATMOSAENVaC1973)572P¢593:
EN4 s O%RAMAV+0437
CXm0e57*EN®06106
CZm0s3B*EN®D4112
EXEZ=(CX/CZ)an2
CO 33 K=m2,NZ
C======CALCULATE ENTIRE PROFILEsss
I8(K=2)*DZ+ZPB
IF(EL-GE.O)EZ'UVFRIC!VK'Z/(1.0+5.0'Z/EL)
IFCELSLT4O)EZIUVFRIC#VK*Z*#SQRT(1,0°1640%Z/EL)
IF((EL.GE-O).AND.(ZOGT.EL))EZ-UVFRIC'VK‘Z/O.O
EX2EZ*EXEZ
FC1,K)=EX
F(2,K)mEZ
33 CUNTINUE
RETURN
END

-
------.-------------.-----..--.----.-------.-----------.--d.----

SUBROUTINE REMOVE(HSsPREMsTDESsTDEF»PDEP>RABAVADT»DZsZPBsNZsNX»JT»
EPT,P»AVY,VARY» TACTsAVYT»VARYTXPsYP» STABAV,RAMAY,DTAV,Z0AV,DAV,
SUVBAV»ZS»TIM»FsXFsDEP»DAVYsDARY)

c ;

C*REMOVAL PROCESSES™SETTLING»GROUNN*ASSCRPTION»AND UNIFORM DECAYees
C*SETTLING SPEED = WS» GROUND ABSORPTION PARAMETER=RABAV,

g' DECAY PARAMETER=PREM®PDEPs WHERE PDEP IS NON=ZERO FOR TDES)T)TDEF .«

DIMENSIDN P(NXsNZ)»AVYCNXsNZ)»VARY(NXSNZ)»PT(NXsNZ)

DIMENSION AVYTCNXsNZ)»VARYTONXsNZ)sXF(NX)»F(2,NZ)»DEP(NX)»DAVY(NX)
DIMENSION DARY(NX)

COMMON/SPEC/SPAR(30)

C*EFFECTIVE REPLACEMENT DIFFUSIVITY FOR GROUND IMPACTION/ABSORPTIONsas
DisZs
IFCL1+LTaSPAR(23))D1=SPAR(23)

D2=D1/FLOAT(NZ)

D3=D2+ZPR/0Z

CALL FUNCTC(XPsYP»TACT»STABAVSRAMAVSOTAVSZOAV,DAV,UVBAVSXFsD2sFsNX»
ENZ,TIMs,D3)

SUM=0.0

DO 21 K=m2,NZ

SUMSUM+F(2,K)

21 CONTINUE

EZeSUM/FLOATCNZ=1)
Als0e3480282
A2=~0,0958798
A3=0aT7478556

Pim0s47047

C*CALCULATE DECAY EXPONENTasso»

EDEP=0.0

IFCCTACT¢GE«TDES) ¢ ANDoCTACTaLE.TDEF))EDEP=PDEP

EXPT=PREM+EDEP

DECFR=EXP(=EXPT#DT)

ZSETaWS*DT

FRK=ZSET/LZ

NZIM1=NZ=1

DO 25 I=1»,NX

DEPCI)=WS*DUT*«PT(1,2)

DAVY(II®=DEP(TI)*AVYT(1,2)

DARY(CI)IDEPCII*(VARYT(IsZ)*%24eAVYT(1»2)%e2)
25 CONTINUE

C*EXECUTE COMBINED REDISTRIBUTION PROCESSESsses
DD 22 K=2sNZM1
Zm(K=2)*DZ+ZPB
DH=DZ
IF(KsEQe2)DHBZPB+0e5+DZ
D1m0s5+2/SQRT(EZ«DT)
D2=(0sS5*Z+RABAV#DT)/SQRTCEZ*DT)
T1=1.:0/C1404P1#D1)

C======CALCULATE ERROR FUNCTIONSs ¢,
ERFUDI=CALI#T14A2+4T1#T14A3#T1aT1#T1)+EXP(=D12D1)
T131,0/C1.0+P1%02)
ERFCDZ2CALI*T14A22T1#T14A3#T1eT1#T1)wEXP(=D2+D2)
RABu140=ERFCDI+EXPC(RABAV2(Z+RABAVADT)/EZ)*ERFCD2
KB=IFIX(FLOATC(K)+FRK)

KA=KB+1
FRABFLOAT(K=KB)+FRK
IF(KBeLTa2)KBE2
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IF(KAILT42)KAR2

IFCKBsGT4NZ)KBuNZ

IF(KAsGT4NZIKABNZ

DO 22 I=1,NX

IFCJTJLESS5)GO TO 23

Diw=115,9

D2a=115,0

D3=PT(I,KE)

D4=PT(1,KA)

IF(D3.GTa0e0)D1I=ALDG(D3)

IF(D4+GTa040)D2mALOG(DA)

€=~====USUALLY USE A LOGARITHMIC INTERPOLATION FOR ZEROTH MOMENTe e
CTRANBEXPC(140=FRA)*D14FRA%D2)
GO To 24

23  CONTINUE
CTRAN=(140=FRAI*PTCI,KB)+FRA*PT(IKA)
23 CONTINUE

Com====INTERPOLATE IST AND 2ND MOMENTS.ss
AVY(TaK)ImC1,0FRAIYAVYT(IsKB)+FRA®AVYTCIKA)
VARY(I»K)®C1a0=FRAI*VARYTCIsKB)+FRASVARYTCISKA)

C======ADJUST ZEROTH MOMENT FOR LOSSESsoss
PCIsK)RCTRAN®RAB#DECFR

C+#FINU FRACTION OF REMOVAL DUE TD NON=SETTLING DEPOSITION PROCESSES QNLY
EPTT=ALOGC(RAB)/DT=EXPT
IFCEPTT+ERe040)GD TO 22
FOs(CEPTT#PREM)/CEPTT))%(140=RAB*DECFR)

COEPaFD*CTRAN*DH
Co=====THESE ARRAYS (OEP+DAVYsDARY) REPRESENT THE DEPOSITIGN DISTRIB=
G= " SUTION AND ARE USED IN SUBROUTINE ®DOSE® TO ALLOCATE DEPOSITION
® INSTEAD OF DOSAGE AS REQUIRED (BY SPECIFYING NEGATIVE VALUES
g» “ OF DOSAGE=POINT GRID COORDINATES) ses

DEPCI)=DEPCI)+CDEP
DAVYCI)®=DAVY(I)*COEP#AVY(CIsK)
DARYCIYRDARYCI)+CDEP#(VARYCI,K)#w24AVY(ToK) %%2)
22 CONTINUE

Cu=&=== DEPOSITION ARRAYS INTO REGUIRED FORMses
00 26 I=fsNX
D1=DEPCI)
IF(DYsLEL0403G0 TO 27
GAVYCI)®DAVY(I)/D1
D2=DARYCT)/D1=DAVYCI)#n2
IFCD2.LEL040)60 Tn 27
DARY(I)®=SQRT(D2)
DEPCI)®DEP(I)/DT
GO To 26

27  CONTINUE
DEP(1)00,0
DAVY(1)=0.0

. DARY(I)=0.0

26 CONTINUE
RETURN
END

---n-H----------------._--.----a--.-----------------—----------.-------.

SUBROUTINE FRICCVELSELSGTPZGrHA»20,DsUS»VKs»IOPT)

c
Cm=====SUBROUTINE TO EVALUATE FRICTION VELOCITY FROM GIVEN VELOCITY AT
c- = HEIGHT ZGaoo
Ce=====THE SAME THEORY IS USED AS IN SUBROUTINE "SPEED" ees
c
IFCIOPT«EQ.2)G0O TD B1
C======FROM MEAN VELOCITYe.s
ERRORESQRT(=140)
sTar
81  CONTINUE
Ce=====FRUM MEASUREMENT AT HEIGHT HAseas
ZMmHA
RZI=ZM/EL
RO=ZO/EL
IF(RZ)B2,83s84
C=e====UNSTABLE
82  CONTINUE
AR(C1,0=1640*RO)I* %0425
BR(1,0=160*RZ)*#0,.25
Viz=2,0%ATANCB)=2,0%ATANCA?
V2mALOGC(C(B+1s0)%(A=160))/C(B=140)*(A+140)))
USmVK#VEL/(V1=V2)
RETURN
C==m===NEUTRAL
83  CONTINUE
USmVK*VEL/ALDG(ZM/Z0)
RETURN
Cm=====S5TABLE«sos
84  CONTINUE
IFCRZ+GT4140260 TO 85
USeVK#VEL/C(ALOG(ZM/Z0)+5:0%(RZ=R0))
RETURN
85 CONTINUE
USaVKWVEL/(640%ALOG(RZ)=ALOGIRO)+540"520%R0)
RETURN
END
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SUBROUTINE STAGECINFORMsICOMPLANXsPsTEESNOUT,DXB,DYBsNZ»NTDOS)
c
C=e=ecaBROUTINE TO PRINT PUFF DEVELUPMENT INFORMATIONa«.
c
DIMENSION SEEC82)sLINC120)sP(NX»NZ)»TEECB2)
COMMNDN/SPEC/SPAR(30)
DATA NLEVsNCH/35120/
DO 40 J=1,82
40 SEECJI=TEE(J) \
IFCICOMPL«EQs1)GD TO 55
IF CINFORMWEWsQ)RETURN
JT=SEEC6)
SEE(81)aSEE(81)/DXB
SEECA2)=SEE(82)/DYB
WRITE(NOUT»81)JTaC(SEECU)»J™T513),SEEC(B1)»SEE(B2)
41 FORMATCUX»"aTam, 12" DT(JTIEN,F742,™ TACTE",F9,2," X=CENTROID=",
$F7415"™ (BOUNDS«s"sF7a10"s"577415") DU/DZCZMPREVIE",F5,3," ZMnh,

LGE



31
42

43
44
45

46

$F602," XH®®,F5,2," YHR",F5,2)

D0 31 JU=18,22,2

IFC(JeEQe20)G0 TO 31

SEE(J)ImSEE(J)/DXB

SEE(J+1)=SEE(CJ*1)/DYR

CUNTINUE

HRITE(NDUT.Q?)(SEE(J):JII4;23)

FORMAT(10Xs"GRID POSNS=XPa®yF5,2,% YP=™,F542," XVANE",F5,2»" YVANS
$"sF542," XSTRK=",FS,2," YSTRK®"»F542s" FACTORa"»FS5¢2," JSTRKmm,
$F340s" XRER®B")FS5,2," YRER®R",F5,2)

SEE(24)=180,0*SEE(24)/3.14159

SEE(ZS)'!GOAD'SEE(25)/3-14159

HB!TE(NDUT)43)(SEE(J):Jl24:30)

FORMAT(10X2"GAMTCDEG)®"sF742,"% ANGT(DEG)®"sF742," STABAV="sE10.3,
8" RAMAVE™,E1043s" ZOAVE",E10,3,™ DAVEN,Fg,a3," RABAVE",E10,3)

WRITE(NOUT»44)(SEE(J)sJu31,34)

FORMATC(10Xs"UVAVEm,F542," UBAVE",F643," VBAVE",F443s" UVBAVET,F6,3
$»" EXAV(ZS)m™,E1043" EZAV(ZS)a",E10.3)

WRITF(NOUT»45) (SEE(J)rdu3?541)

FORMAT(10X»"BEFORE ALTER=DXE",F622s" DXEm"sF642s™ DZ=NsF6e2," ZPB=
$"5F542," FRAME LENGTHE",F8.2)

WRITECNOUT»46) (SEE(J)»Ju82,4¢)

FORMATC10Xs"AFTER ALTERDX®",F642s" DXES"»F602s" DZa"sF6s2s" ZPB=
$”,F5425" FRAME LENGTH®",F8,5)

Co=====0pPTIMAL STEPSIZESes.

a7

48

DTSUBESEE(?)

IFC(JTOEQ.1)DTSUBR240#DTSUB

EXSuSEE(35)

EZS=$EE(36)

DXOPT2SQRT(EXS*DTSUB/SPAR(13))

DZNPT=SQRT(EZS*DTSUR/SPAR(13))

ITERMBSEECAT) g
WRITECNOUT,473DXOPTsD2ZOPT»(SEE(JI»Ju60562)

DZOPTL=SEE(80)
IF((]TERMDEQ'I)ODRO(JTIEOQI)DDRI(DZOPTLDEQl-llO))”RITE(NDUT"a)

FORMATC(10X,"0PTIMAL STEPSIZES = DX2"sF643," DZu"sF603s" WS="HE1043
$s" ZSETTLE®",E1043»" IMPACT/ABS EZ%",E10,3)
FORMATC1H#107Xs "ae*NQ ADVECTION#%#")

C======PROCESS AND ELAPSED TIMESss.

PADNSEE(52)=SEE(48)
EADNSEE(S3)=SEE(49)
IFCEADSLT0)EADREAD+8640040
IFCCITERMoEQe1)sORsCUT4EQe1))IPADEQSO
IFCCITERMIEQa 1) aORa(UTIEQeL)IEADROO
PDFaSEE(58)=SEE(56)
EDFaSEE(59)=SEE(57)
IFCEDFJLTe0)EDFEEDF+86400,0
IF(JTsEQ41)PDF=0,0
IFC(JT«EQs1)EDFm0,0
PDSeSFE(A5)=SEE(63)
EDSaSEE(A6)=SEE(64)
IFCEDS+LT0)EDSmENS+8640040
IF(NTDDS+EQ.0)PDS=®040
IF(NTDUSIEQIO)EDS‘OIO

L=====<=PRs AND ELAPs TIMES FOR WHOLE TRAJECTORY=STEPsss

PTRS=SEE(75)=SEE(77)
ETRS=SEE(76)=SEE(T78)
IFCJTeEQs1)PTRS®SEE(75)=SEE(Y)
IF(JT4EQ,1)ETRS=SFE(76)=SEE(2)

IFCETRS«LT+0)ETRS=ETRS+86400,0
WRITE{NOUT»49)PAD»PDFs»PDSsPTRS»SEE(S50)
WRITE(NOUT»50)EADIEDF,EDSIETRS»SEE(SS)
49 FORMAT(10X»"PROCESS TIMES = PAD=®",;F9,2," PDFe",F942," PDS8"»F942,":
$ PTRS®"»F94¢2," BEFORE ADVECTION PICONS=3%,F745)
50 FORMATCL10X»"ELAPSED TIMES = EAD="sF942+" EDFa"sF94s2s" EDSu"sF9s2,"
$ ETRS®"»F942," AFTER ADVECTION PICONS®",F745)
C~=====P{ OT LOWER STRATA OF CONCENTRATION DISTRIBUTIONu: 4
C======ga10an(=3)
ComceeniuniOnr(al])
Commmemnlal TeiOwr(=11)
CommmcnngGT 410an(=3)
DO 71 KK=mlaNLEV
LENLEV#2eKK
DO 72 M=3,NCH
RPa(FLOAT(M) /FLOATCNCH) ) *FLOAT(NX=1)40+999999
1PBuRP
IPA=IPB+!
FRA=RP=IPH
VPARP(IPASL)
VPB=P(IPBsL)
IFCVPAGLE«Qs0)VPARO1E=44
IF(VPBWLE«QeO)VPBuOs1E=44
VaFRA®ALQGLO(VPA)I*(1,0=FRAD*ALQG10CVPB)
IVev+(,5
ICHmIV+12
IFCICHsLT«Q)ICH=O
LINC(M)®ICH
72 CONTINUE
C======PRINT OuT LOWEST THREE LEVE{L S DOF LAGRANGIAN PUFF ZERQTH MOMENT AS
c= = L0G EQUIVALENTSss
WRITE(NOUT»73)CLINCJ)sJmlsNCH)
73 FORMAT(12X»12011)
71 CONTINUE
RETURN
Cu==e==ENDOFF TRAJECTORY:».
55 CONTINUE
WRITEC(NOUT»S1)(SEE(J)»dmb7572)
51 FORMAT(LO0Xs"TRAJECTORY MEANS= STABB™,FE10435” PARAMEM,E10,32" Z08"»
SE1043s™ DE"FS5,:2," Uyut,F543," UVBEY,F5.3)
PTRaSEE(73)=SEE(1)
ETR=SEE(74)=SEE(2)
IF(ETRaLT«O)ETRu"ETR*8640040
WRITE(NOUT»S52)PTRAETRASEE(TD)
52 FORMATC(LOXs"TRAJECTORY PROCESS TIME®=",F94¢2," ELAPSED TIME®"»F9,2;
8" ADVECTION FRACTION OF TRAVEL TIME=";F6.4)
RETURN
END
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Al1.4.4 Generation of a test data-set for the Dynamic

Puff Model.

The following program constructs and files test
input conditions for the DPM, in accordance with the
instructions contained in section (A1.4.3). Meteorological
data are presented as time-histories at specified points.
The DPM is required to provide dosage predictions for

selected locations.



BUKKNUGHS §=5700 VtORTRAN COMPILATION (MARK XYI1:s0410)s

SETOATA/ECPHMUL

2 = InpyTegnli=pEagEe

3 & QuTPUTUNIT=PRINTER

40 ® DATO/ECEHMULUNIT=DISKBLOCKING=1 +RECORL*60
41 = ATI/ECPMMUL P UNTT BRI Sk gLDCK ING® ) P RECORDAOU
47 = QAT7 JECHMMUL»UNIT®OISK AL ICK ING w1 »RECORURGU

FlLE
FILE
FILt
FILE
FILE

ZUC40,80) s (405800 sy GHAST(L0) »yGMAST (10}
WEACT(10)»paRAMLICL0,101)»paRAN2(105101)sparAMICLI0-101)
Pnnanu(lu'xol"rnus(b’~na~s(3)'Alﬂc‘xb)'TsrR(s)
GSTH(33 2 xDOS(4)»YUDS(B)»LET(60»80)»nuM(10)rCD(160VQY
TOATCL0) ,naBL40,40)

"/

DIMENSIUN
DIMENSTUn
OIHENSION
DIMENSTON
DINENSTun
DATA Kp/Ts
CTT "="PRUGRAM TU SET yP FILED INPUT UATAsae
c- = FOR PROGRAM : DPue M, HULHOLLANDs 2579777
NTpATEZ
TOAT (1)=040
TUAT(2)=]1000040
170T=ag
JT0T=a0Q
DXB®5p0. )
0YBa500.0
DU 21 I=1+ITuT
DO 21 JuisJTgl
Z0CLr»J)mUad2¢0.0005*1=0.00032y
0¢l,J)a0,0
RAB(1+J)=0.00140.,00001*1+049000U79J
CUNTINUE |
Zu=1040
Co=====pPDINT=HISTURY [NPUT,.s o
NMCD=2
NICDa3Q1
TSCHru. 0
0TCu=100.0
XGHAST(1)mSu
YGMAST(1)22040
XUMAST(2)310.0
YGMAST(2)a15.0
wtACT(1)=140
WFACT(2)=0.8
0L 22 Km1sNTCL
PARAMIC1»K)=0203°K*(0400013872
PARAHA(12K)*0e02=K*0,0001 =
PARAMI(2,K)="040051 +K*0400005
PARAMA(2,K)==0,001¢K+0.00001
PARANL(1rK)32090
PARAM2(1og)a"240
IF(KaGT o 27)PARAM2(1+K)I=24D
PARAML(ZrK 4o
PARAM2 (2sK )3l
IF(KeGT 27 IPARAMI(2,K)n2,0
IF(keGTe27)PARAN2(2,K)5240
CUNTINUE
===RELEASE INFURMATION,,,.
XuS®"540
YuS=20.u
215%25,0
NSTR=3

201
202

203

21

2048

205

197

22

[

TSTR(1)=200CG.U

354

WRITECAT ) (LET(K oY) rumraQ)
WRITECAZ)(LET(KsJ)rJusl,8p)
CUNTINUE
CLOSE 47
=WRITE Tg 7ILL 4140,

WRITE (41 JMULPNTOAT »2T0T»gTOT sOXB s YR 1KY sDUMMY sDUMMY #XGLlrXG2 7
sygx.vuz;xﬁs-vcs;zs'NSIF-RS-UELTA-nLL\H-ui;TC-utgrw»uunnv-uunnv.
spREy

WHITECAL)TULES s TDEF »FNEP» DUMMY s NMX s NMY » TUUMMY s34 Z s NUHMY » LDUMMY »
BILUMMY » TDUSMT » IDUMHY » IDUHHY *NSDTs JTJFK o NHANSs X GasxGHoX G s YGAS
$yGH» YR s NTUUS»NPIOSs 70055 26

TOAT(1)=TSCUL

ToaT(2)=15cu*yTCD=1)*0TCO

NIDAT &2

WRITECH1)CTUAT (D) »dmuNTOAT ), (OUKRIJY b2l NTNAT)
WRITECAL Y (ugTR(EI)I#U3L1oNSTR)

WRITE (41 ) (TSTR(J)»Jul»NSTR)

WRITECa) INTIME, (TIHECS) sd=)0g5)

WRITECA1) (HANSC ) pgu1s3)

DU 201 I=islTUT

W1Teta)CZolreddedeysdrgr)

po 252 1= 1707

WRITEC4L) (DCIod),Jal,dTOT)

WRITELALI(puMCIYedm],254TDAT)

WRITE(AY ) (DUMC)eU=1s2*NTUAT)

WRITEC41)(TRUS{J)sJs1,NTDNS)

WRITEC&1) (Xpustadeymlsnppus’

WRITE (41, (YUUS(J)rJalaNEDOS)

00 203 1=t.17UT

WRITECA1) (RABCT»J) s JmlogTUT)

CLOSE 4)

C=""=*=WRITE TD FILE a0ssss

WRITECA0)INHCOPNTCD A TSCDPOTCU
WRITELRO) ((XGHAST () »yGMASTY 1)) s gl sNuCE) s ChFACT ) > y= 1o NnLY)
DG 204 K=psNTCD

00 204 MmisNMCQD
IBe(K~1)enaCUZe(M=])ny
CUlIB*1)EpPARAML(MLK)
CDOCIB*2)apARAM2(MIn)
CUCtIB+S)mPARAMI(HeK)
CLUCID*8YapARANL(HIK)

CUNTINUL
NRECSSFLUAT L U+3)/60.0°0:99909
DO 205 NhaleNRECS
JSmiNR=1)a6u¢L

JESHR*60
IFCHREQeNRLLS) JERTH o4
WRITEQA0) (CL(J)rdmySsgE)
CONTINUE

CLOSE A&y

WRITE(3»107)
r?ﬁNﬂY("thh--‘.$-$-$-$ DATA INPUT CrinrLETE sevrevrarivnsatsen)
srae

EnD

NUMBER OF DATATTIMES,NTOATGSET=2 FOR CONTINUUUS 0ATH INFyT)

LIST UF & W/F mopEL PARAMETERS »FOR EACH DATA=TLuLY WF1ewf2saf3raFd
GRILUTCAQROINATES oF (SuB=)REglan (F INT2RESTsxGlaxG2evGlovg2

IN SOURCE=STRENGTH HISTORYsNSTR

NUs OF TIuES OF INTERESTsNTINE

ELEASE INTERYVALS pELTA
TING RELLasg YNTERvALS'uCLrH B

INTERYVAL BUUNQARTES DL TC

FINEw TRAJECTORY TIME“STEPS Fow FIXING RELEASE InTk 5*E
Bcronr apvecTon sTies Rehaale THMERY AR, PounOARIES OE T

oNSHT

V!NTERE§1 RESULT GRID plylsIONS syuX by
DHZINOT For cONNeOlsTrIgssur pushgls)
SULUTIUN?=5ET [T Exk=0 NORMALLY

PUSITIONS XGAIXGBAXGH YGAPYOR +YGN

MHAIN START TQES#ToEND TOFF#IST ORULR kol PRER
262 AND KARMAN CONSTANT »yx

VIMES sMTDOSCMAX 60,SLT30 FuR CONCNNDLSTRIANS)

ARY=TIMES - TpusCu) (pnsagE suLullons)

LIST UF poSAGE POSNS .« » X005 €D o YpOS () (=yE yagyEs FoR cAURpSsalyts pEensiTigm)

;Z::fi;:i:gg:g LABEL NU. 1 ® RUN NUMBERsmuL
0STH(1)a0,5E+U9 LAglL NU» 2 @ £
OSTR(2)ul 009 EABLL WUt 3 % DaTATIIMES:TOAT(JISET TOAT(1)=0)
esTR{3) =0, aE%09 LABEL NUe 5 ® x ANU Y GRID POSITTUNS IN MET. DATA GRIpsITyT, Tl
w520,002 ¢ LABLL N, 6 % X AND Y STEPSIZES IN MET. DATA GRIDMDX,0Y
PKEMa0,0001 t::Lt A
.
¥BE?.§T88:3 L‘“EL Nus 9 = GRLD COORDINATES OF SOURCE(XGS,vGS) AND HEIGHT ZS IN (M)
PUEP=(,001 LABEL NU+LO = Nywatk OF TI4E=pgINTS
¢="====gPECIFICATIUN OF QuTPuTees LABEL NO.11 w SOUKCE=STRENGTHS AT TIME NODES, GSTR(J)
1TJEKRD LABEL NU»12 2 TIMES FOR SOYRCE=STRENGTH TINE*NOOES» TSTR(J)
XG134,0 | L‘RLL NUsl3 & CoNese glISTRIUTION ¢
Xu2=14.0 LABEL NOs14 x CONCHs DISTRIBUTION SOLUTEONI TIMES=OF=INTEREST,TIME(,)
LABEL NU'16 " RELEASE"TIME sCan §TEPSIZE Fgp RELEVANT
LABEL w017 = TR ieTory TInE=STER FoR Lacﬁ
NTIME =0 L:SEL NU::S : FINER RELEASF=TIME STEPS FOR FIXING RELEASE
S L
:::2?:§=0,0 Eaeel B2 = womul 57 TRRY
NHXE2 LABEL NO.26 ® cONLNogISTRIBUTIDN Sauns1nEcIgn OF
NMYa2 L‘BEL Nu*27 = yERTicA sTEpgIzE IN SOLNSSPACE
NTODS=S . t::tL Ng'gz 7 FLAu (08 GREcK puAt oIkeNosTic
L , ABEL NU NOs UF CONCNSDISTRIBUTION HEIGHT ‘ LY.
;ggéfi:xiggg:g L:BEL NUs3) = CUNL:‘DISYRquT!nu HEIan#s,Rgﬁz(i)TE?UI“ED’"““NS("‘x 2)
TLOS(3)%330040 LABEL NU+3Z @ mApkles Asney POR FINAL phr AT Grip
TUOS (332350010 LABEL NU®33 ® SEpeVEL sRSPWASHOUT HegONST PpEp»T
TODS (51400010 LABEL Nu+d8 ® HEIGHT oF INPUT yEL *MEAS REMENTS»
NFLUS34 LABEL NDS1 ® NuMBER QF DUSAGE INVERVAL BOUNDARY
xDOS(1)=8,0 LABEL NBe52 ® pOSAGE INTERVAL AgQuN
YU0S(1)m17.0 UABEL NO+53 ® NyMBER OF DUSAGE POSITIONSNAQUS(HMAX 400
XDOS(2)=g ey LABEL NU:Sa =
YOUS(2)=15:138 LABEL NU*3S ® HEIGHT AT wnlgw DDSAGE PREDIcTIang agE

XUGS3)=13.0
YuuSt3)=2g.9
XxUUS(43=10.0
YOOS(a)=21.8397
2005=1 .0
CTT"=*"PROCEQURE YARIABLES..s
HUL=92&]1
OLLTA®IDU.O
OLLTRaSU.Q
DELTCE20.0
0ELTD®2040
NSOTws
SCTINPUT DATATDESCRIPTOR LARELSsss
OU 31 Ks1,60
QU 31 La1.80
LeTUKsL ) mng
CUNTENLE
C==<===nyMBER TOQ 8& READ In (31)
READ(2-101 )5, AR 1N
DU 32 ralsnNLABIN
Cos=a=alABEL NUMBEH.,.
READ{ 2,101 )NLAY ;

31

101 FORMAT (2014
READ(22102) LLET(NLAB 1) sJal >80}
102 FORMAT(80R1) | NHABIIrJxlzE
q WHITEC321QIINLABY CLET(NLAB®J) o d=1480)
103 FORMAT(™ | ABEL Noo"s12/" = ™48
32 CHNT ENUE +120 - *8uUA1 )

€==~===LABELS T0 FILE,,.
0l 33 Kal,00

REQUIREp *ZDGS¢uN)

weavasasareers OATA INPUT CUHPLETE doapvovtassencas



Al1.4.5 Dynamic Puff Model program execution for the

test data-set.

The following printed output for the DPM program

allows a Timited testing for normal operation of the model
The program is employed in its dosage mode, using the

test data generated in section (Al1.4.4).



JUN NUMBER>MOUL

JATASEY NO. Y26}

NUMBER OF DATA=TIMLSsNTDAT(SET®=2 FOR CONTINUQUS DATA INPUT)
Z

DATA=YIHESs TOATCDIUSET TuATEI)=O0)
0.00001000040UU0

0.0000 Ga (U0
X AMU Y GRID PUSITIuny In HET. pATA GRIpD.ITQT,JYOT
4y 4y
X AND y STEPSIZES IN MET. DATA GRIDsDXHeDYH
500,000V 500,0000

LIST OF & w/F SODEL PARAMCTERS »FOR EACH DATATTIMEs wFlewF2suF3swré
1 G.000Q00 0100000 g.00000 000000
2 0r000uN 0-00000 0:00000 00000

GrIU=CNURLINATES b (syp~lRCGION OF INTEREST.xGlsoxGg2svclevg2
4,0u0r 18.,000U 12.0000 22,0000

GRIV CNURDIAATLS UF SOURCEC(XGS»YGS) ANp HEIGHT 28 IN (M)
S5.0UCtu 20,0000 25.0000

MANRERS Asytw FUR FINAL MAp AT GrIp POSITIONS xGA*xGB-XQWeYGAPYGU YGN
0.0000 fiaLUOU 0.000V 0,0000 0.0000 0.0000

NuMbER uF TInE=ppluTs In SQURCE-STREMGTH HISTORY NSTH
3

SCURCE=STERGTHS Al TInE NOpESs QSTRCJ)
»SUUUE a9 «<1000f L0 «40N0E 09

TIrts fon SOUNCE"SIHENGTH TIME=NODESs TSTRCJ)
2000 0U0U 24Y0*UO0L 300010000

SELe Ve »nsswhSuOYT RocoNST ppEprTopAIN §TART TRES»TeEnp TpEr-:;T URDER Rsgr PREM
Z00GE™02 «10GOE™02 »2600f 08 «3100F 0% «1000E£%03

NUMBER UF DpuAGE InTERYAL paUNDARY=TIMES NTDOS(MAX 6Q,5ET®0 Fgr CONCNsOISTRIANG)
5

008AGL IWTERvAL BGUNDARY=TINESsTpUsS(U)(pOSAGE SOLUTIUNS)
2600,0u00 3000:G000 33000000 36000000 800040000

NumbER UF pNSALE PUSITIONS)NPDNS(MAX 20)
4

LIS! Up [GsagE pUsnderxp0Sc ) rypUS(gIC=vE yALUES FOR ¢DORNS+GIvES gEPOUSITION)
t:0000 17:00u0
12. 0060 15.13080

13,0000 20s0GLUL
lusooce 21.83%7

HELunT AT wrlchn LUSAGE prEpICTIONS ARE REQUIRED-ZpOS(N)
1.00600

RELEASF=TIME SCAN STEPSIZL FOR RELEVANMT RELEASE INTERVALSDELTA
1ou,0000

TRAJECTURY TIRE=STEP Fur 0cATING RELEASE INTERVALSsQELTB
S0.0u00

Fintr ReLbaSE=TIHE STEPS FoRr FlxInG RELEASE INTLAVAL HOUNDARIESSDELTC
2040000

FINER THAJECTORY TIME-STEPS FOR FIXING RELEASE INTERVAL BOUNDARIESsDELTD
20,0000

NUMHER OQF TRAJECTORY AOVECTION STEPS PER BASIC TIME™STEPsNSOT
4

CONUNWDISTRIBUTION SOLNeIREGIUN DF INTEREST RESuLT grRID GIVISIONS *NMX*NRY
2 v

VERTICAL STEPSIZE IN SQLHsSPACE pMZINOT FDR CONCN«DISTRIBS ¢OR DOSAGES)
0.0000
FLAG FOR CKECK PLANEL QIAGNOSTIC SOLUTIGN»=SET ITJEXKMO NORMALLY
i)

ND* OF Cunch-DISTRIBUTION HELlGHTS REQUIRED»NHAMS(MAXm2)
1

CUNCNAQISTRIHGTIION HEIGHTSsHANS(J)usa
0.,0000

SAfpLE VALYES UF CUNSTANT SURFACESDATA AT coRNERS OF mEalen oF IMPERERT

CXEH1sYGH1) {XBH2sYGH1) (XGR1)YGM2Z) (xhM2syOH2)
200XsY)  (CONSTANT) »  .184pE=01 +2330E~03 11540E =01 +2040E "0t
piXrY) (CONSTANT) = e 0 2 0 0 a0
RAB(Xs¥) (CONSTANT) x  #112ag°02 12948702 P11Y4E=02 v1294£702
WAST pPRoITIGNSess{X2Y)s AND WEIGHTING FACTQRS

5.0000 20,0000 140000
10.0un0  15.0000 048000
TInt WAST 1 HAST 2 HAST 3 HAST &
/L PTa us yep /L PTa us va 1/L rPTa va ya L/L pTG
0.0 0e 0402 4,00 04100 =0.0%0400 s
10040 0a0 0402 840V 0600 =0:00400

20000 2400%2400 0460 0202 8200 0400 =0.07040¢
300sy  2.0072.00 040 0502 4100 0400 ~0s0=0400

240040 Os0 0602 4400 0G+0U ~0s0™0e0Q0
50040 0¢0 0.02 4:00 00 =0:0~0.00
6000 0+0 0202 400 0400 ™0+0"0e00
fuye0 0s0 0202 4200 0,00 =04070.00

80040 _ Ce0 0.02 8400 0400 =9400,00
F00+0 2400=2,00 040 V02 9300 0400 =Ds0=0.00
160040  2,0072400 040 (502 4400 CsNO =0+070400
1100,0 2,00"2,00 0.0 0402 6,00 0,00 =0.0=04¢00
120040 2,0072.0V 040 0402 #4400 0400 =030-0400
130040 - 2460=2.00 04D 0.02 4400 0400 0400400
14004C  240072.0U Q+0 0»02 4+00 0200 =0+0™0400
150046 2,0072.0U 020 0402 4200 0,00 0400400
160040 2,00=2,00 040 (.02 4400 0400 =0.0=0,00 .
170040  2:0u"2+00 090 G202 4400 0+00 “w:0"0+00
180040 2.00=2.00 0.0 G202 3400 0:00 ~0+0=0+00
190040 ©2,0072.00 0,0 0,62 3400 0,00 =0,0°0,00

HAST 5
U y8 /L bla

us

HAST
v

6
/L PTG

356



2060.0 2.0072,00 0.0 0402 4400 0400 =0,0-0:00
2100,0 2,00%2.00 0.0 0.02 3400 0.00 =0,0=0.00
220040 2.0072:00 0.0 0:02 4400 0400 =0:0"0.00
2300.0 2.00~2400 0a0 0+02 800 0400 =0+0=0400
2800,0 2.0072.00 0.0 04,02 8,00 0.00 ~0,070,00
2500.0 2+00%2,00 VU Us02 8,00 U200 =0s070+0U
2600,0 2.00°2,00 NaU G202 4500 0400 =020=040U
2/ugsn  2.0C ¢e0U  Dep 0202 2+D0 3200 "020°0¢00
250040 2.00 2400 030 Us02 2400 3,00 =0+0=0:00
29004,0 2400 2,00 0.0 0:N2 2,00 3,00 =0sn=0.00
30000 2s00 2400 Qa0 0502 2400 3400 =0:0=0.00
3100:n 2.:00 2500 Qa0 0402 2400 3:0U =00070400
3200,0 2,00 2,00 0,0 0,02 2,00 3,00 =0,0=0,00
330040 2:00 2.00 0+0 0s02 2400 3400 "0+070s00
340040 2:00 2.00 000 0402 2500 3400 =04070400
3560%n  2+00 2400 0v0 002 2°00 3+00 “0°0T0e00
3%00.0 2+0U 2.00 040 0202 2.00 3:00 =04070+00
3700,0 2.U0 2.00 0.0 0402 2.00 3,00 =0:0°0.:00
3BU0s0  Za00 2400 000 0202 2500 340U T0s0°000U
3900en  7.:00 2500 040 0+02 2500 3400 =0e070.00
40U0.0 2,00 2,00 0,0 0,02 2,00 1.00 =0,070,00
410Us0 2+00 2400 040 Gs02Z 2000 3400 “0+070.00
426040 2400 2400 00 0:02 2400 3200 "04070400
4300s0 2:00 2:00 Na0 0:02 200 3:00 =0s0"0:00
88000 2,00 2,060 040 0:02 2400 3400 =02070.00
450040 2400 2400 00 002 2:00 3400 “0s070,00
B000+0 2.0C 2400 020 0s02 200 3:400 “030"0s00
4700.0 2400 2,00 020 0202 2.00 3.00 “04070400
4800.0 2,0V 2.00 0.0 0s02 2,00 3,00 =0.070.00
4900s0 200 2400 0e0 0202 2000 3400 =0:070200
S0U0.0 2+00 2.00 0sQ Us01 2400 3200 =0+070400
510040 2400 2:00 0a0 0«0l 2400 3400 =0.070.00
5200+0 2100 240U 0s0 00l 2400 300 =0s070+00
530050 2400 2<00 Q<0 0s01 2400 3400 =0+070,:0C
58U 2400 2900 0%0 0°0) 2°00 300 "0070400
550040 2200 2:00 0s0 0401 2400 3400 =0s070400

5600,0 2,00 2,00 0.0 0,01 2,00 3,00
570040 2400 2.00 040 0401 2400 3.00

$600.0 2.00 2.00 040 0501 2:00 3400 =0+070.00 3
SUL.0  2.00 2,0L 040 0401 2400 3400 =0,070,00

RELLASE TIMES Ty AFFECT REGION gF INTERESY AT GIVEN YIMEsAWBIGUITY |ATER REMQVED

NU*

Jre 4 gridr)e 118,59 Jacr™ 2%01.,08 X“CENTRDIO® =181¢9 (30UNUSss “48649»

Jra 5 TCJT)m 116459 TAcT® 2515468 XTCENTROIp™ *203+8 (BOUNDS+s "Staiar 257.2) puspZl
1 ! 0Z(ZupREVI®Qe0Y] Zym 25 X
GRID POSNS™xPm Bs19 ypu17.65 yvAN=11:40 YyANm17:22 XSTRK®10+39 YSTRK®17.29 FACTOH® 3 s i L ML 43

Jim 2 UT(JT)w 118,59 TACT® 2171489 x=CENTROIDa  =0sG (HOUNDS.

GIVEN TInb SEQuENCE EARLIEST RELEASE TIWEs
260U Q 205140 =200 “20:0
TIME OoF INTERLST ENTRy RELEASE TIMES
260040 50199140 =3040 =300
TIut OF INTERLST ExIT RE EASE TINWES
26000 260040 *3040 =3040

1 WELEASE (QF 2) For TIWE 1 (yweesssasads geys NOs 1o RELEASE T®  200040sExeEcTtp TRAVEL Te  212040swITy INITIAL pT= 114,59

EXPECTED TRAJ,STEPSwes

SOLUTION FRAME SIZE"NXm280s NZm 12+ HININUN POSSIHLE (OX*DZ2)®(10:81+ Beao) AND MINIHUM ALLONWED (UX»pZ)m(10.81» B.a6)
KRRMRX  THANKSFER YO FILE m1 AMCOMPLETE

1= 1 DT{JT)= 57,30 TACT® 2057430 x=CENTROID= 0s0 (BOUNDS e 0400 0,0) DU/DZCZMPREVI=0:000 ZM®= 25400 XH®= S432 vi=19:68

GRID POSNS™XPw 5432 YPu19468 XVANE 7466 YYANm]17487 XSTRK® 7,24 YSTRK®18408 FACTOR® 6.66 JSTREK® 1. XRER® 3417 YREA®z1s76
GAMT(DEG)™ =a&eBE ANGTC(DEG)™ "44s96 STABAYV® 4370E 02 RAMAV™ «179E%01 ZOay™ 106E%01 LAV™ 04000 RABAV® «119g=02
UVAVE 3.90 UBAYE 2.002 VBAVE™].998 UVBAVRE 24828 EXAV(ZS)® 892F 00 EZAV(ZS)® .301E 00

HEFORE ALTER=pX® 10e¢8]1 DXE= 32443 [Z® B8.86 ZPE™ #4423 FHAME LENGTH™ 6083153

AFTER ALTER=0X® 11:87 DXEm 35:62 D¥= 9429 ZPB™ As60 FRAME LENGTH™ 8636.a7

UPTIMAL STEPSIZES = DX®114872 pZ= 94287 Ws® 4200E=02 ZSETTLE® +115E 00 [wPACT/ABS EZ® +27JE Uy ***ND ADVECTIONe**

PRUCESS TIMES = PaD™ 0400 pDFm 0,00 poOS® 0s75 PTRS® 19413 HEFORE ADVECTION PICUNS®=}4000U0

£LAPSED TIMES = EAD®™ 0+00 EDF= 0400 EDS® 5.32 ETRS® 37423 APTER ADYVECTION PLCONS20.0000U
0G00000000000U000U0000 0 00001996 00 00000 00UQOVLO0VLOGOLL
0000 0000000000 000 000 000085 0 00000000000 0 00000000QUULY
000000000 00060006840 000 0000 0000 0 0 000ULVL

GRID PUSNS™XPm 590 YP®19:06 xVAN® 8:52 YyAN®]758 XSTRK® 7460 YSTRK®™17.88 FACTOR™ 3:29 JUSTRK® 1« XKER® 3582 YRER=21'16

GAMTIDFG)™ =43¢58 ANGT(DEG)® =a4:20 STABaY= «3I78E 02 RAMAV® «3175E=0! ZOay® +169E™0) VAV UsgUu RABAY® 119E=p2

UvAVE 389 UBAVE 20028 vHAY®™[¢972 UVBAVE 24829 EXAVIZS)™ 3026 00 EZAv(ZS)™ »308L 00

BEFURE ALTER~DX® 11+87 DXE® 35,62 DZ= 9.29 ZPB® AsbA FRAME LENGTH® 6636:47

AFTER  ALTER=DX® 11487 DXEw 35:62 Q2% 9.29 ZPS® Ae6d FRAME LENQTH® 6636147

QPTIMAL STEPSIZES ™ OX='1,998 2= 94389 Ws® 4200£*02 2SETTLE® +229E 00 IMPACT/AHS EZ® 278 Lu

PRUCESS TIMES = PaD® 10447 POF™ 22.72 pps® 0e75 PIRS® SA.33  BEFORE ADVECTION PICUNS®1:000U0

ELAPSED TIMES = EADX 22.82 gofm 35.93 gpy"” 6s40 ZTRS™ 100432  APTER ADVECTION MICONSL™1400000

2000000 00561799*2997721 o 00000 0000 JUUOOUOU
000000000000000000000000000000000 47699898859 0 00000000000000000000000U000000VV000UL
00000000 00 o 00000047868969867300! 00000UGO 00U000L00V0L
JTE 3 pr(YT)w 118459 TacT® 2286449 X“CENTROID® “55¢3 (BOQUNDS*e 888492

GRID POSNSTXPm 6:63 YPu{8.48 xyAN® 9445 YyaN®iPeg0 XSTRK® 8453 YSTRK®17¢56 FACTOR®™ 3136 JSTRR® 2. XHER® 4ea6 YRER®20155
GAMTCOEG)® =80x37 ANGTU(DEG)™ “A0s76 STABAV® «A0%E 02 KAMAV™ 16DE™01 ZOAV™ «174E™01 DAV® Us0OUL RABAYT® «119F~02
(yAVE 3+87 yBavm 2:148 vBay==1:852 yyBaye 24637 EXAVCEZS)® 540 00 EZAV(Zs)® 3I3E 00

HEFUNE ALTLR=pX= 11487 DXE= 35462 DZ® 9:29 ZPB® 4064 FRAME LENQTHY 6634.47

AFTER ALTER=DX® $1+87 DXE®™ 35462 DZ™ 9129 ZPB™ 2164 FRAME LENGTHM 6636.:a7

“488492 R2324) DU/DZEZMPHEVIEQ.06A ZME 25.00 XHE 5.96 Yn®19:06

223+4) DU/DZ{ZHPREV)INGH002 Znm 25400 Xu™ 65:63 yHmi8ebb

uPTIMAL STEPEIZES = DXm12.a71 0Z% 92B7Q WS® «200£702 ISETTLE® «RE9E 00 [WPACT/ABS EZ®= .296E 0U
PRUCESS TIMES = pap" 10,38 poF=> 23:70 poSe 0s73 pYRSH 86+32  BEFORE ADVEGTION PICUNS=1:00000
£LAPSED TIMES = EAD™ 21482 EOF® 26.85 gps= 5438 ETRS®  100¢78  APTER ADVECTION PICUNS®1+00000
23?a3,593999'9 avuuveensx 000 0 0UD00
on 0 0 387 9999998988875543 8 o 00000000 00060000
o8 000 00

GRIU POSNSTxP= 7036 ypm18400 xVANE10+42 YVANWIT430 XSTAX™ 9445 YSTRE=17¢39 FACTOR® 3¢3/ JSTRK™ 2+ yRER™ 5¢10 YRER®™1Y192
GAMTC(DEG)= “33+11 ANQT(DEQ "33.37 STApAym 492 02 RAWMAYS 13BE"01 ZOay® +180EL%01 pAye LaQOU RAHAY® +120E=02
UvAyE 3:85 ysAvEm 2,433 VBA 10587 UVBAVE 24491 EXAV(ZS)™ 4652F 00 EZAV(ZIS)™ 1402E 00

BEFORE ALTER"DX®™ 11¢B7 pxg® 35462 pZ® 9:29 Zp@™ #4684 FHAME LENGTH® 6636:a7

AFTER ALTER“DX® 13467 DXEE 41400 0Z® 10s73 ZPG™ Ss37 FRAME LENGTH® 7639.28

OPTIMAL STIPSIZES = DxX®134666 D2%104732 Ws® 200E°02 ZSETTLE® 4229E 00 [MPACT/ABS EZ® 354 v

PRUCESS TIMES = pap® 10482 ppr= 20453 pps» 077 pTRS™ BLo77 ~ HRFQRE ADVECTION PICUNS®1+00000

LLAPSED TIMES = EAD™ 1738 goFs 35:75 gps™ Ss28 prRgE 4983  ,t
APSE 3 .5517777&6955393?99«35 7766532!1ER ADVECTIUN PICUNS™1+00000 -
000000 0000057687 88899999999988557776543100000000000000000009000 0 00
00000 00 03677889999998988888877 66542200 o °°3303°°3°°°°°28382383233333:

134 JSTRA® 1o M
GAMT{DEG )™ S22049 ANGY(DEG)® =22+80 STABAV® «711E 02 KAMAV® +100E=01 ZOAY® 185E~0) DA?'RU-ozu :TETV'h',?ZS?ER;lg‘ZO
UVAYS 3092 UBAVE 2818 vBay==1+182 uyBAye 35060 EXAV(ZS)= +921F 00 £ZAV(Z§)® 45726 g0 ) 9
BEFORE ALTER™DX®= 13:67 DXtm 41400 DZ® 10473 ZPR®™ 537 FHAME LENGTH®= 763928
AFTER ALTER=DX® 16424 DXF= #8:73 0OZ= 12.8] ZPH" 6¢40 FRAME LENGTH= 9080462

OPTIMAL STEPSIZES ~ DX®164244 D2=12:806 wS™ 1200E702 ZSETTLE® 4229E U0 IHPACT/ABS EZ" +a%8f uy
PRUCESS TIMES = PAD™ 10.47 pof= 25.33 pps= 0+77 pIRS™ 81460  BEFORL ADVECTION FICUNS®1.00000
FLAMSED TIMES ™ Eap= 15,73 EOF= 38,80 gps™ -~ 95,30 ETRS® 180+98 AVTER ADVECTION FACG«b-l-oooas
gougo 0 u oooggggg:z:;;ggzg:25535333::::5?9;17665‘32000000oouoooooooounouoooouoaoooouoooooououo
6555631000000
e oy 0002577A898999994888 L: 000000000000000U000000000VGVIBVOOUVO0YUOL

8560877Vbbiuc32000000000000000000Du0000000000bouoooooouuoouuu

0187879899698£988766531000000000000000001000006000000000000006U00UEOVLVAUUL
2234Ar DU/OZUZHPREY)=04058 LH® 25.00 Xn® Tads YHE181UU
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STe u
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J1®1u

uTayy

JTepe

ND+ 2 kEpEASE (OF 2) FOR TIWE 1 (Tme

JTm

JTe 2

Jim 3

DT(UT)= 114459 TACTe 2630.27 X~CENTROID= =23347 (BOUNDS+s =611,5s 309.7) DU/NZCZHPREVINO0,042 Zmm 25400 Xne 9,07 YHEI7.51

GRIU PUSNO™XPE 9.07 YPul/.51 xYAN=12.38 YVAN=17+2) XSTRE®]1.50 YSTRKE{7.31 FACTUN= 3453 JSTRK= L. XHERm™ 6.38 YREp®18479

GAHT(DEG?® =10.,69 ANGT(DLG)® =8.91 STABAVE ,133C 03 RAMAVE ,608E=02 Zoay® +190E=01 DAV® U.000 RABAVE 41Z1£=02

IVAVE 3493 OHAVE 34139 VBAVE=0.4B7 LVBAVE 34217 EXAVEZS)™ s 1a4F 01 EZAV(Zg)® 902E 00

AFFUNE ALTER=pX= 1624 DXE= 48473 0Zm 12481 ZPA= 6040 FPAME LENGTH® 9080462

AFTER  ALTER=DX® 17:86 DXE= 53.57 D= 16.07 ZPB= Be04 FRAME LENGTHE 9982.49

UPTIMAL STEPSIZES = Px®20.30% DZ®16+075 WS™ 200E-02 ZSETTLE®™ +229E 00 [WMPACT/ABY EZ® »780E Ou

PROCESS TIMES = #aps 12:65 PUt s 25.53 pOS® Q82 prRS= 89442 HEFORE AQVECTIGN HICUNS=21.00045

LLAPSED TINES = Lap® 18272 ENF= 35257 EDS™ a1l E 146093  APTER AUVECTIUN PLCUNSE0499774
00UU0000L00U00VENHL000UUD0000000000000000001456677777788838888RABHBE88777766554320000000000U000U0000000000UVAOLOOULUOLVLO
000000000000000GUL0N00V000000000000000000015677778858888BLHBBEBBBB877776665a421000000000000000000000000000U0000LLULOVOVY
000000V000000000UL0000V00000U000000000000036778888888838688886888777766554321000000000000000006000000000U0UOOLCOOVLOUULY

LTCJTIm 229419 TACT® 2859446 XTCENTROIO® =221»1 (BOUNDS*s “67242¢ 336s1) QU/DZCZMPREYI®0e030 Zm® 25100 XH®=10+18 TH=18+54

GRIU POSNS™XPE1Qs20 YPE1B.98 XVAMN] 3485 YyAsm18:65 XSTHRA®11:30 YSTRK®)Y493 FACTOH® 187 JSTRR® 2 XRERS® I.ozvvwzn-zu-oz

GAHTCDEG)® =119 ANGT(DLG)® 51452 sTaBav® 185E 03 RAMAV™  «512E%02 Z0ay™ «193E01 DAV™ Us00U0 RABAV® 1226702

UVAYE 398 UHAV= 2.045 VBAvE 24571 yyBAVE 3e288 ExXAV(Z2S)= 164F 01 EZAV(Zs)® +103E 01

HEFORE ALTER=UX= /.86 DXE® 53,57 UZ= 14,07 ZPB™ 8408 FRAME LENGTH® 9982.a0

AFTER ALTEHR=QX= {7+86 DXEF 5357 DZw 24.32 /PB®12¢16 FRAME LENGTH®™ ¥982.aq

UPTIMAL STEPSIZES =~ Dxm30.688 DZ=2A.31% wS= «200E702 ZSETTLEm «ASBE 00 [uPACT/A4S EZ= 898 0L

PRUCESS TAMES = PaD® 12458 PDF= 25167 PDS® 0:80 PTRSE 89490  HEFURE AOVECT10N PICUNS®G.9977a

LLAPSED [LINES = EAD™ 16458 EOF™ 35.47 EDS*™ 5630 FTRS™ 14418  APTER ADVELCTION PiCuns>®™0e99661
00VGOO000000000000000UV000000000000Ga000014566667T7777T7T7TTTEBBBABBLTITTIT77/T6465550432100000000LN0V0000V000000VUNUVUVLULY
00000000000U0000D0C0C00A00000000000006000256677T77778888ARBBBA08E8887777776665554332100000000EUA00000000000N0U00U0U00L0Y
00006000600000000U00000000000000000000U001466778488588AB8888888858877777746665544321000000000000000000000CU000000LLO0GUYL

N1{JTIm 29«19 TACT= 308E:65 X"CENTROTD® =1595 (BOUNDS s "672e2» 336s)) DU/DZCZHPREVI=Q 040 W= 25400 XHW11s30 YHB2( 22

GEID PUSNSTXP®I1s3a YP220.39 xVANRIG.57 YVANW20 14 XSTRE®12:22 YSTRK®21189 FACTQR™ 1476 JSTRN® 1o Xnkw® 8484 YRER™Z1e36

GAMTIDEG)® ~8e89 ANGTLULG)I®™ 51297 STABAV® ¢106E 03 RAHAV® 4710E£™02 Z0ay® s195£701 DAVE UsUUU RABAY® «lZag=q2?

UVAYE 4403 UBAVE 2.000 YHaVE 2.557 yvBave 3.246 EXAV(ZS)® 128 01 EZAV(ZS)™ H03E 00

HEFORE ALTER=DXE 1786 DXpm 53457 DZm 284432 2PB™12416 FRAHE LENGTH® 9982.49

AFTER ALTER™pX= 17086 DXF® 53257 DZw 21145 ZPH=10+72 FRAME LENGTH® 9982.ap

(PTIMAL STEPSIZES = Dx®™274124 DZ®214449 ws= 200£E%02 ZSETTLE® +85BF 00 [uPACT/ABS EZ® ¢69Y2F Uu

PRUCESS TINES = pap® 1333 ppf= 28.80 pps"™ 0483 pTRS®™  102.47 BEFORE ADVECTION FICUNS™029966)

tLAPSED TIMES ~ EAQ® 19430 EDFm 41+15 EUS™ 9123 Ern;- 166,18 AFTER ADVECTIUN PLCUNS®0+9957Y
00000000000000000000000000000000000000003456888TTTTTTTITTTTTITITITTIITITIITITT6666555043322000000060000UV0G0V000000ULVVGUY
0000000000006000000000Y0000000000000000135667777777T7788868R88866888777777776666555443321000000000060000000000000GV000UVY
uuouooooonuooooouonooouoooooouooongoooozube7776886563666655355657777777765665555nn33z1ooouoooounoooooouuuouuouooouuoouuu

Crldrde 22%019 raly= 3317486 x“CgNTRQIDm =171+2 (HQUNDOss “67242¢0 33641) DU/Dz(znpﬂsv)-o-01n Zmm 25406 XH®172.85 YH=Z1e02

GRID POSKS XPE1250 YP=21483 yyANTISe70 yyaNm21060 xSTRK=13+37 ySTHK™2249) FACTOR™ 1+75 JSTHA® le XnEH®L00% YRER®22+72

GAMT(DEWI®  =8480 ANGTC(DEG)®™ 51928 graBave 190cg 02 RAMAVE  #B09E=02 204y® ¢196E~01 DAV® 0+00U RAHAVE +1Z6g=02

UVAVE 8402 BAVE 24000 voave 20493 yBava 34198 ExayizS)m  s118F 01 EZAv(za)™ »71ZE 00

BEFURE ALTER=pX= 17+86 DXEm 53457 0Zm 2135 ZPB=10°72 FRAME LENGTH® 9982.ap

AFTER  ALTER=px® 17+86 DXE® 53:57 pZ= 2019 zP8=10+10 FRAME LENGTH® 9982.a0

UPTIMAL STEPSIZES = pX=254561 pZ®2041%1 w§™ #200E%02 ZSETTLE™ +458€ 00 [WPACT/ARS EZ" 618E 0U

PRUCESS TIMES = pap® 14422 ppfm 29447 pps= 087 wTRge 10668  gEFORE ADVECTION PICUNS®0:99579

ELAPSED TEMES = Eap™ 22463 EpF® 41425 EpS® 5430 §=  18a.6¢ A;1[R ADVECTION PlCUNS=Qey9526
00G00G0000000000000000VN00G0000000000023556666777TTTTTITTIITITITTITIITTIITI7ITT7666665558443321140000060000060000QCULO0LOL
000 6600000000000000 03456677 TTTITTTTT 7173888388887 TTT777777746666655544433241000600000000000G000N000000U0Y
gng083882gggggxggooggouggoogooogogggg1b563;777656656658865553877?777777Vrcaaebssssna-33g?105oouogogooooooouggoouuucuuuuu

DTCITI= 229419 TACT® 3547403 X CENTROIO™ =186+8 (BOUNOS=s =67202s 336.t) DU/DZSCZMFREYI®™0+046 Zn®" 25.00 XH®"13+6) YHE23eU4

GRID PUSNSTXPE13465 YP=23.26 xyaNs16485 yyanm2d:0S XxSTRK=14452 YSTRK®24.32 FACTUR® 1:7% USTRR= 1 XRER=11:23 YRER=24:1y

(AMTOUEG?®  =4+03 ANGT{OEGI® 3096 sTaBaVE  845¢ 02 RA4AV® «B47E=0Z ZUave «19BE7UI UAVT 000U RABAVE  (129p=02

UVAVE A.UZ UHAVE 24000 VHAYS 2,866 UvBAVe 3175 ExAV(2S)®  109E Ol EZAV(Z§)™ 678E GU

FFURE ALTLR=pX=™ 1786 DXE™ 53457 DZ= 20419 ZPB®10+10 FRAME LENGTH®™ 9982.a¢

AFTER ALTER™pX™ 17086 pXe®™ 53457 Dz® 20+1% ZPB™10+10 FRAME LENGTH™ 9982.49

UPTIMAL STEPSIZES = DX®244988 pZmi947(5 wS® +200E"02 ZSETTLE® «&58E 00 [uPACT/ABS EZ® :583f Ou

PRULESS TIRES = PaD= 14:68 PUFm 30463 PUs™ 0+90 PTRs® 69,70 BRFORE ADVECTION MICUNS"0.995%6

L aPSEp TIMES ~ Eap™® 26492 EDF" 3698 gps™ 5¢47 EYRSE 127418 APTER AUYECTIUN PACUNS™0199a83
00000000000000000000000000000000000013455666667 72777217 ITTTTITTITITITTIITTITITITITTT 6666655554443322110000000000000000004UL
000000006000UD000000000000000000000023556677TTTTTTTITTITTITTIIITITITITTITTIITTITT6666665555044332210000006000000000000000U0
0000000000000300000000U00000000000003856777777088088888888887777TTTITTTIIT7766666655555448332211000000000000000006000000G00

TEJT)m 229419 TAcTm 3776222 X=CENTROIO® =19447 (BOUNDSes ™672.2# 33641) DU/DZC(ZMPHEVINQe0R6 ZMm 25,00 XHE]4.78 YHE2a14Y

GRIU POSNSTXPE14382 YP®24469 xVAN®18400 YVANR28450 XSTRK™15067 YSTRK®25473 FACTOH® 1478 JSTRK™ 1s XRER®I2+42 YRER®25+49

GAHTCDEG)®  =3.67 ANGT(OEG)®™ 50+80 STABAV® +B26E 02 RAMAV® 1B60E=02 ZOAV® +199E701 DAV™ U.0U0 RABAVE . 131g=02

UVAVE GeGl UBAVE 24000 VHAY® 24852 pvBAVE 34364 EXAVIZS!® 1107E G1 EZAV(ZS)® 1666 00

hEFORE ALTER=DXE {7486 DXE® 53457 DZ® 20419 ZPB"10s10 FHAME LENGTH® 9982.40

AFTER ALTER-=0UX®m 17486 UDXEm 53457 0Zm 30419 ZPB=210410 FHAME LENGTHE 9982.4q0

IPTIMAL STEPSIZES = UX®=24s749 DZ=19453% wS® 4200E™02 ZSETTLE® +a58E 00 [WMPACT/AHS EZ®= »570f 0p

FPUCESS TIMES = PAD® 14482 ppFe 31423 poS* 0:82 pTRS™ 70570 BEFORE AUVECTION MICUNS™0199403

FLAPSED TIMES = EAD® 24480 EDF™ 43.43 EDST S350 ETRS® 118400  AFTER AUVECTION PLCUNS0499848
0G000000000000000000000000000000000238556866867 727777771 TT2TTTITITIIIRTTTITIITITIT766666665555484333221000000000000000Uy
000000060000000000060000000000000013456867 7777 7T¥TITITTIIITITTITITITITTTTITITTTTT666666655552344332211000000000000000006Y
G000000000600000000000000000000000245667 77777 7T6U8BB777TTTIITITITTITTITTITTIPIT76666666555558843334221100000000000000000000UY

UT(JT)m 343478 TACT® 4120000 X"CENTROIOD® “19249 (BOUNDSes 672429 33641) DU/DZ(ZMPREVImQa047 Zmm 25400 XH®16450 YH=26s/0

GRID POSNSTXPE16e56 YP®28482 xvANW194¢73 YVANB26:45 RSTRAK™16083 YSTRK®27¢18 FACTOR® 1:1%5 JSTRA® s XHER®]1 4418 YRER®2T 59

GAMTC(DEG)™  =3:35 ANGT(DEG)® 50671 STABAV® +823F 02 RAMAV® «B58E~02 Z0Ay™ 1+201E=01 DAV® 0:00U RAGAVE +133g=02

UVAVE 4.01 UBAVE 2.000 YHAVE 208443 UvBAVE 34158 pXAV(ZS)I® o106 01 EZAV(ZS)™ +664F (0

HEFORE ALTLR=(X=™ 17+86 OXE™ 53457 D2m 20419 ZPB=10110 FHAME LENQTH® $982.40

AFTER  ALTER=0X® 17486 DXE® 53457 D2m 23489 2P8%11094 FRAME LENGTH® 9982.4p

OPTIMAL STEPSIZES = 0X®30,254 0Z"234886 WS™ +200E°02 ZSETTLE® +688E 00 IMFACT/ABS £2® STOE Oy

PRUCESS TIMES = PAD® 16445 POF® 31,23 ppS™ 0488 prRSSE 70470  BLFORE AOVECTLION PICUNS®0+99448

ELAPSED TIMES = EAU® 20427 EDF® 38407 FDS™ 4497 £TRSE 11840 Ad ADVECTIUN FiGhiwam0e99al7
nUGuoo00000000000000000000000000013:555‘66%66666&7777777§77§71777)777977777;;§7797797Igzobbggcnbgsgsszuaﬂ333221|Oooououu
0U00000000000000000000000000000002385566666 7777777777777 7T T7YIITITTITITITITITITTT76666666665555552224333221100000000000
ooooouooooooooooooooooooooooooooL:nsoel777777777777177777777777777777r777r77775¢aoecabbe55>55n~nau33322lxoug&oooouuoouuu

TRAJECTURY MEANS™ §TARm  o759¢ 02 PagaMs  «935£702 20= +192E%01 0 0+00 yy=3+975 yydwdal2B

TRAJECTORY PRUCESS TIMEm 930+87 ELapSED TInEm 1569.42 ADVECTION FRACTIQN UF TRAVEL TInEwQe973y

**%)s DCUS NOe 1o RELEASE T® 2500.04EXpECTED TRAVEL T= 2120s0swpT NLTL# T2 114459
EXPECTED TRAJWSTEPSmes B He o )
SOLUTION FRANE SIZE"NXw280s N7m 12¢ WINIMUM POSSIBLE (DX20Z)=(10+81» 8345) AND HINIHUN A WELD lux
SOLUTLON FHANE SIZE NXnpo0, lnCUHPLETé LLOWLD (uxsDZ)mCi0481s f.46)
DTCITIm 57430 TaCcTes 2557430 X“CENTRQID® 020 (HOUNODSs#» G0 Us0) DU/DZUZMPREVI®00UU0 Zhm 25400 XH® 5132 YHE]9:69
GRID POSNS™XPm 5232 YPm19469 xVAN® 7466 YyANm174B7 XSTRK® 7e2a YSIRK=18,04 FACTQH® 6368 JSTRR® ls XkERm 3417 YREREZ1476
GAMTIOEG)™ ~84,88 ANGT(OEG)= =34:96 STABAVE +380F 02 RAHAVE 4178E=01 ZOAY™ +166£=01 UAVE Usu0L RABAV®  .119g=02
UVAVE 3489 UBAVE 24002 VBAVE=]4996 UVBAVA 24828 EXAV(ZS)® «508F U GZAV(Z5)® +308E 00
GEFORE ALTER=pXm 10481 DXE® 32.43 DZw B8.46 ZPB= 4423 FHRAWE LENQTHE 8043454
AFTER ALTER=pX= 12401 DXEw 36:04 DZm 9,40 2PB™ 4670 FKAME LENGTH® 8714.93
OPTIMAL STEPS[ZES = OX®124012 DZ® 94401 WS® +200£°02 ZSETTLE® +115€ 00 [MPACT/ASS E2® +278F Qu *%ND ADVECT
PrucEss Tlngs = Papm 0400 PpFw 0.00 Pps= Q.68 PTggm 19400 BEFORE ADVECTION chuzs-l-ooouo [ONens
{ans;“ TikEs = Eap® on-oo EoFm 0:00 gps= 3.52 Ergs: 32:48  AFTER ACVECTION PICONS®0100000
00000000000000000000000000000000000000000000000000000UU0019*600000000
0800000000066000666000660005000609005000 0090008+5000000000000000000660600009990556000000 00000 L0u0000000L
0UuL0OELO0U000LO00000000L000C00000000000000000000000000000G068 0000ace00G00 L000VOUHLLULLOD0O00LVOVOLY
uTeaT)e 11859 TACTe 2671489 x=CgNTROID= =0+0 (HOUNDSes "852.2s 22647) DU/DZCZMPREVI®™Q4063 Zmw 25.00 XH® § 94 YH"19es6
CrIv POSNSTAPE 5295 yREI9eaT xvAN® 8082 vvanm17189 X5THK® Ba1o YSTRKS18356 FACTQR® 4415 JSTHA® o xRERm S:8] ,'[ n21a57
GAMT(DEG)®™ =3ash] ANGT(DEG)® 18481 STABAVE +3B7E 02 RAMAVE  +171£=0] Z0AV®  +I6YE®0L DAV® 0400y RABAVE 119H-"
UvaVe 3227 UBgVm 24913 VBAVE=0c684 UVBAV= 2.380 gxaV(2s)® +432F 00 EZAV(Zg)® a265¢ 00 SRETE
BEFORE ALTER™DpX® 12401 DXE® 36.08 p2m  9.4Q0 2pBm &4:70 FRAME LENGTH® 6714493
AFTER ALIER=UX® 12001 DXER™ 36404 DI% Sea0 ZPBS- 4070 FRAME LENGTHE 6714493
OPTIMAL STEPSIZES = DX=114122 NZ® 84707 WS® +200E"G2 ZSETTLE® 2298 00 IMPACT/ABS E£2®
PRUCESS TIWES * papm 10438 pofs 21498 ppsa 1280 pTRS= 53492 ° BEFORE ADVECTIQN PIcunSals00000
ELAPSED [1MES ™ Eap® 20473 gpF= 27312 Eps® 6415 ETRS" 94488 AFTER AOVECTION PICunu®1100000
uUou0000uoouooooouu00000000000u000000000000000000000006569"9&7300000000000000000000000 00
ooooooooooou0000uooooouooooouomoooooooooooonooooooooou77v9v9u750u00000000000000 T o
Uuooouudu00uooooouooouooonoooounuuooooocou0000000000056789657500uuuooouﬂ000000OgggggggggggggggtgggggggnguUZDOUOOUUUOGUUU
UTCJTIE 118459 TACT® 2786489 X™CENTHOIL® “ale7 (QUUNOSse =aB2, _ L000UOOLOVEVLOLLUL
WHIL POSNS™XPR 6457 YPEZ20411 xVAN= 6499 VVAN-1;l62 xsrur: a-oszvg;ﬂxigi:;; ?:é?gﬁf"gn§;"°'°:3 STRROSA0 XHE Gasy Wiiaao Vs
GAMTIDEG)® 31421 aNGT(DEG) 4S+45 STABAVE 23995 GZ HAMAVE  1186L-01 Z0Avm  +172¢ 01 Ohun g.on. (RER= 8:43 YRERE22:20
uvAve 390 pBavE 2.000 vbaym 2:032 UyBAvVEe 2.B51 EXAV(ZS)®  +S32F WU EZAV(Zg)® 1327 Q0 : RALHATAY +120e"02
HEPURE ALTER®DX® 12401 DXEm 36404 DZm  9.40 zPum 4570 FU4NE LENGTHT &713,93
AFTCH  ALTER=DX®= 12401 DXF= 3608 D2Z* 9,40 ZPHe 4470 FHAME LENGTH® 6714,93
UPTIMAL SIEPSIZES = DX®12.351 NZ® 94671 wsa  ¢200E=02 ZSETTLE® «229F 00 - 5 E7
. - p . 2 - IMPACT/ABS 9
PROCESS TIMES = Pap® 10,22 ppre 22.30 pos® - 3:38 prgym 57445 RLFQRE AUSéEVl&: 5?:3:s-x 00000
Ly APSED TIMES = Eap= 20411 EDFm 33427 EDS® 8423 ETRSE 94400  AFTER ADVECTION PICONuS® 80
?23883833283383838888“583888ugoggggguguooooooooooooo9b?uggzugq’651°“°°0000OuouooouooooooouuggSCOQGOngxuuouoooooouuouoou
L 3 G ogo 3 0005779 99
00 0000060000G0005 67BJOOUUoouoouuuouuuuuOUuOOOOUooUUOGOOOOOuuuUUOOOOOOUUOUoUU
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Jre 4

Jre 5

Ji= g

Jyre 7

Jim oo

NI

Jimgo
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uooonuuuuooounnoooouuouuoooLognoaoonuuunnouonnuaauuzaaquwonar530000000ouonnuDn0Dooonconu000uuuncoooooocuouuooooouooouuu

UT€JT)= 114459 TACTS 2901.00 X=CENTROID®  =53.0 (BOQUNDS .. =85242» 22641) DU/DZ(ZHPREV)®0,06) Znw 25.00 XH® 7.1p YH®20402
GRID FOSNd™XPx 7:20 YPw20e?5 xyAN= 9:57 vyanm]+38 XSTRE= 8450 YSTRK®2Z+15 FACTOR®™ 3012 JSTHA® 12 XHER® De06 YRER®ZZ+84
GARTCDEG)® =32.35 ANGTIDEG)® 45s93 STaABaVE 418E 02 RAMAVE .+ 159E%U1 ZoaV® 173701 DAYVE 0eQOu RABAV® 4 121F=02

UyaVe 391 UBAVE 2.000 VHAY® 2.066 UVHAVE 21876 EXAV(ZS)® 25606 00 LZAV(ZSI™ «J&BE 00
HEFORE ALTLR=DX® 12,01 OXE= 36,08 DZe 9480 ZPB™ 4470 FRAME LENGTH® 6718.93

AFTER ALTER=DX= 12+67 OXEm 3R.00 p2Z= 9293 ZpE® 436 FHAHE LENGTH® 7081.4¢

UPTIMAL STLPSIZES = Oxu124668 (Za S+928 wS= +200E702 ZSETTLE® +229E 00 [MPACT/ABS EZ® +305%E v

PRUCLSS TIMES = PaQ™ 10,30 pOF= 23.18 pDS® B4U3 PTRS® 86492  BEFORE ADVECTION FICUNS®1.00000
ELAPSED TLMES = £aD* 1663 FUFm 35.58 gDS* 10«80 ETRS® 147 .85 AFTER AOVECTION PICOND®1400000

n00000000000000000000000nOUOOUOUGOOOOOUOOOOCHOUOUUlnhbIh??V“V?H7huZGUQoo“00000000000000000UOOOUO”OOooOOOUOUnnquUUuﬂuuuu
0 0 164 00000002577099999987653100000000000000000000000000U00R0000000006000CEILVOLLUL

gzgggggggghggggggggggguggghgﬂgggggggﬁgg%ggﬁggouooouaruuvv998uraszLooooooguouoooooooocooooooooooouoooooooooooouoouuuououu

DTCSTIm 114+59 TACT®  3015.66 x=CENTKOIO® =64s1 C(BOUNDS++ =47649s 23844) DU/DZSZMPREYIm0:060 Zn= 25000 XK= 7.70 ThE21025

GRID POSNOTXP= 7:82 YPE21.40 xvaN®m10415 YVAN®20:05 XSTHK®™ 9ali6 YSTRK®22+76 FACTGH® 3403 JSIRK=" 1» ARER™ D5e68 YRER=ZJI+dY

GAMT(DEG)®™ =31188 ANGT(OEG)® A6:60 STAHAVE 4847 02 KAMAVE #189E%01 Z0av= +1THGE™01 ULAVS UsUOU RABAVE 2122[p-u2

UVAVE 3492 UBAYVE 2.000 VHAVE 2,115 LUVAAVE 2.911 EXAY(ZS)® 1602€ 00 EZAV(Zg)® «3T1E 00

BEFURE ALTER™DX® 12467 DXE™ 38+00 028 9.93 ZPB™ 4296 FHAME LENGTH® 7081:44

AFTER ALTEH=DX™ 12:67 DXEm 38400 D7m 993 ZrB= 4.96 FRAWE LENGTH= 708143

UPT{MAL STEPSIZES “ (ix®134134 pZ®3n«303 ®WS® #200E702 ZSLTTLE® «229E 00 [MPACT/ABS EZ® «326E Ou

FROCESS TIMES = Pap™® 10433 POF® 23497 PpS* 4el7 PTRS™ 622131  BEFURE AOVELTION PICUNS™) 00000

ELAPSED TIMES = EaD™ 20445 EDF® 35450 EOS™ 16472 ETRS® 102453  A}TER ADVECTION PLCOND®Oe99981
nouoouoououuoouoouoooUoouuooooououuonooooouuauooozanblub999“996675&300000000000000oouooooouooouooooooooooouonuonnuuooouu
000000000000000000000VU000000000000000000006006003567889999998876531000000000000000000600000 0UNGULBLVLOLULY
00000000060000000000000060000000000000000000000014677899999888765310000000000000003000000000G000000000000000QVONVOUDVLUY

DT(JTIm 118459 TacTm 3130627 x"CENTRUIDS *76¢7 C(BUUNDSss =47649¢ 238.a) OU/DZZMPREVIR04056 Lnm 25:00 XH® 8431 YHE21 «Y

GRID PUSNS™XP® 8e43 YPE22s07 XyANWIQeTd YVAN®ZO«TE XSTHA® 9:81 YSThK™23039 FACTOH™ 296 JSTRK® 1+ XRER® 6429 YRER®ZA1AE

GAMT(DEG)®™ =30e64 ANGT(DEG)™ 47,29 STABAVE 432 02 RAMAVE +139E=01 ZOAv™ +17SET01 OAV™ 0,000 RABAV® 41237702

UVAVE 3494 UBAVE 2.000 VBAVE 2,166 UVBAVE 2.948 EXAV(ZS)® 16S1E 00 EZAV(ZSI™ »40LE 00

HEFORE ALTER®DX® 12467 DXE™ 38400 O/m 9493 ZPB® 496 FRAME LENGTH® 7081.46

AFTER  ALTLR™DX= 13466 DXgm 40.97 NZm ua?z IPA™ 5¢36 FRAME LENGTH® 7633439

UPTIMAL STEPSIZES = UXw13.8%5 pZm10s722 WS® s2U0E=02 ZSETTLE™ #2298 00 [4PACT/ABS £2Z® «352g ou

PROCESS TIMES ™ FaD= 12437 pifm 24443 ppSe 9430 PTHS® 100:00 BEFORE ADVECTION PICUNSEO:9998]
ELaPsEp Tlaks = Cape= 17493 Epr 49,32 Eps"® 1513 ETRs™  265+45 At TEq ADVECTIgN PICOn3®0+99522
0000006000U00000000000UE00000000000000G0000000000356678889993088745420000000000000 000000000000 0uELOVOaLLY

0UN00V0LLOC0000000000UL000000000000100U0000000U01A567889F999587654300000000000000000000000000U000000000000000000000VULY
0UG000600000000000000000000000000NAN000000000000256THBYIIIIBAATE543100000000000000000000800000UNC00000000U000UOUVLOLVLY

DTCJT)m 229019 Tacre 3359:26 x“CENTROID= “67+6 (BOUNDS'+ "51440° 257¢0) DU/DZC(ZMPREVI®0+096 inm 25000 xH® 9156 YH®23+3]

GRLD POSNS™XP® 9s64 ypm23say xyAN=11+90 YyAn®22918 XTRH®10°18 YSTRK®24+03 FACTOH™ 1#45 JSTRA® 1« XWER® 7451 YRERDPZI'ES

GAHT(PEG)m =29087 ANGT(DEG)® 4B+08 sTABAV® 532 02 RAMAV® 2127701 ZOAy" «17TE=0L UAY®™ U2QUU RABAV® »125£702

UVAVE 395 pHAVE® 2:000 VBavE 2227 pvBAvVE 24994 £xav(zs)e #7L1TE 00 EZAV(28)™ #843E 00

HEFORE ALTER=(X® 13+66 OXEm 40497 pZw 10472 ZPE® 5036 FRAME LENGTH® 7633.39

AFTER ALTER™pX® 17086 DXE® 53457 28 15:94 Zpu= 7297 FHAME LENGTH® 9982:40

OPTIMAL STEPSIZES = px®20«276 [Z®154980 w5a «200ET02 ZSLTTLE= «A38E 00 [uPACT/ABS EZ% +J8SE Ou

PRUCESS TIwES = pAp® 12+02 pDF™ 23.52 ppS= 13:53 pTRS= 93+55  EFURE ApyECTION ¢IcunS=Q+99522

ELAPSEp TIHMES = Eap™ 24440 EpFm 81445 gps® ITAT7 ETes® 372058 ArTER ADVECTION PICONS@0199029
0000000000G000030V000CV0G000000L000000000000000000156777584888887765420000000000000000000000000HU0000G004L0G00000VLOLULY
0000000000000000U0000000000000000000000000000000003567588%Y44A8776542000000000000000000000000000000000000fiU000UNVYCOGOLY
00000000000000000000006000000000000000000000000002567867994B8877654200000000000000000000000000000000000060U00L0CVVUOYLUY

DT(JT)= 229419 TACT® 3588485 x=CENTROID®= =965 (BQUNDI«» =07242» 338,1) DU/DLIZMPREVING023 Lnaw 2D.00 XH®10.78 YHE244(]

GRID POSNS™XP=10s83 Ypu24 .78 xVaN®13406 YVAN®23060 XSTAN®11+32 YSTAKB25035 FACTON®™ 1+AL JSTRR®™ 1o XRER® 8472 Ypep®26¢79

GAMT(DEG)® “28¢68 aNGT(DEG)® 88089 sTapAve +597E 02 RAMAV® «118E701 ZO0avy® «179E701 DAv® L100u RAHAVE 2127£702

UVAVE 3096 UBAVE 2,000 VHAVE 2,292 UVHAVS 34082 EXAV(ZS)S JHQOE U0 EZAV(Ig)™ +496E 00

HEFURE ALTERT0X™ 1786 DXE= 33457 p7® 15:94 zpa™ 7497 FRAME LENGTH® 9982:40

AFTER ALTER™DX®™ 17+86 DXE= 53+57 DZ= 13.94 ZPB= 797 FRAME LEMGTH® 9982.30

WPTIMAL STEPSIZEs = Dxm214417 DZm1640855 WS®  4200£°02 ZS&TTL[‘ «858E 00 JHPACT/ABS EZ® 433 uu

PROCESS TIMES * pap® 12:30 ppF= 26430 ppS¥ 13437 pTRS= 70«77~ gEFURE AOVECTLON FICUNSEUS99029
ELAPSED TIMES * taQ® 22485 gprm 33+32 EDS* 19422 ETRS®™ 108.73 AFTER ADVECTION PlChnom0«98656
©06000000000000000000000000000000000000000000000035667780888588887776543100000000 0000U00000000000000UO0LVULULLL

0000000000ULO000N00000000 0 000014567858580888487786543100000000000000000000000000000000UUUQQLIOVULOLULY

00000000000000000000000000000000000000000000000035678889950888877665582000 000 00L000000000000VUY
DT(JT)E 229419 TACT® 381784 X=CENTROID® =109¢2 (BOUNOS»s *672¢20 33641) LU/DZCZMPREYVI™0s051 £nm 25.00 XH®11,97 YH"26410
GRID POSNS™%PF™12102 YPH26.16 XYANW14s23 YVANS25:02 XSTRK®1287 YSTRK®26.69 FACTOR® 1439 JSTRR® 1+ XRER= 9491 YRER®26115

GAMT(DEG)®™ =27+93 ANGT(DEG)™ 49480 STARAV™ +650E 02 AAMAV® +106E=01 20av™ +180E£%01 DAV™ Us00U RABAV® .129£-02
UVAVE 3297 UBAVE 2.000 VOaym 212333 UVBAVE 3073 EXAV(ZS)® +B62E 00 EZAV(Zg)™ 535 00

BEFURE ALTER=DX® 1786 LXEW 53457 DZ® 15:94 ZPB® 7497 FRAKE LENGTH® 9982.a0

AFTER ALTLR=UX® 17106 DXE= 53457 DZ= 17051 ZPB® B:76 FRAME LENGTH= 9982.a0

UPTIMAL STEPSIZES = DX®224230 DZ™)17+514 WSa »200E~02 2ZSETTLE® +458g 00 IMPACT/ABS EZ= 865 Gy

PrUCESS TIMES = Pap® 12.50 PpFs 2508 Pps® 13432 PTIRS™ 103452 BEFORE ADVELTION PILUNS=0s98696

ELAFSED TIMES ™ Eag® 17492 goF= 37403 EDPB™ 18:40 ETRg® 161850 AFTER ADVECTIUN Plcundm™0+98359 _
000000000000000000000000000000000000000000000000345477758688888880777645432 0000000000 0UL0UNOULD 00
0000060000000000000000U000 000000 000000145477 88888H08BE08B77766583200000000000000000000u00000000000000H0000L000AY

000000000000000000000000000000000000000009000003567A8E8BABABEAATZT7665543300000000000000000000U0N000CH00GH00000DAUUUGLULY
OTCIT)m 229,19 TACT™® 404703 X=CENTROID® =114+3 (BUUNOSss ®672,25 3364¢1) DU/CZCZMPREVIEQ.US0 ZMm 2500 XH®13al7 YH®27:5)
GHID POSNS™XPE13¢19 YPu27:55 xyaNe)15:80 YvANn2b133 XSTRK®13162 YSTRN®Z8406 FACTOR™ 1936 JSTRK= 1+ yREW=11:10 YRER=*29°52
GAMTCOEG)™ "27¢41 ANGTUDEG)® 49s72 STAHAVE +690E 02 RAMAY® +999E702 ZOAv™ +182E701 DAV® 0.puu RABAVE L, 131E%02
UVAVE 3.97 UBAVe 2.000 VUAVE 24360 UVBAYVE 3.093 ExaVIZS)a 909 Qu EZAV(Zg)= 3565E 00
BEFURE ALTER®Dx™ 1786 DXEm 53,57 DZ= 3§7:51 ZPB™ B8:76 FRAME LENGTH® 9982.30
AFTER ALTER=0X® 17286 DXgw 53457 DZm 1751 2PB= 8476 FRAKE LENOTH® 9982.4p
NPTIMAL STEPSIZES ™ OxX=22.619 DZ=17.990 A5® 4200E™02 ZSETTLE= A58E 00 [MPACY/ABS E23 +491F uu

PROCLSS TIMES = Pap® 12495 pOFm 2563 ppS™ 12173 pTRSE 105.52 BLFORE ADVECTION MICUNS™U 98359
E apstp r1imEs = Eape 23,25 EpFs 30.18 EJS™ 17+2v ETpss 161.%0 AFTER ApVECTION PLCUNS™0+98158
00 0 0 6000000 00000000134567777EA888088888T777666544210600000000000000000000000000LOALEO0VLOOULY
00000 00000 00000000 00 13567700BHBBLABRBBU7TTT6865432100006000000000000LE000000000000C00DU0GIBULY

0000NVLLLOOUOOVULLUOUOUALO0O000G000000000000003467TBABIBAABABRAETTTT6685541206000060000000600000000000000600000RN0LLUOLVLC
TRAJECTOHY HMEANS™ STAR™ -S1SE 02 PARAM®  +321E%01 202 +176E%01 D™ Ue00 yy®de 96 yypm2e947
TRAJECTURY PROCESS TIME® 72875 ELAPSED TIME®™ 1297413 ADVECTION FHACTIgn OF TRAVEL TINE®0*96dy

NO* 3 RELCASE (OF  2) FOR TIWE t (ymweeewene), geys Nuo Lo RELEASE T® 3J000OrEXPECTED TRAVEL T® I1547.0s%[TH TNITIAL pT® 118459

JTe

e 2

JTm 3

EXPECTES THAJ.STEPS

suLuTIuN FRAME S1zE=Nxm280s Nzm 12 wINIuym pOSSIGLE (DX2pZ)™(10481s Bese) ANp yINnl, ALpLuwEp € ')
ENRENX  TRANSFEN TG FILE mi EMCOMPLETE Bt Ao ECBEp ox BTy i
OT(JT)m 572430 TacTe= 3057.30 x“CENTROID®= 0+0 (BOUNDS» 0s0? 010} NU/DZCZHPREVINQ0U0 Luw 25400

- X 5:31 YRa20+J1
GRID POSNSTXFE 5231 YPE20«3] xVAN® 742 YvaNw22¢48 RSTRK® Tsi) YSTAK®22415 FACTORS 6475 JSTRA® 1 XRER= 3.;; vaiénxe-xg

GAMT(DEG)=® 45601 ANGT(DEG)® a5+.01 STADAV® +390E OR RAMAVE «169£=01 Z0ay® «165E%01 DAy® U.QUU 2 .119pe

UVAVE 3,87 guaV¥E 2.000 VBaVe 2.00t UVHAY® 21829 £Xa¥V(Z8)® «5)16¢ O0u [ZAV(;S)' »416E 00 ; i L

BEFORE ALTLR=pX™ 1peB] DXE® 32.43 2=  8.44 7pPB= 3423 FHAME LENGTH™ 408353

AFTER ALTER=QX®™ 12419 0Xgm 36446 (2= 9453 ZPA= A+TE FHAME LENGTH® 879a.24

UpTInAL sT[Psl££S " DX®12,158 pZ= 9.518 W3® +200E%02 ZSETTLE® 115 00 INPACT/ABS E2Z™ +2HB3E Gu =eenNp ADYECTIgNs=*

PRUCEES Ylngs PAL" 0.00 ppF= 0406 ppS* 0:88 prggs 19432 gEFQRE AGYECTION PICUNS®1+00000

ELAPSED TIMES = EaD® 0400 EDF= 0400 EDS® 4403 ETR 24
0000000000000060000000000L0 000 § 000000001926 H ,ﬁ'Y[H 800650608 PICUN2.2.uguooﬁouuoouoooouoouuu
0000DUO0O0 0600 0] 000004+5 L] 0 0uo L 0
©¢0000000000000000000000R0000000 00 000000000 05": ) 000000¢ 00 = 0 1o e

i ¢ 00oLOLOLOLY
DY(JT)m 114559 TACT™ 317189 x=CgNTROID®  =0:0 (BQUNDS+e *457,3s 228.8) DU/QZCZNPREYImQe062 inm 25 LR o
GRID POSNSTXP= 5294 YP™20:94 xvanm B8¢03 yyvawe23eld XSTRX® 7041 YSTRK®22:47 FACTOR® 3.57 nggnf 1? ,§2;3°3f§z 3;9.-1g-§g. !
GAMT(DEG)™ 8518 ANGT(DEG)® 85¢15 STARAY® +396F 02 RAMAVE 41166E=01 Z0Ay® «186E-01 OAVR Us00y RAGAYS 41200 ng
UVAY® 3¢80 UBAVE 20000 VHAVE 22010 uvBava 248638 Exav(zs)m s525F 00 EZAv(zg)™ 322 00 «1 PP
BEFORE ALTLR=DX® 12118 DXFm 36486 DZm  9¢52 ZPHS 8:76 FHAME LENGTH® 6794423
EFIER  ALTER=DX® 12+15 DXF= 36406 DZ» 9.52 zP8= A«76 FRAME LENaTHE 6794423

NPTINAL STEPSIZES = DX®124260 2= 92602 ws® +200E=02 ZSETTLES «ZE9E 00 [WPACT/ABS EZ=  «287F Uu

PRUCESS TIRES = FAD™ 10455 ppre 22:43 pps® 6e9% prige 60s4T  HEFORE ADV

ELAFSCY TIACS = EAQ®  22.27 Fpb= 37415 EDS® 14407 ETRS® 118072 SFrCn anybeyiaop]iCunsat 0000
0000 300600000000 000 00000000364798249977210 000¢ < e
0000600 60000000 P 0875999958p53 2 000
00000000V000001 0 0 0 27477979947 100000000 :n 004 i Joggzooooo0000389000000000003:

UTCJT)a 118e5Y TacT= 3286409 Xx“CENTROID® “39s6 (BUUNDS:s “457:5s 228.8) puspzi uge

GRIV POSNS™XP= 8450 YPE21.58 xVaAN~ BebA fVAN=23+¢80 XSTRE® 8403 YSTRK®23413 r‘c?ékf"zfgg’ngg:: Zyr F5com s Guvs HERLTEN
GAMT(DEG)® 45161 ANGT(DEG)™ 43153 STABAVE #413E 02 RAMAVE  +159E01 ZOAym 167601 DAve GeuUy HABAYS  c1210crg 00
UYAYE 3480 UBAYE 2,000 VOAVE 2.001 uvBAVE 2,857 EXAV(ZS)® BAOE 00 EZAV(Zs)™ +337F 00 UCBAHAVS  oli21076R

BEFURE ALTER™DX™ 1215 OXE™ 36446 DZ= 9,52 7PB® &+76 FHAME LENGTH® 67924

AFTER ALICR=DX™ 12e19 UXE® 38.46 UZ® 9452 ZPB® 4476 FHAME LENGTH® 6794084

0PTInAL SIEPSIZES = 0X®=12,584 Z® 9.831 WS® +200E"02 ZSETTLE® 2296 00 IMPACT/A8S £I=

2 299F uu
PROCESS TIMES ™ Pap®E 10.88 puFs 23.9% pps= Tel2 pTRS®™ 61.97 14001

5 . HE ADVECTION FICUNSE] 0
LLAPSEQ TIMES EAD= 2)458 EOF= 36463 EDS" 13,90 ETRS™ 107442 AFTER ADVECTION Plcun,z;-aggguo
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JTe &
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JTe 6
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OUSAUES

POSITION
PUSITION
CPOSITINN
PUSITION
FOSITION
POSITINN
POSITION
POSITION
PNSITION
PUSITION
PASIInN
POSITIDN
POSIT 10N
PUsSITION
POSITION
PaSITION

0L0000UNVOLLOLY 000U000UNUOUOI 000057678899999999688765420000 0000000000000UNC00000D 0000000000
0000000000000000000CN00 0000000468769599898%8876654100000000000000000000000000U0000000060000U06000000L00VUD
DT(JT)m 11659 TACT® 38U1e08 X=CENTROID= ®133+7 (BUUNDd*e “a57.5» 228.8) QU/DZLZHPREYI=0s000 ZMw 25s00 XHm 7e)B YHE22922
GRID POSNS™XKE 7,18 YPE22,22 XYANE 9.24 YVANE24.47 XSTRK®™ 8468 YSTRK®23,80 FACYOR® 3438 JSTRA= 1+ XwERE 5,07 YRERw20408
GAMT(UEGI® ags2? ANGTC(DEGI™ 4618 STABAVE «A39E 02 RAHAVE  o151E=0]1 ZOAv®™ +169E"U1 UAV® 000U RABAV® +122F=0?
UVAVE 329U UBAV= 24000 VBAVE 2,084 UvBAVE 2.8H9 EXAV(25)= +585E 00 EZAV(ZS)® 360k 0U
BEFURE ALTER=p 12015 DXE= 3646 DIF 9452 ZFB=® ae76 FRAME LENGTH®™ 67% s34
AFTLR  ALTER=;X® 12495 DXALC® 38.05 DZ= 10416 ZPA= 5208 FRAME LENGTH® 723%.:74
OPTIMAL SILOSIZES = DX®=12,9%] pZm=10.198 wSm ,200£%02 ZSETTLE®m .229E 00 IwPACT/ABS EZ® 317/ v

PROCESS TIMES ™ PAL® 1048 ppF= 26460 pps™ 7:20 pTRS™ 92450  HEFQRE ADVECTIQGN FICUn§™1+00000

ELAPSED TIMES = EAD 17417 foFm 41482 EDS™ 14912 ETHS®  162.32  APTER ADVECTION PECON3®1400000
00000000U060GH00000000 0 356677778889899999999888777654320000 00000000 vu
00000000000000 0000 a6678788999999999988887766543210000000000060 JUOLOLY
0U00000V00ELOVO 000 a 25778989899998988B88777665432100000 0uo 000000V000ULY

BTCJT)® 115+59 TACT® 3515:68 X"CENTROLID® =207s5 (BOUNDS=s “887:5¢ 2433+8) NU/DZL{ZMPREVI®Q 058 ZH® 25400 XH® 7.79 YM=22+84
GRID PUSNS™xP® 7+79 YP=22488 yyAN™ 984 YVAN=25:15 XSTRK™ 9924 ySTRK™24a47 FACTOR™ 339 JSTRA® 1+ XKER® 3+70 YRER®=20*7TU
GAMT(DFG)™ a6+A6 ANGT(DEG)® 4683 STABAV® 470E 02 RAMAVE 4142E=01 ZOAv= «170E=01 UAVE 0.00U RABAVE +123E<02

uvaVa 3491 uHaVe 2.0y VUAVE 20132 UVAAVE 20923 pXAV(ZS)®  «628p g £ZAV(Zg!™ +387f o0

BEFURE ALTER=pX® 12095 OXE= 38485 Dzm 1016 /PB™ 5308 FRAME LENGTH® 7239.7a

AFTER ALTLR=px= 12495 OXE® 30.85 DZm 10:16 ZPB® 5208 FRAHE LENGTH® 7239.74

OpTIMAL STEPSIZES = DXP13:817 pZ®10s+533 WS® +200E™02 ZSETTLE™ 4229€ 00 [uPACT/ABS EZ™ +340FE Ou

PAUCESS TIMES = Pap® 10:57 pofm 27445 pps* 7108 pTRs™ 65468  gLrORE ADVECTION PICUNS=Le0QQUC

ELAPSED TIMES = LAD" 22.00 EDF™ 43.07 LUs® 12472 ETRS® 113.88 AP TER ADYECTIUN PICUNDT0+99965
000 000025646777787888889999999998868888777665443] 0000000 vuu
0000U000000L00000000000H0( 3667878888899999999998888888777665583320 00000000000000 00

000000000000000 00000000000 147778898989999898888888877776665443241000000000000000000000U000060C00000000VVOVLLY

DTCITI= 116:59 TACT® 3630427 X“CENTROID® =272+5 (BOUNGS:+ "887.5s 243.8) pU/DZ{ZMPREVI=0:057 Zn® 2500 xW™ 8440 Tn"23:54

GRID POSKRS™XP= 8+80 YPu23.58 XVAN®]Q+44 YVAN®25:88 XSTRK™ 9+8a YSTRK®25:15 FACYOR® 3:.39 JSTHA® 1» XRER® 6432 YRER®21+33

GAMT(DEG)® 4706 ANGTCOEG)® 47443 STABAVE .503F 02 RAMAVE o133E=01 ZOAVE +171E701 DAV® 000U RABAVE .128F=02

Uvave 3:92 uBaY® 25000 YBAY® 24178 uvBav= 20957 EXAY(ZS)E «673F 00 EZAV(Zs)™ +416E 00

HEFURE ALTER™DX™ 12495 DXF= 38,85 DZ= 10-16 2ZPB= 5:08 FRAME LENGTHE® 7239.7a

AFTER ALTER=DX® 1389 DXE®™ 41267 07" 10«91 ZPE™ S48 FRAME LENGTH® 77684452

OPTIMAL STEPSIZES ™ 0X®134890 (2w104913 ws® 200702 ZSETTLES 229 00 [uPACT/ABS EZ® 368 (v

PHOCESS TIMES ™ PaD™ 13.53 poFm 28405 pps®™ 6490 PYRS®™ 105035  BEFQRE ADVECTION FICURS®0499985

ELAPSED TIMES ™ Eap™ 21430 gofF™ 43482 gps™ 1295 ETRS® 172033  A'TER ADVECTIUN PICUNSM™O+Y9659
0000600000000U0000G000U000000000000002556777T777B65888588899996880888887777668554321000000U000000000000000U00V0000VOLYVD
00000000000060000U000G0C00000000060U003567788BEA8B8099979998808A88884877777605%44320 ¢000000000LUY
VUN0O0LLAOYNONG0000C00U00000V00000001A67HABABAGAIBRABAEBBEBABABTTTT77 666553321 0 000000000V000UVO

OTCITIE 229419 TaCT®  3859.46 XTCENTROID® 3214 (BOUNOSte “52208% 261+4) DU/DZLZMPREVI®0+055 Zma 25:00_XH= 9:6] Yr=24+48

GRIU POSNS®xgm 946) YPm24488 xyaNmy1e63 yvaNez7.2) xSTRK®{0e44 ySTRK®25:83 FACTOR® 1470 JSTRKE Jo XKEK® 7455 YRE®22+62

GAMT(ULGI® 88419 ANGTC(DEG)® 4B8s1] STABAV® 548E 02 RAHAV® 2123E=01 20ay® ¢172E70) 0AV™ 0000 RABAV® «126f=02

UVAYE 3.94 ybabe z-oog VBAVE 24230 UYHAYE 24996 EXAV(ZE)® «733E 00 EZAVI(Zg)™ +4S3E 00

BEFOKE ALTER™pX® 13489 pagm 81.67 2= 1091 2PB= 5446 FRAME LENOTH® 7764457

AFTFR  ALTER®pX® 17466 pXrm 53057 pzm 16912 2PB= 8106 FRAME LENGTH= 9982.40

UPTIMAL STEPSIZES = DX®204491 pZ=16+116 ws™ 2200E=02 ZSETTLE® +458E 00 [uPACT/ABS EZ® 396 OU

PRUCESS TIMES * PAD® 12497 ppp® 26012 pps® 9167 pYRgm $7432 THLFURE ADVECTION FIGUNS®0199659

CLAPSED TIMES = Eap® 19430 EOFm a5:27 [95- 18567 gggi- 373'50 APTER ADVECTIUN PLCONS®O+99468
00000000000000000U0000U0000000000000003566677777T777775868088688880888A88877777776666554321000000000000000000000000000UVE
0000000000000006VLU00000000000000000004577777788888R8086P08ABR8888888477777776656554321 000000 vo
000000006 000000000600000002%56788880888828888888888888877777777666%554321000000060000 0000000000UVY

O7Cdrdm 229,19 TACTR 4088465 X=CenTruID® =347.6 (BoUNDSes =672420 33641) QU/DZ(ZHPREVIE®Q.053 ZMm 25,00 XHuig,.8q THE26425

GRID POSHS™XPu10+80 YPU26:25 xyAN®12+8)1 yvAN®=28.59 XSTRRT11+63 ySTRK®27 421 FACTOR® 1570 JSTRK® i+ XRER® B¢77 yREp=23+98

GAHT(UEL)™ AE«91 ANGT(DEG)™ 4b.83 STABAV® +600E 02 RAMAV®  2112E°D1 70ay® +174E~01 OAVE Q.UOU RABAVE ,12BF=(2

UVAYE 3095 aaVe 24000 VBaAVE 20287 VBAVE 32038 gxaV(ZS)® e8Q7E 00 £ZAV(Z$)™ +500£ 0O
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CHAPTER A2

GAUSSIAN PUFF MODEL.

A2.1 Introduction.

Consider an atmosphere in which velocity and
diffusivity are constant with height. An instantaneous
release under such conditions should result in a gaussian
distribution provided horizontal scales for variations in
velocity and diffusivity are much larger than the puff
dimensions. Though these assumptions are usually unreal-
istic, the attractive simplicity of the gaussian solutions
(1.40), (1.47) has led to their use in numerous dispersion
models. In the case of the dynamic puff model proposed
in chapter (2), the use of an analytically-derived formula
instead of the numerically-solved distribution would greatly
reduce computation. I[f such a model, using the same data-
base, consistently provides solutions of equivalent accuracy,
then it must be preferred to the complex numerical solution.
An important part of the present work thus concerns the

comparative effectiveness of a gaussian puff model.

A2.2 Theory.

The gaussian puff model (GPM) has been formulated by
replacing the numerically-solved puff in the dynamic puff

model (DPM) with a gaussian distribution. In its present



form the GPM excludes surface-absorption, washout and decay,
and certain assumptions have been made with regard to
surface reflection, sedimentation and the variation of
diffusivity along the puff trajectory.

In order to deal with the ground boundary, the usual
assumption of surface reflection is invoked. The effect
of sedimentation is then superimposed by allowing the
vertical scale to slide upwards according to the settling

velocity [figure (A2.1)].

fig.(A2.1) Approximation of sedimentation

At time t, the centroid of the objective puff will be found

at [X(t), Y(t), Z(t)], where

t
X(t) = x*~ + [t‘a[X(T),Y(T), zy,1]dt (A2.1)
t -
Y(t) = y~~ + J't‘V[X(T),Y(T),Z1,T]dT (A2.2)
Z(t) = z7° - ws.(t-t’) (A2.3)

It is understood here that release occurred at (x"7,y"",z27°7,
and that it has been chosen to follow the velocity-field at

some fixed "representative" height z,. The centroid of the
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image puff will be located at [X(t),Y(t).,Z(t)-2z ] . Then

for unit instantaneous release, equation (1.40) yields

C(x,y,z t) = ! exp'\: - | {(X_X(t))z
WY aZs 8[ﬁ(t-t')]§[kx(t)ky t)]% i(t-t- ]
+ __("{-Y_(t))_z}:k.{exp{—(z_z(tpz + exp (Z z +22 }
y(t) 4(t-t7)K, (t) 4(t-t~
(A2.4)

It is necessary to make some assumption about the
diffusivities ki(t) which best represent the puff at time
t. The procedure adopted is to use trajectory-mean values
at the specified height z,, for example

1 t

K (t) = — K_(X(t),Y(t),21,1)dT (A2.5)
20 (t-t7) Z

The values of u(x,y,z1,t), v(x,y,z1,t) and
Ki(x,y,zl,t) are provided by the same algorithms used in the
dynamic puff model [section (2.4.2)], using the same input
information [appendix (A1.4.2)]. Depending on the extent
of wind-shear, the choice of z, may have a critical effect
on the result. A typical value might be z;=10m, a height
frequently used for meteorological measurements.

The output modes included in the gaussian puff model
are the same dosage-history and concentration distribution,
though an additional option provides dosage-distributions
using a particle-in-cell (P.I.C.) "column" model [appendix
(A3)]. The concept of a region-of-interest follows that
in section (2.4.1.2), and interpolation of additional release-

times and trajectory-steps is again employed to reduce
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computation. Nevertheless, the GPM requires as much as
25% of the computer time used by the DPM, in the same

application.
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CHAPTER A3

VERTICAL COLUMN PARTICLE-IN-CELL MODEL

FOR DOSAGE DISTRIBUTIONS

In order to provide a series of dosage patterns for
specified dosage intervals it is necessary to accumulate
dosages in some eulerian grid—for example, a two-dimensional
Xy grid representing dosages at a specified height. Even
for the gaussian puff model, the task of computing dosage
contributions at each point in a grid of reasonable resolu-
tion would require an impractical amount of computation.

A typical dosage interval will include significant
time-variation in the wind-field, and the dosage may be
expected to represent contributions from a variety of puff-
trajectories. This "smoothing" effect suggests that the
inherent irregularities of a particle-in-cell method will
not manifest themselves in the final dosage-distribution.

In effect, horizontal diffusion is replaced with a “trajectory-
diffusion",

Consider that the instantaneous release is confined
to a semi-infinite vertical column with ground-level base

Ax. Ay [fig.(AB.])]. If Ax and Ay are reasonably small, the

horizontal distribution within the column should soon be
uniform, so that only the vertical distribution need be
solved for. Integration of equation (A2.4) throughout x-y

space, and then averaging over AxAy yields the concentration

at height z,



fig.(A3.1) Vertical column PIC model
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? <<:%::> trajecfory

where Z(t) and Kz(t) are again described by equations
(A2.3), (A2.5).

The column distribution is considered to be advected
in eulerian space as a lagrangian entity, so that at time t

it will be centred at (x,y)=[X(t),Y(t)], these coordinates

being described by equations (A2.1), (A2.2), using a




specified representative height z,. If the nearest grid-
point to [X(t),Y(t)] is [iax,jAy]. then the dosage for the

height of interest, z, viz. D..(z,t;,t;), is incremented

1]
by the amount C(z,t).Q(t’)AtRAt, provided t;<t<t,. In
this expression, Q(t) is the release rate at time t, AtR
is the release discretisation time-interval, and At is the
real-time trajectory step-size. As in the dynamic puff
model [chapter (2)], consideration is given to all release

times which affect the region of interest during the

specified dosage intervals.
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CHAPTER A4

METEQOROLQGY SUB-MODEL

Ad.1 Objectives.

The meteorology sub-model (MSM) serves a broad pur-
pose in the general preparation of input information for the
dispersion model [section (2.4.2)]. However, its basic
function is to convert raw measurement data into discretised

forms of the variables:

UZG(x,y,t) x velocity component at height ze

VZG(x,y,t) y velocity component at height e

L™ (x,y,t) inverse Monin-Obukhov stability

length
5£G(x,y,t) potential temperature gradient 26/5z 76
Zo(x,y) roughness length
d(x,y) zero-plane displacement
wd(x,y) deposition velocity representing

ground absorption

The procedures which are available for preparation of this

information are outlined below.
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A4.2 Input-output modes.

The constant parameters z,, d and w, are presented
as a series of point-measurements at (Xi’yi)’ i=1,n.

Values are then interpolated to fill three x-y storage grids
which cover the entire region of interest. Interpolation
is based on the inverse square method [equation (1.35)].

The variation of z, over non-homogeneous terrain tends to

be Tog-Tinear with respect to distance, so that it is inter-
polated as its logarithm.

It should be clear that storage of the time-variant
information UZG’ VZG’ L™! and éiG as a series of xy grids
representing different times would reduce access time.
However, this imposes serious resolution limitations, so
that two options have been made available.

(1) Aijt grid storage: MSM input information is

specified either by the Mesoscale Wind-field
Model [Scholtz and Brouckaert (1976)], or at
discrete points for interpolation onto the
grid, or by combinations of both these methods.

(i1) Discrete point time-histories: MSM input
information is necessarily presented as discrete
point time-histories of the raw meteorological
data.
Whereas output information is fixed as either

representation of U )

76> V7g» L71 and eiG, the input informa-

tion may have several forms. If velocity data are provided

by the wind-field model, it is necessary to supplement this



fig.(A4.1) Origin of meteorological measurements

inversion level
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= {z)dz
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direction Bp7
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!

table (A4.1)

Parameter conversions.

s

PROCEDURE

AVATLABLE

PREDICTED

Uav’vav

u*,eAZ,L,zo,d,zG

SW(ZZ)’T(ZZ)’SAZ’T(ZI),209d
$(22)5T(22) 584745, (21),T(21 ), d
,HI,T(ZZ)aT(Zl)aZOad

u*9eAzaL9209d E$

—1 -
UZG’VZG’L »29,d,0

u*,eAZ,L,ZO ,d [:=> u

u*’eAZ9|—’ZO 9d [$ u

-

76°%g
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information with specified stability data (L™', éié).
However, the general problem involves determination of the
profile parameters at specific points (meteorological masts)
based on measurement, followed by interpolation for the

form (i), or direct representation as (ii).

Figure (A4.1) is a schematic representation of the
allowed sources of measurement, whilst table (A4.1) details
the procedures which are incorporated in the MSM, based on
equations (1.29), (1.30), (2.70). Where velocity measure-
ments are available at two heights, procedure (2) may be
used to evaluate z,. In conjunction with available
roughness-length information [section (1.2.2)] these values
are used to estimate z, elsewhere, so that procedure (1) may
be applied where necessary. Procedure (3) is used when
data are supplied in this form by the mesoscale wind-field
model. Procedure (4) converts the output of (1), (2) or
(3) to the standard input format for the dispersion model,
and the reverse procedure is used in that model to establish

the basic profile parameters.
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A4 .3 Estimation of friction velocity and stability length.

A4.3.1 Available measurements include Sw(zm),T(zz),T(zl),zo.

Using equations (1.21), (1.22) define the integrals

g C2

m
¢ (2) ¢1(z)
- m =
Fm(§m9§0) - C d;: FT(EZagl) C dg
Ca C1
such that
R, ), Bz - Bz -
S(Z)=—F(—,——), 6(22 - 62, =9*F —_y, —
L S T "L
(A4.1)
Equations (1.20) and (1.22) give
] Toug To S3lz,)  [Fr(g2 » D)
) T T - ) z z
kzge* 9[6(22)'6(21)] F;](__m > __0_) (A42)
L L

The value of L is determined by solution of equation (A4.2)
using a Newton iteration. The friction velocity u, then
follows from equation (A4.1). The potential temperatures
5(22), é(zl) are evaluated from T(z,), T(z,) by assuming
a dry adiabatic lapse rate, T = 0,00986°K m~*, in equation
(1.8).

The forms of ¢m’ 1 used are those proposed by Dyer
(1974) [(1.29), (1.30)], with extensions to strong stability

after Webb (1969) (2.70). These flux relations lead to the
profiles (2.72) and (2.73).
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A4.3.2 Available measurements include SaV,HI,T(zz),T(zl),z0

Following from equation (1.21) define the integral

-

Ly (&
( j 1 ¢m(c) d.d.-
G (g,s80) = —— c
e (£,-o) ¢ °
Lo Lo
Hp 2o . b
so that Sav © (u*/k)Gm(f_ , f_)' Replacing Fm wit o i

section (A4.3.1), an identical development leads to solutions

for L, u,.

A4.3.3 Some typical results.

The dependence of predicted velocity and diffusivity
profiles (2.72) and (2.73) on temperature measurements at
two heights, and a single velocity measurement, is best
illustrated by an example. Assume that it has been possible
to estimate za, and that the measurements T(z,), T(z2),

S (z

w( m) are available, with d=0. Consider z; =2 m, z2 = 12 m,

z, = 10 m, and the lower temperature fixed at T(2m) = 10°C.
Then table (A4.2) presents the estimated values of u,, L
which would be required to give a common velocity
Sw(10m) = 4,0 m s,

The plot number in table (A4.2) refers to the
corresponding velocity or mass-diffusivity profile in fig.
(R4.2). Note that T(12m)-T(2m)=-0,12 will be close to

the neutral (adiabatic) temperature profile. The region

of the atmosphere which is affected by appreciable shear



fig.(A&4.2) Velocity and mass - diffusivity profiles
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affer Oyer (1974) [equations (2.72),(2.73}1]
=
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table (A4.2) Estimated u,, L as a function of temperature gradient

and roughness Tength.

FT(zz)-T(zl) 27,0°C | T(z5)-T(z1) =-0,1°C | T(z5)-T(z1) = +3,0°C

T
Plot u*[ms’ﬂ\ L[m]  Plot| uy[ms™J L[m] |Plot

T

Uy [ms™T| L m]

z,=0,001m | 0,2082 -3,442| 1 | 0,1763 |-6979,5| 2 |0,0842 |4,212}| 3

z,=0,25m 0,4768 | -54,63| 4 | 0,4234 |-45213,| 5 |0,2337 16,33 | 6

z,=1,0m 0,7312 |-163,8| 7 | 0,6776 © 8 10,4490 |38,41| 9

is seen to increase both with z, and with increasing stability

(higher temperature gradients). The slope discontinuities in
stable diffusivity profiles 3, 6 and 9 are due to the exten-
sion for strong stability (z>L,L>0) following Webb (1970).

Ad.4 Surface roughness categories for the Richards Bay area.

In order to define the surface-roughness distribution
for the Richards Bay area during June and July, 1976, rough-
ness lengths z, were specified at 152 locations in the region
in such a way as to define the major surface features.

Values of z, were drawn from 17 categories based on equation
(1.17) due to Lettau (1969), the tabulated results of
Priestley (1959), Sutton (1953) and Sheppard (1947) [table
(1.1)], and on values calculated from velocity and tempera-
ture profile measurements [table (4.1)]. Estimates of z,4

for cultivated forests, coastal bush, and industrial and
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suburban buildings were based on measurements made by
Leonard and Federer (1973} [section (1.2.2)] and on data
presented by Davenport (1965). No recognition was given
to the boundary-layer effect at a roughness change
[Panofsky and Townsend (1964)]. Instead it was assumed
that the inverse-square interpolated variations of z, were
smooth enough for the effect not to be significant. More-
over, non-homogeneous terrain has already been approximated
using equation (1.17) due to Lettau (1969). The 17

selected roughness categories are presented in table (A4.3).

table (A4.3) Estimated roughness length categories

for Richards Bay.

CAT. DESCRIPTION z,[m]

1 dense forest plantation 0,7

2 suburban houses and trees 0,5

3 coastal bush (dense) 1,0

4 industrial buildings 1,2

5 sparser forest 0,4

6 stands of trees with ~50% open grass 0,2

7 scattered trees/bushes, vlei 0,2

8 grass and scrub (scattered) 0,15

9 sugar cane (cultivated) 0,15
10 coastal bush with ~50% open grass 0,2

11 viei 0,12
12 sparse grass ~0,3 m on flat sand 0,02
13 open grassland (~0,35 m) 0,05
14 sparse sugar-cane (~1,5 m) on flat sand 0,20
15 open sea 0,001
16 bay, lakes 0,00001
17 flat sand and water 0,0001
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NOMENCLATURE.

(* : concentrations may also be expressed in terms of

numbers of particles).

UNITS (S.I.)

A - area of ground occupied by each

roughness element m?
Ai - projected area of a single roughness

elTement on which the wind is incident m?
Aijt - array containing properties stored as a

3-dimensional grid (x-y-t)
Ap - projected plan area of a single roughness

element m?
AT - temperature anomaly coefficient for

induced vertical velocity ms~! K7!
Cp - heat capacity at constant pressure J kg=* k!
c, - heat capacity at constant volume J kg™t K™!
C - concentration of emitted material in

the air | kg m™3 *
CA - proportionality constant for area-

source cell concentration estimates
Cc - gas-phase equilibrium concentration kg m™3 *
Em - measured concentration of material in

the air expressed as a time-average kg m™3 *
Cn - nth moment of the concentration

distribution in the y-direction kg m"2 "
Ep - predicted concentration of materjal in

the air expressed as a time-average kg m™2 #*
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SZ

<

-+ =+ ™ O

w2

Sutton diffusion parameter for the

horizontal spread in a plume

Sutton diffusion parameter for the

vertical spread in a plume

profile zero-plane displacement due to

surface features
effective Stokes
particle

2
dosage Cdt
th

diameter of airborne

molecular diffusivity

parabolic cylinder function of order n

expectation (average)

primitive j@m(z/L)/ihz

Coriolis parameter, 20sin(Aa), A latitude,

Q angular velocity of rotation of the

earth

conversion factor to published

concentration units

concentration adjustment factor for

losses due to reaction and ground

absorption

(g1, 92, g3), (0,0,9) gravitational

acceleration vector

Green's function for the concentration

distribution in the eulerijan frame

Green's function for the concentration

distribution in the lagrangian frame, as

transformed by T

P

n/2

n/2

various
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height of ground surface above a
horizontal datum

average height of roughness elements
height of an impervious boundary

height of an impervious inversion layer
asymptotic plume rise due to buoyancy
Karman constant

first-order rate constant

katabatic flow constant

combined mean first-order rate-constant
ky + A

thermal conductivity

fluid eddy diffusivity for mass

overall mass-transfer coefficient based
on the gas phase

horizontal eddy diffusivity for mass
virtual (long-period) mass eddy
diffusivity in direction Xy

vertical eddy diffusivity for
horizontal momentum

mass eddy diffusivity for particulate
material

vertical eddy diffusivity for heat
vertical eddy diffusivity for water-
vapour

mass eddy diffusivity in direction «x
mass eddy diffusivity in direction y

mass eddy diffusivity in direction z

J/9

m? s~1

m? s-!



iA

Monin-Obukhov stability length
[equation (1.20)]

lagrangian length-scale for atmospheric
turbulence

eulerian length-scale for atmospheric
turbulence

particle mass

y-centroid of distribution

Sutton turbulence parameter

number of advection sub-steps for each
solution time-step At

number of particles

pressure

pressure deviation from equilibrium value
pressure at ground-level

mean value of property Pj (e.qg. Pj=L'1)
during solution time-step at.

vertical heat flux [equation (1.19)]
source emission rate

distance to point k

rate of change of concentration due to
reaction, absorption

overall first-order rate constant for
lagrangian frame

eulerian velocity auto-correlation

gradient Richardson Number based on finite

differences

Pa

Pa
Pa

various

W m 2

kg s'l*

m
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lagrangian velocity auto-correlation
rate of change of concentration due to
washout

rate of change of concentration due to
source distribution

horizontal wind-speed /U2+V?

time (real-time)

real-time step length (finite difference
in numerical solution)

emission-time

centroid-time in observed eulerian
concentration history

length of time-averaging period
discretisation interval for emission time
absolute temperature

temperature deviation from equilibrium value
absolute temperature at ground-Tlevel
coordinate transformation to Tagrangian
frame, defined in section (2.2.2)

ground surface-temperature

u+u” velocity component in x-direction,
sum of mean and turbulent components
(uy,uz,us), (u,v,w) velocity vector
friction velocity /r,/p,

velocity of an airborne particle

(U,V) mean horizontal velocity vector

x-direction velocity component for centroid

at prescribed height
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internal energy per unit mass

geostrophic wind component in x-direction

x-direction velocity component at height
e

v+v” velocity component in y-direction,
sum of mean and turbulent components
y-direction velocity component for
centroid at prescribed height
y-direction velocity component at

height za
w+w” velocity component in z-direction,
sum of mean and turbulent components
effective deposition velocity due to
ground-absorption based on ground-level
concentration

sedimentation velocity (terminal

velocity of heavy particles)

Cartesian spatial coordinate (horizontal)
finite spatial stepsize in x-direction
value of x-coordinate at point-source
position

(XysX,sX3)s (X,y,2z) position vector
x-coordinate of an ambient particle which
is transported in the mean wind-field
x-coordinate of a particle (or centroid)
which is transported in the mean wind-field
(X15X,5X3), (X,Y,Z) position vector for a

particle transported in the mean wind-field
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y - Cartesian spatial coordinate (horizontal)

Ay - finite spatial stepsize in y-direction

y©~© - value of y-coordinate at point-source
position

Y, - y-coordinate of an ambient particle which

is transported in the mean wind-field
Y - y-coordinate of a particle (or centroid)

which is transported in the mean wind-

field

z - Cartesian spatial coordinate (vertical)

2”7 - value of z-coordinate at point-source
position

Zy - surface roughness-length [sections (1.2.1),
(1.2.2)]

Ze - height of point-source above ground-level

Zy - optimum tracking height for simulating
the advection of the puff centroid

Zt - fixed height at which it is desired to

follow puff centroid

GREEK LETTERS:

a - dimensionless velocity gradient for linear

velocity profile [section (3.1)]

Y - Cpley
Y1 - skewness [section (3.2)]
r - adiabatic lapse rate

5 - Dirac delta: &§(t)=0, t#0; Ja(t)dt =

-0

m

K m-1
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Kronecker delta: Gik =0, ik, 8§..=1
wind-field divergence, v.u S
distance between fluid particle and

solid particle m
basic finite time stepsize for DPM

numerical solution [section (2.4.3)] s
z/L dimensionless heﬁght

zo/L dimensionless roughness-length

Cartesian spatial coordinate (hokizonta])

in lagrangian frame m

6 + 6”7 potential temperature, sum of mean

and turbulent components [section (1.2.1)] K
-aa/(pcpku*) scaling temperature K
azimuthal wind direction (heading) radians

[ J xmynCdxdy horizontal moments of

J- o0

puff distribution kg mmtn- 1
aé/az\ potential temperature gradient

26 at height z, K m=1
washout coefficient s™!
washout coefficient for reversible
absorption s™1
viscosity kg m~1 g-1!
viscosity of air kg m™! s-1
Cartesian spatial coordinate (horizontal)
in Tagrangian frame m
density of air kg m™3

air density deviation from equilibrium

value kg m~3
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0o - density of air at ground-level kg m™3
o - particle density kg m™?
Gp7 - standard deviation of azimuthal wind

direction radians
o - standard deviation of distribution in

x-direction m
oy - standard deviation of distribution in

y-direction m
a, - standard deviation of distribution in

z-direction m
T - time S
To - Shear stress at ground-level Nm~?2
T¢ - eulerian time-scale S
T, - lagrangian time-scale S
) - flow potential m2 s-1
dm - %f(%%) dimensionless wind shear
b1 - %:(%g) dimensianless temperature gradient

kz aCw . .
Py - ﬁ:(_ﬁf) dimensionTess water-vapour

concentration gradient

® - rate of generation of heat by sources in

the fluid W m?
U - rate of generation of heat by viscous

dissipation W om™?
ABBREVIATIONS:
ADI - Alternating Direction Implicit
B5700 - Burroughs B5700 DCMCP mark XVI.0.08 and

intrinsics mark XVI.O.

05 Computer



CDC1700

DPM
FP
GPM

IBM360/155 -

ID
MSM
PIC
RHS
RMS
SAST
TLV
USRC

uv
VHF
W/F

Control Data Corporation CDC1700 process
control Computer

Dynamic Puff Model [chapter (2)]
Fluorescent Particle

Gaussian Puff Model [appendix (A2)]
International Business Machines series
IBM360/155 Computer

Internal Diameter

Meteorology Sub-Model [appendix (A4)]

Particle-In-Cell [PIC Model: appendix (A3)]

Right-Hand-Side

Root Mean Square

South African Standard Time (30°E)
Threshold Limit Value

United States Radium Corporation

(P.0. Box 409, Hackettstown, N.J. 07840, U.S.A.)

Ultra-Violet

Very High Frequency
Wind-Field
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