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Preface
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These studies represent original work by the author and have not otherwise been
submitted in any form for any degree or diploma to any tertiary institution. Where
use has been made of the work of others it is duly acknowledged in the text.
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Abstract

According to the needs, real systems can be modeled at various level of resolution.
It can be detailed interactions at the individual level (or at microscopic level) or a
sample of the system (or at mesoscopic level) and also by averaging over mesoscopic
(structural) states; that is, at the level of interactions between subsystems of the original
system (or at macroscopic level).

With the microscopic study one can get a detailed information of the interaction but
at a cost of heavy computational work. Also sometimes such a detailed information is
redundant. On the other hand, macroscopic analysis, computationally less involved
and easy to verify by experiments. But the results obtained may be too crude for some
applications.

Thus, the mesoscopic level of analysis has been quite popular in recent years for
studying real systems. Here we will focus on structured population models where
we can observe various level of organization such as individual, a group of popula-
tion, or a community. Due to fast movement of the individual compare of the other
demographic processes (like death and birth), the problem is multiple-scale.

There are various methods to handle multiple-scale problem. In this work we will
follow asymptotic analysis ( or more precisely compressed Chapman–Enskog method)
to approximate the microscopic model by the averaged one at a given level of accuracy.

We also generalize our model by introducing reducible migration structure. Along
with this, considering age dependency of the migration rates and the mortality rates,
the thesis offers improvement of the existing literature.
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CHAPTER 1

Introduction

The history of mathematical studies of population modeling is quite long. In 1798,
Malthus [41] proposed a model of population dynamics, and a more realistic model
of population growth was proposed by Verhulst [61] in 1838. The models of Malthus
and Verhulst are examples of continuous or deterministic population models. For
many populations, consideration of the age distribution within the population leads
to a more realistic and useful mathematical model. One of the crucial steps in this
line is by Sharpe and Lotka [57] in 1911 and McKendrick [43] in 1926. With time
many more models came and things were getting more and more challenging due
to the complicated structures of the models. It is therefore important to investigate
systematic simplification methods for this class of models. One would like to elucidate
under which conditions the general problem can be simplified in such a way that the
essential information one would like to obtain from the model is not lost.

Here, we are interested in three natural phenomena related to population. Namely,
birth, death and migration of the population from one place to another. The model
we are going to investigate was proposed in [5], where the model was considered for
fish population. The special feature about this model is that it is a singularly perturbed
(which reflects different time scales) initial boundary valued problem of resonance type.

The idea of the time scale argument is that when one time-scale is very fast, as
compared to the other time-scale inherent in the system, one assumes that the process
on the fast time-scale is actually in equilibrium at all time (however, this equilibrium
changes slowly as the slower process change in time). This then leads to a system
of differential equations of lower dimension, capturing the essentials of the original
bigger system. The equilibrium assumption is usually called the quasi-steady-state
hypothesis. The mathematical counterpart of this intuitive notion starts by scaling
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CHAPTER 1. INTRODUCTION 3

the original system of differential equations in such a way that it can be rewritten as a
singular perturbation problem.

In order to start our discussion, we are going to set up an adequate work frame.
We consider two equations:

equation A0 : L0u = f0

equation Aε : L0u + εL1u = f0 + ε f1

Here L0 and L1 are given operators, f0 and f1 are known functions, ε is a small scalar
parameter ( we will consider ε > 0), u is the unknown function of the independent
variable t. Equation A0 might be a simplified model of some process and then equation
Aε corresponds to the extended model. The terms εL1u and ε f1 represent perturbations.
If A0 and Aε are differential equations, we must add necessary initial (and/or boundary)
conditions. These conditions might also contain a small parameter ε. We denote the
solution of A0 by u0(t) and the solution of Aε by uε(t) for t ∈ D, where D is some
domain. The main question of perturbation theory might be posed as follows:
does the difference uε(t) − u0(t) approach zero (in some norm space) as ε → 0 ? The
answer to this question depends also on the choice of the norm.

The problem Aε is called regularly perturbed in a domain D if there exists a solution
u0(t) of the problem A0 such that

sup
D
‖uε(t) − u0(t)‖ → 0 when ε→ 0.

Otherwise, Aε is said to be singularly perturbed with respect to the same norm. It
follows from the definition that for a singularly perturbed problem Aε, u0(t) will not
be close to uε for all small ε at least in some part of domain D.

Consider a function Uε(t) defined in a sub domain D1 of D. The function Uε(t) is
called an asymptotic approximation of the solution uε with respect to the parameter ε in
the sub domain D1 if

‖uε(t) −Uε(t)‖ −→ 0 as ε→ 0.

Moreover, if ‖uε(t) −Uε(t)‖ = O(εk) for all t ∈ D1 then we say that Uε(t) is the asymptotic
approximation of uε(t) in D1 to within accuracy of the order εk.

On domain D, the function Uε may fail to satisfy the condition ‖uε(t)−Uε(t)‖ = O(εk).
The reason is the existence of the initial layer in the vicinity of t = 0 and/or boundary
layer for a boundary value problem, extending over the interval of the order ε. To
handle this, we introduce a new time variable τ = t/ε and we do series expansion
similar as before. For linear problems, the new solution becomes the sum of the original
approximate solution and this initial layer. For an initial boundary value problem, we
also add the corresponding boundary layer correction. Among different methods, in
our work we follow the compressed method which is a modified Chapman–Enskog
method. For details about this method, we refer to [11].
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1.1 Outline of the Thesis

The aim of this thesis is to do a rigorous error analysis needed due to approximation
of a mesoscopic age and space structured population model to the corresponding
aggregated one using asymptotic method. We also consider a model with reducible
mixing structure which is an improvement, from analysis point of view, of the existing
literature.

In Chapter 2, we present a brief summary of the necessary mathematical tools
that we use. Starting from vector spaces and matrices with non-negative elements, we
give an outline of calculus on Banach spaces and the necessary properties of C0 type
semigroups of linear operators. We also include a short section on the well-posedness
problem of evolution type equations.

Chapter 3 is a short overview of deterministic population models. Starting with
continuous-time model of Sharpe and Lotka, we talk next about its limitations and
development of McKendrick–Von Foerster Model. Here we find the integral solution
of this model using the method of characteristics. Specifically we look on the properties
of the characteristic equation. For long time behaviour of this model, several methods
have been used. Among these, we refer to [65] for semigroup theoretic approach. We
finish this chapter with the concept of the multiregional demography, which is one of
our main subsequent matter of study.

We introduce our main model in Chapter 4, it is basically a singularly perturbed
initial boundary valued vector equation of resonance type. Using Perron–Frobenius
Theorem, we show that the irreducible migration matrix C(a) with Kolmogorov type
has zero as a dominant eigenvalue and rest of the eigenvalues have negative real parts.
Following [28], next we shall prove the well-posedness of the model, i.e., the existence
of a C0-semigroup {T(t)}t≥0 generated byS−M(a) + 1

εC(a) using Hille-Yosida theorem.
We also analyze further spectral properties of this C0- semigroup. Along with this, we
give an estimate of the norm of {T(t)}t≥0.

In Chapter 5, we first approximate our perturbed model and then we derive
formulae for the asymptotic expansion. We project the system of equations into the
subspace generated by the eigenvector corresponding to the zero eigenvalue of C(a),
usually called the ‘hydrodynamic space’ and to the complementary subspace, called
the ‘kinetic space’. We first do bulk part approximation which however is not sufficient
to handle initial condition and hence we proceed towards initial layer correction by
blowing the time parameter. This introduces some problematic terms on the boundary.
To get rid of this problematic terms, we similarly do boundary layer corrections. Both
of these necessitate corner layer corrections. We postpone the detail error analysis
until Chapter 7, where we do it with integral formulation.

We generalize the perturbed model in different directions in Chapter 6. First
we take full mortality and birth matrix and show that we obtain a similar system to
that found at the beginning of Chapter 5. Later, we consider a reducible migration
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matrix along with general mortality and birth matrices. We construct proper bases for
defining projection operators. After stating necessary hypotheses, we prove necessary
lifting theorems required for the error analysis. Next we do formal asymptotic expan-
sions, similar to Chapter 5. We point out the limitations of the differential equation
presentations of the error equations and do integral formulation of the problem in
Chapter 7.

Chapter 7 deals with the integral formulation of the perturbed model and its
asymptotic analysis in integral form. This way we need less assumptions on the
model and also overcome some of the technical difficulties.

With an illustrative example, in Chapter 8, we demonstrate the application of our
compressed Enskog–Chapman method. We take a reducible migration matrix with
some simple numerical values and construct bases for the null space and the adjoint
null space of the migration matrix. We do formal asymptotic expansion and work out
the error analysis including all the layer corrections.

In Chapter 9 we summarize the results obtained in Chapters 5, 6 and 7. We discuss
further possibilities of generalizations of the model and compare our work with the
existing literature.



CHAPTER 2

Mathematical Framework

In this chapter we discuss the standard properties of linear algebra, normed vector
spaces and operator semigroups. In the text, we give precisely those results which
are necessary for our subsequent work. To incorporate all the theory in detail in the
text would be extremely oppressive and would obscure the principal lines of thought
inherent in the basic aspects of the subject. We refer to [45], [34], [29], [35], [20] and
[21] for detailed study.

2.1 Eigenvalues and Eigenvectors

For an n × n matrix A, scalars λ and vectors x , 0 satisfying Ax = λx are called
eigenvalues and right eigenvectors of A, respectively. The set of distinct eigenvalues,
denoted by σ(A), is called the spectrum of A.

• λ ∈ σ(A) if and only if A − λI is singular if and only if det(A − λI) = 0.

• {x , 0 : x ∈ N(A − λI)} is the set of all eigenvectors associated with λ, where
N(A − λI) := {x : (A − λI)x = 0}. N(A − λI) is called an eigenspace for A.

• Non-zero row vectors y∗ such that y∗(A− λI) = 0 are called left eigenvectors for A.

• det(A − λI) is called the characteristic polynomial for A and det(A − λI) = 0 is the
corresponding characteristic equation for A.

6
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• Let us consider a vector v with n components, namely (v1, . . . , vn). Then v ≥ 0
means each of v1, . . . , vn is non-negative and at least one of these is non-zero.

Let λ ∈ σ(A). The algebraic multiplicity of λ is the number of times it is repeated as
a root of the characteristic polynomial. When al1multA(λ) = 1, λ is called a simple
eigenvalue. The geometric multiplicity of λ is dim N(A − λI). Eigenvalues such that
al1multA(λ) = 1eomultA(λ) are called semisimple eigenvalues of A.

For every singular matrix An×n, there exists a positive integer k such that range of Ak,
R(Ak) and N(Ak) are complementary subspaces; that is,

Rn = R(Ak) ⊕N(Ak). (2.1)

The smallest positive k for which (2.1) holds is called the index of A. For nonsingular
matrices we define index(A) = 0.

Jordan Form

Following [45], for every A ∈ Cn×n with distinct eigenvalues σ(A) = {λ1, . . . , λn},
there is a non-singular matrix P such that

P−1AP := J :=


J(λ1) 0 · · · 0

0 J(λ2) · · · 0
...

...
. . .

...
0 0 · · · J(λs)


J has one Jordan segment J(λ j) for each eigenvalue λ j ∈ σ(A). Each segment J(λ j) is
made up of t j = dim N(A − λ jI) Jordan blocks J∗(λ j) as described below.

J(λ j) :=


J1(λ j) 0 · · · 0

0 J2(λ j) · · · 0
...

...
. . .

...
0 0 · · · Jt j(λ j)

 with J∗(λ j) :=


λ j 1

. . . . . .
. . . 1

λ j

 .
The largest Jordan block in J(λ j) is k j × k j, where k j = index(λ j). The number of i × i
Jordan blocks in J(λ j) is given by

ν j(λ j) = ri−1(λ j) − 2ri(λ j) + ri+1(λ j) with ri(λ j) = rank((A − λ jI)i).

The matrix J is called the Jordan form for A. The structure of this form is unique in the
sense that the number of Jordan segments in J as well as the number of sizes of the
Jordan blocks in each segment is uniquely determined by the entries in A.
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2.2 Matrices with Non-negative Elements

Definition 2.1 [24, p. 50], We will call a matrix A with real elements

A = [aik] (1 ≤ i ≤ m; 1 ≤ k ≤ n)

non-negative A ≥ 0 or positive A > 0, if all the elements of the matrix A are non-negative
(respectively positive): aik ≥ 0 (respectively > 0).

Definition 2.2 [24, p. 50] The matrix A = [aik]1≤ i, k≤n is called reducible, if there is a
permutation of the indices which reduces it to the form

Ã :=
[
B 0
C D

]
,

where B and D are square matrices. Otherwise the matrix A is called irreducible.

Theorem 2.3 (Frobenius) An irreducible non-negative matrix A = [aik]1≤ i, k≤n always has
a positive simple eigenvalue λ (also known as dominant eigenvalue, Perron root or Frobenius
root). The moduli of all the other eigenvalues are at most λ. There is an eigenvector x with
positive coordinates that corresponds to λ.

Proof. See [24, p. 53]. �

Corollary 2.4 The irreducible matrix A ≥ 0 cannot have two linearly independent non-
negative eigenvectors corresponding to the dominant eigenvalue λ.

Proof. See [24, p. 63]. �

The spectral properties of irreducible non-negative matrices described in previous
theorem are not valid for reducible matrices. For an arbitrary non-negative matrix
A = [aik]1≤i, k≤n we have the following theorem:

Theorem 2.5 A non-negative matrix A = [aik]1≤i, k≤n always has a non-negative eigenvalue
λ such that no eigenvalue of the matrix A has modulus exceeding λ. To this “dominant”
eigenvalue λ there corresponds a non-negative eigenvector y:

Ay = λy (y ≥ 0, y , 0).

Proof. See [24, p. 66]. �
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2.3 Normed Vector Spaces

A vector space X is a set of elements, called vectors, u, v, . . ., for which linear
operations (addition u + v of two vectors and multiplication αu of a vector u by a
scalar α) are defined and obey the usual rules of such operations. For the rest of
the work, scalars are assumed to be the set of complex numbers C unless otherwise
stated. Vectors u1,u2, . . . ,un are said to be linearly independent if their linear combination
α1u1+. . .+αnun = 0 if and only ifα1 = . . . = αn = 0; otherwise they are linearly dependent.
The dimension of X, denoted by dimX, is the largest number of linearly vectors that
exist in X. A subset M of X is a subspace if M is itself a vector space under the same
linear operations as in X. Let X be an n-dimensional vector space and let x1, . . . , xn be
a family of n linearly independent vectors. Then their span coincides with X and each
u ∈ X can be expanded in the form

u =

n∑
i=1

αixi

in a unique way. The family {xi} is called a basis of X.

A normed vector space (over C) is a vector space X together with a function on X
denoted by x 7−→ ‖x‖ (real valued) such that:

1. We have ‖x‖ ≥ 0 and ‖x‖ = 0 if and only if x = 0.

2. If α ∈ C and x ∈ X, then ‖αx‖ = |α| ‖x‖.

3. If x, y ∈ X, then
∥∥∥x + y

∥∥∥ ≤ ‖x‖ +
∥∥∥y

∥∥∥.

Let {xn} be a sequence in a normed vector space X. This sequence is said to be
Cauchy if given any ε (always assumed > 0) there exists N such that for all m,n ≥ N
we have

‖xm − xn‖ < ε.

This sequence is said to converge to an element x if given ε, there exists N such that for
all n > N we have

‖x − xn‖ < ε.

Let S be a set. A map f : S→ F of S into a normed vector space F said to be bounded if
there exists a number C > 0 such that ‖ f (x)‖ ≤ C for all x ∈ S. If f is bounded, define∥∥∥ f

∥∥∥
S

:= sup
x∈S

∥∥∥ f (x)
∥∥∥ ,

sup meaning the least upper bound.

Let E be the space of continuous X-valued functions on [0, 1]. For f ∈ E define∥∥∥ f
∥∥∥

L1 :=
∫ 1

0

∥∥∥ f (x)
∥∥∥ dx.
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Then ‖ · ‖L1 is a norm on E, called the L1-norm. This norm will be one of the major
objects in our subsequent work. A normed vector space X is said to be complete (or
Banach space) if every Cauchy sequence converges, i.e. has a limit in X. A continuous
(bounded) linear map between Banach spaces is called an operator. From now on by a
space we will mean a Banach space unless otherwise stated.

A complex-valued function f (u) defined on a space X is called a anti-linear form if

f (αu + βv) = ᾱ f (u) + β̄ f (v)

where ᾱ denotes the complex conjugate of α. The set of all semilinear forms on
X becomes a vector space, called the adjoint space of X and denoted by X∗. It is
convenient to treat X∗ on the same level as X. To this end we write f (u) = ( f ,u).

Let {x j} be a basis of X (N-dimensional space). As in the case of linear forms, for
each scalar αk there is an f ∈ X∗ such that ( f , xk) = αk. In particular, it follows that for
each j, there exists a unique e j ∈ X∗ such that

(e j, xk) = δ jk , j, k = 1, . . . ,N.

Each f ∈ X∗ can be expressed in a unique way as a linear combination of the e j,
according to

f =
∑

j

α j e j , where α j = ( f , x j).

Thus the N vectors e j form a basis of X∗, called the basis adjoint to the basis {x j} of X.
For each u ∈ X we have

u =
∑

j

ξ j x j where ξ j = (e j,u).

It follows that
( f ,u) =

∑
j

α j ξ̄ j =
∑

( f , x j) (e j,u).

2.4 Projections

Let M,N be two complementary linear subspaces of X, i.e.,

X = M ⊕N.

Thus each u ∈ X can be uniquely expressed in the form u = u′ + u′′ with u′ ∈ M and
u′′ ∈ N. If we set u′ =: Pu, it follows that P is a linear operator on X. P is called the
projection operator ( or simply the projection) on M along N. (I − P) is the projection on
N along M. The following result will be used in our later chapters.

Theorem 2.6 [29, Problem 3.20] Let v , 0 and v ∈ X (where X is finite dimensional) and
f ∈ X∗ be given. Then operator P defined by Pu := (u, f ) v for all u ∈ X is a projection if
and only if (v, f ) = 1. In this case PX is the one-dimensional subspace [v] spanned by v, and
(I − P) is the closed linear subspace of X consisting of all u with (u, f ) = 0.
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2.5 Calculus in a Banach Space

2.5.1 Integration in One Variable

Following [34], let [a, b] be a closed interval and E a Banach space. By a step map
f : [a, b]→ E we mean a map for which there exists a partition

P : a = a0 ≤ a1 ≤ . . . ≤ an = b

and elements v1, . . . , vn ∈ E such that if ai < t < ai+1, then f (t) = vi. We then say that
f is a step map with respect to P. The step maps form a subspace of the space of all
bounded maps, and we deal with the L1-norm on this space.

We define the integral of a step map f with respect to a partition P by

IP( f ) :=
n∑

i=1

(ai − ai−1)vi.

This is in fact independent of P and we write simply I( f ). It is then easily seen that I is
linear and that |I( f )| ≤ (b− a)‖ f ‖, so I is continuous, with bound b− a. We can therefore
extend I to the closure of the space of step maps by the linear extension theorem. If f
lies in this closure, we denote I( f ) by ∫ b

a
f

and call it the integral.

2.5.2 The Derivative as a Linear Map

Let U be an open set in a Banach space E and let x ∈ U. Let f : U→ F be a map to
a Banach space F. We shall say f is differentiable at x if there exists a continuous linear
map λ : E→ F and a map ψ defined for all sufficiently small h in E, with values in F,
such that

lim
h→0

ψ(h) = 0,

and such that
f (x + h) = f (x) + λ(h) + |h|ψ(h).

If f is differentiable at every point x of U then we say that f is differentiable on U. In
that case, the derivative f ′ is the map

D f := f ′ : U→ L(E,F)

from U into the space of continuous linear maps L(E,F) assigning to each x ∈ U, the
linear map f ′(x) = λ ∈ L(E,F). If f ′ is continuous, we say that f is of class C1. Since f ′

maps U into the Banach space L(E,F), we can define inductively f to be of class Cp if
all derivatives Dk f exist and are continuous for 1 ≤ k ≤ p.
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2.5.3 Properties of the Derivative

Theorem 2.7 Let E, F be Banach spaces and let U be open in E. Let f , 1 : U → F be maps
which are differentiable at x ∈ U. Then f + 1 is differentiable at x and

( f + 1)′(x) = f ′(x) + 1′(x).

If c is a number, then
(c f )′(x) = c f ′(x).

Proof. See [34, p. 101]. �

Theorem 2.8 Let F1,F2,G be Banach spaces and let F1 × F2 → G be a continuous bilinear
map. Let U be an open set in E and let f : U → F1 and 1 : U → F2 be maps differentiable at
x ∈ U. Then the product map f1 is differentiable at x and

( f1)′(x) = f ′(x)1(x) + f (x)1′(x).

Proof. See [34, p. 102]. �

Theorem 2.9 Let E,F be Banach spaces. Let U be open in E and let V be open in F. Let
f : U → V and 1 : V → G be maps. Let x ∈ U. Assume that f is differentiable at x and 1 is
differentiable at f (x). Then 1 ◦ f is differentiable at x and

(1 ◦ f )′(x) = 1′( f (x)) ◦ f ′(x).

Proof. See [34, p. 103]. �

Theorem 2.10 (Map with coordinates) Let E, F1, . . . ,Fm be Banach spaces. Let U be open
in E, let

f : U→ F1 × . . . × Fm,

and let f = ( f1, . . . , fm) be its expression in terms of coordinate maps. Then f is differentiable
at x if and only if fi is differentiable at x and if this is the case, then

f ′(x) = ( f ′1(x), . . . , f ′m(x)).

Proof. See [34, p. 104]. �

Theorem 2.11 (Fundamental Theorem of Calculus) Let f be regulated (the closure of the
space of step maps will be called the space of regulated maps) on an interval [a, b] and assume
that f is continuous at a point c of [a, b]. Then the map

t 7→ φ(t) :=
∫ t

a
f

is differentiable at c and its derivative is f (c).
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Proof. See [34, p. 105]. �

Theorem 2.12 (Taylor’s formula) Let E, F be Banach spaces. Let U be open E and let
f : U → F be of class Cp. let x ∈ U and let y ∈ E be such that the segment x + ty, 0 ≤ t ≤ 1,
is contained in U. Denote by y(k) the k-tuple (y, . . . , y). Then

f (x + y) = f (x) +
D f (x)y

1!
+ . . . +

Dp−1 f (x)yp−1

(p − 1)!
+ Rp,

where

Rp =

∫ 1

0

(1 − t)p−1

(p − 1)!
Dp f (x + ty)y(p) dt.

Proof. See [34, p. 115]. �

2.6 Operator Semigroups

A dynamical system may be defined as a family {T(t)}t≥0 of mappings on a Banach
space X satisfying T(t + s) = T(t)T(s) for all t, s ≥ 0,

T(0) = id,
(2.2)

where id is the identity operator. If T(t) is a linear operator on X then {T(t)}t≥0 is called
a (one-parameter) operator semigroup.

The standard situation in which such operator semigroups naturally appear are
so-called Abstract Cauchy Problemsu̇(t) = Au(t) for t ≥ 0,

u(0) = x,

where A is a linear operator on a Banach space X.

A family {T(t)}t≥0 of bounded operators on a Banach space X is called a strongly
continuous (one-parameter) semigroup (or C0-semigroup) if it satisfies the functional
equation (2.2) and is strongly continuous in the following sense.
For every x ∈ X the orbit maps

ξx : t 7→ ξx(t) := T(t)x

are continuous from R+ into X for every x ∈ X. For the sake of simplicity we use the
notation T(t) for {T(t)}t≥0.

Theorem 2.13 For a semigroup T(t) on a Banach space X, the following assertions are equiv-
alent.
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1. T(t) is strongly continuous.

2. limt↓0 T(t)x = x for all x ∈ X.

3. There exist δ > 0, M ≥ 1, and a dense subset D ⊂ X such that
(a) ‖T(t)‖ ≤M for all t ∈ [0, δ],
(b) limt↓0 T(t)x = x for all x ∈ D.

Proof. See [20, p. 4]. �

Theorem 2.14 For every C0-semigroup T(t), there exist constants w ∈ R and M ≥ 1 such
that

‖T(t)‖ ≤Mewt

for all t ≥ 0.

Proof. See [20, p. 5]. �

For a C0-semigroup T(t), we define its growth bound as

w0 := in f {w ∈ R : ∃Mw such that ‖T(t)‖ ≤Mwewt for all t ≥ 0}.

A semigroup is called bounded if we can take w = 0, quasi-contractive if Mw = 1 and
contractive if w = 0 and Mw = 1 is possible.
The generator A : D(A) ⊆ X → X of a C0-semigroup T(t) on a Banach space X is the
operator

Ax := lim
h↓0

T(h)x − x
h

defined for every x in its domain

D(A) := {x ∈ X : lim
h↓0

T(h)x − x
h

exists}.

Theorem 2.15 For the generator A,D(A) of a C0-semigroup T(t), the following properties
hold.

1. A : D(A) ⊆ X→ X is a linear operator.

2. If x ∈ D(A), then T(t)x ∈ D(A) and

d
dt

T(t)x = T(t)Ax = AT(t)x for all t ≥ 0.

3. For every t ≥ 0 and x ∈ X, one has∫ t

o
T(s)x ds ∈ D(A).
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4. For every t ≥ 0, one has

T(t)x − x =


A

∫ t

0
T(s)x ds, if x ∈ X;

∫ t

0
T(s)Ax ds, if x ∈ D(A).

Proof. See [20, p. 37]. �

Theorem 2.16 The generator of a C0-semigroup is a closed and densely defined linear operator
that determines the semigroup uniquely.

Proof. See [20, p. 38]. �

Let (A,D(A)) be a closed operator on a Banach space X. Then we define

1. spectrum σ(A) := {λ ∈ C : λI − A is not bijective},

2. resolvent set ρ(A) := C \ σ(A),

3. resolvent R(λ,A) := (λI − A)−1 at λ ∈ ρ(A),

4. spectral bound s(A) := sup {Reλ : λ ∈ σ(A)},

5. spectral radius Sp(A) := sup {|λ| : λ ∈ σ(A)}.

Theorem 2.17 For the spectral bound s(A) of a generator A and for the growth bound w0 of
the generated semigroup T(t), one has

−∞ ≤ s(A) ≤ w0.

Proof. See [20, p. 168]. �

Theorem 2.18 (Hille–Yosida) Let w ∈ R. For a linear operator (A,D(A) on a Banach space
X the following conditions are equivalent.

1. (A,D(A)) generates a C0-semigroup T(t) satisfying

‖T(t)‖ ≤ ewt f or t ≥ 0.

2. (A,D(A)) is closed, densely defined and for each λ ∈ C with Reλ > w one has λ ∈ σ(A)
and

‖R(λ,A)‖ ≤
1

Reλ − w
.
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Proof. See [20, p. 68]. �

Theorem 2.19 (Bounded Perturbation Theorem) Let (A,D(A)) be the generator of a C0-
semigroup T(t) on a Banach space X satisfying

‖T(t)‖ ≤Mewt for all t ≥ 0

and some w ∈ R,M ≥ 1. If B is a bounded operator on X, then

C := A + B with D(C) := D(A)

generates a C0-semigroup S(t) satisfying

‖S(t)‖ ≤Me(w+M‖B‖)t f or all t ≥ 0.

Proof. See [20, p. 117]. �

Let us consider a Banach-space-valued linear initial value problems of the formu̇(t) = Au(t), (t > 0)
u(0) = x,

(2.3)

where the independent variable t represents time, u(·) is a function with values in a
Banach space X, A : D(A) ⊂ X → X a linear operator and x ∈ X the initial value.
The initial value problem (2.3) is called the abstract Cauchy problem associated with
(A,D(A)) and the initial value x. A function u : R+ → X is called a classical solution of
(2.3) if u is continuously differentiable, u(t) ∈ D(A) for all t ≥ 0 and (2.3) holds.

Theorem 2.20 Let (A,D(A)) be the generator of the C0-semigroup T(t). Then, for every
x ∈ D(A), the function

u : t 7→ u(t) := T(t)x

is the unique classical solution of (2.3).

Proof. See [20, p. 110]. �

The important point is that classical solutions exist if and only if the initial value x
belongs to D(A). A continuous function u : R+ → X is called a mild solution of (2.3) if∫ t

0
u(s) ds ∈ D(A) for all t ≥ 0 and

u(t) = A
∫ t

0
u(s) ds + x.

Theorem 2.21 Let (A,D(A)) be the generator of the C0-semigroup T(t). then for every x ∈ X,
the orbit map

u : t 7→ u(t) := T(t)x

is the unique mild solution of a associated abstract Cauchy problem (2.3).
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Proof. See [20, p. 111]. �

Theorem 2.22 Let A : D(A) ⊂ X→ X be a closed operator. Then for the associated abstract
Cauchy problem (2.3), the following properties are equivalent.

1. A generates a C0-semigroup.

2. A satisfies the following condition.
For every x ∈ D(A), there exists a unique solution u(·, x) of (2.3) and ρ(A) , 0.

3. A satisfies existence and uniqueness condition 2, has dense domain and for every sequence
{xn}n∈N ⊂ D(A) satisfying limn→∞ xn = 0, one has limn→∞ u(t, xn) = 0 uniformly in
compact intervals [0, t0].

Proof. See [20, p. 112]. �

Condition 3 of the Theorem (2.22) expresses what we expect from a “well-posed"
problem and its solutions:

existence + uniqueness + continuous dependence on the data.



CHAPTER 3

Deterministic Population Models - An Overview

3.1 Introduction

Malthus can possibly be credited with formulating the first mathematical population
model [41] in 1798. If we denote the population size by u, time by t and the rate of
increase of the population by r, Malthus’s model is represented by the following
first-order differential equation

du
dt

= ru. (3.1)

The mathematical model of Lotka [37] was also based on (3.1). In fact many of the pop-
ulation models are such that asymptotically the total population grows exponentially,
and they obey equation (3.1).

In practice, a population cannot grow exponentially for ever. If the growth rate r
is negative, it will shrink. If the growth rate r is positive, the population will become
too large for the environment to support. Population mathematicians have therefore
modified equation (3.1) to obtain the differential equation for the so-called logistic
population:

du
dt

= ru
(
1 −

u
U

)
.

This type of population grows exponentially while it is small, but the growth rate
tapers off as the population size increases, and the population cannot exceed a certain
maximum size U (unless of course it had been made greater than U to begin with
artificially, in which case it will decrease to size U). However for human populations,
the logistic law of growth has not proved very satisfactory.

18
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3.2 The Continuous-time Model of Sharpe and Lotka

Although Malthus [41] and Lotka [37] proposed elementary mathematical models
for human populations, the paper which might be considered to be the beginning of the
subject of population dynamics is that of Sharpe and Lotka [57] in 1911. Demographers
usually find it more convenient to apply one-sex model to the female sex, and describe
the model in terms of females.

In order to derive Lotka’s model, following [7], let B(t)∆t is approximately the
number of females births that occur in the time interval [t, t + ∆t). Let n(a, t) is the
density of females of age a at time t; that is, n(a, t)∆a is the number of females of age
[a, a + ∆a). Next let l(a) denotes the fraction of newborn females surviving to age a.
Here we assume that l(a) is continuous and piecewise differentiable. Also, l must be
non-increasing and there is some maximum age of survivorship w. Lastly, assume
m(a)∆a represents the number of females born, on average, to a female of age between
a and a + ∆a. Here m is assumed to be continuous and piecewise smooth and there is
a minimum age of reproduction α (menarche) and a maximum age of reproduction β
(menopause). Now the births can be divided into two classes: one class attributed to
females born between time 0 and t and the other due to females which were alive at
time 0. Females that are of age a at time t were born at time t were born at time t − a.
The number of females born around t − a is given by B(t − a)∆t. The number of them
that survive till the age a (that is, till time t) is l(a)B(t − a)∆t and thus the number of
births by females of around age a is l(a)B(t − a)∆tm(a)∆a. Summing up, we obtain

∆t
∫ t

0
B(t − a)l(a)m(a) da.

To find the contribution of the females who were present at time t = 0 we begin with
taking the number of females of around age a present at t = 0; that is, n(a, 0)∆a. Now,
these females must live till the age t + a, that is, we must take survival rate till t + a,
l(t + a) conditioned upon the females having survived till a. Since

l(a + t) = l(a) · {fraction of age a females surviving till t + a},

we see that n(a, 0)l(a + t)/l(a)∆a females survived till time t. These gave birth to
m(a + t)n(a, 0)l(a + t)/l(a)∆a new females. TO find the number of all births due to
females older than t we again integrate over all ages. However, no individual survives
beyond w so that the integration terminates at w− t (no female older than w− t at time
t = 0 will survive till t. Combining these two formula and dropping ∆t we obtain the
renewal equation

B(t) =

∫ t

0
B(t − a)l(a)m(a) da + G(t), (3.2)

where

G(t) :=
∫ w−t

0
m(a + t)n(a, 0)

l(a + t)
l(a)

da,
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is a known function. Equation (3.2) is known as the basic Lotka one-sex deterministic
population model.

3.3 The McKendrick–Von Foerster Model

Apparently, the first formulation of a PDE for the age distribution of a population
is due to McKendrick [43]. Much later, Von Foerster [64] independently derived a
similar equation and applied it to the dynamics of blood cell population.

Following [31], if u(a, t) is the population (say of females) at age a and time t, the
female population of age a + ∆a at time t + ∆t is u(a + ∆a, t + ∆t). If ∆a = ∆t, the latter
includes the same individuals as were counted in u(a, t), only subject to deductions
for mortality. The equation of change involving mortality µ(a), a function of age but
not time, is

u(a + ∆a, t + ∆t) = u(a, t) − µ(a)u(a, t)∆t.

Expanding u(a + ∆a, t + ∆t) by Taylor’s theorem for two independent variables and
canceling u(a, t) and higher order terms from both sides leaves

∂u(a, t)
∂t

∆t +
∂u(a, t)
∂a

∆a = −µ(a)u(a, t)∆t.

Dividing by ∆a, which is equal to ∆t, we have

∂u(a, t)
∂t

+
∂u(a, t)
∂a

= −µ(a)u(a, t). (3.3)

Births enter as a boundary condition at age zero:

u(0, t) =

∫
∞

0
β(s)u(s, t) ds, (3.4)

where β(a) is the age-specific birth rate, supposed to be invariant with respect to time.
The initial condition

u(a, 0) = φ(a), (3.5)

says that the population at time t = 0 has a given age distribution φ(a).

3.3.1 Solution of the McKendrick–Von Foerster Model

We can solve the system (3.3)–(3.5) by characteristics which are given by

da
dt

= 1, (3.6)
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on which
du
dt

= −µu. (3.7)

The characteristics are the straight lines

a =

t + a0, a > t;
t − t0, a < t.

(3.8)

Here a0, t0 are respectively the initial age of an individual at time t = 0 in the original
population and the time of birth of an individual. Equation (3.7) which holds along
each characteristic, has a different solution according to whether a > t or a < t, that is,
one for the population that was present at t = 0, namely, a > t, and the other for those
born after t = 0, that is a < t. On integrating equation (3.7), using da/dt = 1 and (3.8),
the solutions are

u(a, t) =


φ(a − t) e−

∫ a
a−t µ(s) ds, a > t;

u(0, t − a) e−
∫ a

0 µ(s) ds, a < t.
(3.9)

From (3.9) we see that if the birth rate u(0, t) can be determined as a function of t, then
the density function u becomes known. Equations (3.4) and (3.9) can be used to arrive
at single equation for the birth rate u(0, t). Substitute (3.9) into (3.4) to obtain

u(0, t) =

∫ t

0
β(s)u(0, t − s)e−

∫ s
0 µ(v) dv ds

+

∫
∞

t
β(s)φ(s − t) e−

∫ s
s−t µ(v) dv ds.

3.3.2 Characteristic Equation

The ingredients of this problem are similar to those for Lotka’s integral equation (3.2).
For Lotka’s integral equation, the population asymptotically approached exponential
growth and a stable distribution. Taking that as our clue, we may try a solution of the
form

u(a, t) = eλtr(a). (3.10)

That is, the age distribution is simply changed by a factor which either grows or decays
with time according to whether λ > 0 or λ < 0. Substitution of (3.10) into (3.3) gives

dr
da

= −
[
µ(a) + λ

]
r,

and so
r(a) = r(0) e [−λa−

∫ a
0 µ(s) ds]. (3.11)
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With this r(a) in (3.10), the resulting u(a, t), when inserted into the boundary condition
(3.4), gives

eλtr(0) =

∫
∞

0
β(a) eλtr(0) e [−λa−

∫ a
0 µ(s) ds] da,

and hence, on canceling eλt r(0),

1 =

∫
∞

0
β(a) e [−λa−

∫ a
0 µ(s) ds] da, (3.12)

where r(0) , 0. Equation (3.12), which is known as the characteristic equation, was
discovered by Lotka in his model in 1922. The expression ψ(a) := β(a)e−

∫ a
0 µ(s) ds in the

characteristic equation (3.12) is called the net maternity function. This characteristic
equation has some special spectral properties which we are going to discuss in the
following theorems. To prove these results, we will assume β(a) and e−

∫ a
0 µ(s) ds are

continuous and defined for all a ≥ 0.

Theorem 3.1 The characteristic equation
∫
∞

0
e−λ aψ(a) da−1 = 0 admits exactly one real root

for λ.

Proof. Define Ψ(a) :=
∫
∞

0
e−λ aψ(a) da. The net maternity function ψ(a) can not be

negative and also e−λ a is real and positive. For non-trivial case ψ(a) > 0 on some open
subinterval of [ 0,∞), Ψ(λ) > 0 for all λ ∈ R. Also we notice that

lim
λ→−∞

Ψ(λ) = ∞ , lim
λ→+∞

Ψ(λ) = 0.

Now Ψ
′(λ) = −

∫
∞

0
λ e−λ aψ(a) da < 0 for all λ ∈ R. Thus Ψ(a) is a positive, mono-

tonically decreasing function of λ which implies there is exactly one real λ for which
Ψ(λ) = 1 and this completes the proof. �

Theorem 3.2 All complex roots of the characteristic equation occur in conjugate pairs.

Proof. Let λ = α + iβ be a complex root of the characteristic equation.
Then, ∫

∞

0
e−(α+iβ)aψ(a) da = 1.

By expansion of the left-hand side, and identification of the real and imaginary parts,
we find ∫

∞

0
e−αa cos(βa)ψ(a) da = 1,

and ∫
∞

0
e−αa sin(βa)ψ(a) da = 0.

Substitution of λ̄ = α− iβ into the characteristic equation leads to the same result. This
shows that λ = α − iβ is also a root of the characteristic equation. �
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Theorem 3.3 If r is the real root and α is the real part of any other complex root, then r > α.

Proof. Let λ = α + iβ denote any complex root of the characteristic equation. Substi-
tuting λ in the characteristic equation we have∫

∞

0
e−α acos(β a)ψ(a) da − i

∫
∞

0
e−α a sin(β a)ψ(a) da = 1.

Comparing real and imaginary parts from the both sides of the above equation we
have, ∫

∞

0
e−α a cos(β a)ψ(a) da = 1, (3.13)

and ∫
∞

0
e−α a sin(β a)ψ(a) da = 0.

Because cos(β a) < 1 for some βa in the range of integration for equation (3.13), so we
must have ∫

∞

0
e−α aψ(a) da > 1.

But ∫
∞

0
e−r aψ(a) da = 1,

giving e−r a < e−α a which implying r > α as required. �

3.3.3 Remark

In this model we are generally interested in the long term behaviour of the
population. If r denotes the above mentioned unique real root of the characteristic
equation then under appropriate assumptions on β, µ and the initial age distribution
φ, it can be shown [65] that every solution u(a, t) of the PDE has the property that,
uniformly in finite intervals of a,

lim
t→∞

∣∣∣∣∣∣e−rtu(a, t) − C(φ) exp
[
−ra −

∫ a

0
µ(b) db

] ∣∣∣∣∣∣ = 0,

where C(φ) is a value which depends on φ. This result is originally due to Lotka [38],
[39] and was proved rigorously by Feller [23]. A semigroup theoretic proof of the
above result is available in [65].



CHAPTER 3. DETERMINISTIC POPULATION MODELS - AN OVERVIEW 24

3.4 Multiregional Demography

Formal demography is concerned with the mathematical description of human (or
nonhuman) populations, particularly with their structure with regard to age and sex,
and the components of change, such as births and deaths, which occur over time
to alter that structure. Accordingly, demographers have focused their attention on
population stocks and on population events. Our work is based on a model, which
deals with the extension of that focus to include the flows that interconnect and weld
several regional populations into a multiregional population system. One of the first
major contribution along this line is by Rogers [52].

Following [52] and [53], “formal multiregional demography, therefore, is concerned
with the mathematical description of the evolution of populations over time and
space. The trifold focus of such descriptions is on the stocks of population groups
at different points in time and locations in space, the vital events that occur among
these populations, and the flows of members of such populations across the spatial
borders that delineate the constituent regions of the mulitiregional population system.
A biological population may experience multiple states in two ways:

First, it may visit different states in the course of time, the whole population
experiencing the same (possibly age-specific) vital rates at any one time. For example,
a troop of baboons moves from one area to another of its range, with associated changes
in food supply and risks of predation [2]. A human population experiences fluctuating
crop yields from one year to the next, with associated effects on childbearing and
survival. These are serial changes of state of a homogeneous population.

Second, the population may be subdivided into inhomogeneous subpopulation
that experience different states in parallel. Individuals may migrate from one state to
another in the course of time. The states may corresponds to geographical regions,
work status, marital status, health status, or other classifications [54]. Individuals
within a given state at a given time are assumed to be homogeneous with respect to
their vital rates. In general multistate stable population theory is used for two reasons:

1. To explore the relation between individual life histories and population character-
istics.
2. To explore the consequences of current life histories and variations in life histories.
Stable populations are a population that experiences particular demographic regimes
(transitions) over a long period. The theory is used to magnify the effects of a current
demographic regime and to assess the consequences of small changes in demographic
behaviour (microscopic view).”
For more detailed study of multidimensional demography, we refer to [33], [53].



CHAPTER 4

Singularly Perturbed Model

4.1 The Model

We are going to consider a closed (with no immigration and emigration), one-
sex population model which is linear and continuously depends on age. The whole
population is additionally subdivided into several groups. We assume the population
is distributed into n patches or states which may be interpreted as geographical areas
or any other classifications with proper meaning. The basic assumptions regarding
this population model are as follows:

1. Migrations between patches occur in a discrete manner.

2. The migrations occur on a much faster time scale than the demographic events
(ageing, births and deaths).

3. The migration rates between the states, death rates and the birth rates may be
age dependent.

4. The movement process between the patches is conservative with respect to the
life dynamics of the population.

To describe the model, let ui(a, t), for 1 ≤ i ≤ n, be the density of a population at time
t of individuals residing in patch i and being of age a so that the number of inhabitants
in the age interval of a + da is approximately equal to ui(a, t)da and precisely

a+da∫
a

ui(s, t) ds.

25
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Let M(a) := diag[µi(a)]1≤i≤n denote the mortality matrix in which µi(a) is the mortality
rate at age a in the ith patch. Let the matrix C (a) := [ci j(a)]1≤i, j≤n describe the transfer of
individuals between patches, that is, ci j(a), for i , j, denote the migration rates at age a
from state j to state i and the diagonal elements cii(a), defined as cii(a) := −

∑n
i=1, j,i c ji(a)

indicate the net loss of population in ith state due to migration to other states. Let
B(a) := diag[βi(a)]1≤i≤n denote the fertility matrix in which βi(a) is the average number
of offspring of state i per unit time produced by an individual at age a. Let φ(a) be
the initial population vector. Migration between the patches occur at a much faster
time scale than the demographic processes such as aging, and this is incorporated by
introducing a large parameter 1/ε multiplying the migration matrix C(a). For all our
future work, we will assume that ε > 0 is an arbitrary small number.

Denoting the population vector as u(a, t) := (u1(a, t), . . . ,un(a, t)) we have the
following system of equations (in vector form) with proper initial and boundary
conditions

ut = −ua −Mu +
1
ε

Cu, (4.1)[
γu

]
(t) := u(0, t) = [Bu] (t) :=

∫
∞

0
B(s)u(s, t) ds, (4.2)

u(a, 0) = φ(a), (4.3)

where subscripts t and a, respectively denote differentiation with respect to the vari-
ables t and a. To avoid technical difficulties, we have taken the upper limit of the
integral in boundary condition (4.2) as infinity. From a practical point of view, one can
always assume a finite upper limit of age (say, w) and the rest of the range of integral
(i.e., from w to infinity ) as zero. We consider (4.1)–(4.3) in the space X = L1(R+,Rn),
where the norm of a non-negative element gives the size of the total population. Here
we assume Rn is equipped with the l1-type norm ||x|| :=

∑n
i=1 |xi|.

4.1.1 The Irreducible Migration Matrix

Definition 4.1 [26] A matrix C := [ci j]1≤ i, j≤n will be called a Kolmogorov matrix if

ci j ≥ 0 for i , j and cii := −
n∑

j = 1
j, i

c ji.

In terms of the above definition, our migration matrix C is a Kolmorogov matrix.
We assume that C is irreducible. Also we assume a → C(a) ∈ C2

b(R+,Rn2). With this
irreducibility assumption and Kolmogorov matrix structure, the migration matrix
C (a) does have special spectral properties (Theorem 4.4). Results (Theorem 4.2) are
available only for irreducible non-negative matrices. Since our migration matrix C has
non-negative off-diagonal elements, we need specific results for this type of matrices
which can be obtained using Theorem 4.2 and we prove them in Corollary 4.3. Here
for the sake of completeness, Theorem 2.3 is rewritten as Theorem 4.2 below.
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Theorem 4.2 (Perron–Frobenius) An irreducible non-negative matrix always has a positive
eigenvalue λ that is simple root of the characteristic equation. The moduli of all the other
eigenvalues do not exceed λ. To the eigenvalue λ there corresponds an eigenvector with
positive coordinates.

Proof. See [24, p. 53]. �

Corollary 4.3 [58] A matrix A with non-negative off-diagonal entries has the following
properties:
1. The spectral bound s(A) is in σ(A) and there is a vector v > 0 such that Av = s(A)v.
2. Reλ < s(A) for all λ ∈ σ(A) \ {s(A)}.
3. If, in addition, A is irreducible, then s(A) has algebraic multiplicity one.

Proof. A + cI ≥ 0 for all large c since A has non-negative off-diagonal entries. There-
fore Theorem 4.2 applies to A + cI for such c. In particular, Sp (A + cI) is positive and
it is an eigenvalue of A + cI for all large c. Moreover there exists a corresponding
non-negative eigenvector. Since adding cI to A results in σ(A + cI) = c + σ(A), it
follows from Theorem 4.2, that s(A + cI) = Sp (A + cI) = s(A) + c and therefore s(A) is
an eigenvalue of A. Also, adding cI to A preserves the property of irreducibility in
the sense that A is irreducible if and only if A+cI is irreducible. Since s(A) satisfies the
condition of Theorem4.2, it follows that s(A) has algebraic multiplicity one. �

Using Corollary 4.3, we can now prove the following spectral properties of our mi-
gration matrix C.

Theorem 4.4 C has zero as a simple, dominant eigenvalue and the rest of the eigenvalues
have negative real parts. 1 is the left eigenvector corresponding to the zero eigenvalue of C.

Proof. The fact that C has zero as an eigenvalue follows from the fact that the sum
of the entries of its column is zero. Let k be the corresponding right eigenvector of
the zero eigenvalue. Now let us prove that zero is a dominant eigenvalue. Following
Corollary 4.3, we have

Ck = s(C) k.

Summing over this system of equations we obtain

0 = s(C)(k1 + . . . + kn),

where k := (k1, · · · , kn). The reason of getting zero on the left hand side is that the sum
of the entries of each column of C is zero. Since from Corollary 4.3, k > 0, we must
have s(C) = 0. Since s(C) is defined as the largest number among the real parts of
the eigenvalues of C, zero is a dominant eigenvalue and since C is irreducible, zero is
also a simple eigenvalue. Since the sum of the elements of a column of C is zero, it
follows that 1 is a left eigenvector corresponding to the zero eigenvalue of C and this
completes the proof. �



CHAPTER 4. SINGULARLY PERTURBED MODEL 28

4.2 Well-Posedness of the Model

To avoid technical difficulties, in this section we assume that there is a finite upper
limit of age and denote it as w. In order to write the system (4.1)–(4.3) as an abstract
Cauchy problem we introduce the operator A as(

Aφ
)

(a) := −φ′(a) + Q(a)φ(a),

where Q(a) = [qi j(a)]1≤i, j≤n := −M(a) + 1
εC(a), φ ∈ D(A) and the domain is defined by

D(A) =

{
φ ∈ L1 ([0,w],Rn) : φ is absolutely continuous, φ(0) =

∫ w

0
B(s)φ(s) ds

}
.

For this section, we adopt the following assumptions:

A1: The state space of age distribution functions u(·, t) is L1 ([0,w],Rn), where w is a
real number.

A2: µi(a) and qi j(a), where i , j, 1 ≤ i, j ≤ n are nonnegative continuous functions
and define µ := inf

i,a
µi(a).

A3: βi j(a) ∈ L∞+ (0,w;R) for 1 ≤ i, j ≤ n and βi j(a) = 0 for a ≥ w, 1 ≤ i, j ≤ n. Also
we define β̄ := ess sup

0≤a≤w
‖B(a)‖ <+∞.

With this set up, we prove the following result.

Theorem 4.5 A generates a C0-semigroup {T (t)}t≥0 such that ‖T (t)‖ ≤ e
(
β̄−µ

)
t.

We use the Hille–Yosida Theorem 2.18 to prove Theorem 4.5.

Before proceeding with the proof, let us introduce the survival matrix L(a), which
is the multistate analog of the survival function in a single-state population. L(a) is
defined as the solution of the matrix differential equation:

d
da

L(a) = Q(a)L(a), L(0) = I, (4.4)

where I denotes the n × n identity matrix. From the theory of ordinary differential
equations, we know that the survival matrix L(a) is uniquely determined by the system
(4.4), and the following holds [15]:

det L(a) = exp

∫ a

0

n∑
i=1

qii(s) ds

 . (4.5)

From (4.5), we know that det L(a) , 0 for all a ∈ [0,w], and the inverse matrix L−1(a)
always exists for all a ∈ [0,w]. The (i, j)th element of L(a) denotes the probability a
person born in the jth state will survive and be in the ith state at age a. Furthermore, we
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define L(b, a) as L(b)L−1(a). The (i, j)th element li j(b, a) of L(b, a) denotes the probability
that a person in the jth state at age a will survive to age b in the ith state. We can prove
the following.

Lemma 4.6 For L(a, b), the following holds:

1. L(b, a) is nonnegative,

2. ‖L(b, a)‖ ≤ e−µ(b−a),
where the operator norm is related to the l1-type norm in Rn.

Proof. 1. Clearly, L(b, a) satisfies

d
db

L(b, a) = Q(b)L(b, a), L(a, a) = I.

Let η := sup
i,a
|qii(a)|. Then Q(a) + ηI is a nonnegative matrix, and we have

d
db

{
L(b, a)eη(b−a)

}
=

[
Q(b) + ηI

]
L(b, a)eη(b−a).

By Picard’s iteration method, we have the following representation

L(b, a)eη(b−a) = I +

∫ b

a

[
Q(ρ) + ηI

]
dρ

+

∫ b

a

[
Q(ρ1) + ηI

] ∫ ρ1

a

[
Q(ρ2) + ηI

]
dρ2 dρ1 + · · · .

Since the right-hand side is nonnegative, we can conclude that L(b, a) is nonnegative.

2. Next, let li j(b, a) denote the (i, j)th element of L(b, a). Then

d
db

li j(b, a) =

n∑
k=1

qik(b)lkj(b, a), where li j(a, a) = δi j ,

and summing over index i, we have

d
db

n∑
i=1

li j(b, a) =

n∑
k=1

n∑
i=1

qik(b)lkj(b, a) =

n∑
k=1

(
−µk(b)

)
lkj(b, a)

≤ (−µ)
n∑

i=1

li j(b, a).

Thus we obtain
n∑

i=1

li j(b, a) ≤ e−µ(b−a).
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This shows that ‖L(b, a)‖ ≤ e−µ(b−a). This completes the proof. �

In the following series of lemmas, we are going to prove the second condition of
Theorem 2.18, and that will subsequently prove our main Theorem 4.5.

Lemma 4.7 A is a closed linear operator in L1(0,w; Rn).

Proof. Linearity of A follows immediately from linear properties of differentiation
and matrix multiplication.

Next, in order to show that A is a closed operator, we prove that if φn ∈ D(A),
lim
n→∞

φn =: φ ∈ L1 ([0,w],Rn) and lim
n→∞

Aφn =: v ∈ L1 ([0,w],Rn), then φ ∈ D(A) and
Aφ = v.

Since (
Aφn

)
(a) = −

d
da
φn(a) + Q(a)φn(a),

it follows that∫ a

0

(
Aφn

)
(σ) dσ = −

∫ a

0

d
dσ
φn(σ) dσ +

∫ a

0
Q(σ)φn(σ) dσ

= −φn(a) +φn(0)L(a) +

∫ a

0
Q(σ)φn(σ) dσ

or, φn(0) = φn(a) +

∫ a

0

(
Aφn

)
(σ) dσ +

∫ a

0
Q(a)φn(σ) dσ.

Then we find that∥∥∥φn(0) −φm(0)
∥∥∥
Rn ‖L‖L1 ≤

∥∥∥φn −φm

∥∥∥
L1 + w

∥∥∥Aφn −Aφm

∥∥∥
L1 + w

∥∥∥Qφn −Qφm

∥∥∥
L1 .

Hence {φn(0)}n∈N is a Cauchy sequence. Let lim
n→∞

φn(0) = α. If we define

ω(a) := αL(a) −
∫ a

0
v(σ)L(a, σ) dσ,

then we can see that ω is absolutely continuous, because the right hand side is differ-
entiable almost everywhere and its derivative is integrable on [0,w] (we assumed that
Q(a) is bounded in [0,w]). Also we have

φn(a) −ω(a) = φn(0)L(a) −
∫ a

0

(
Aφn

)
(σ)L(a, σ) dσ − αL(a) +

∫ a

0
v(σ)L(a, σ) dσ,
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which shows that limn→∞

∥∥∥φn −ω
∥∥∥

L1 = 0, so φ = ω almost everywhere. Moreover,
from φn(0) =

∫ w

0
B(s)φn(s) ds we have α =

∫ w

0
B(s)φ(s) ds when n → ∞. Since φ = ω

almost everywhere, we obtain

α = ω(0) =

∫ w

0
B(s)ω(s) ds.

Since we can identify φ asω (as an element of L1) by modifying the values on the null
set, so we can say that φ ∈ D(A) and Aφ = v. This completes the proof. �

Lemma 4.8 ρ(A) ⊃ {λ : Reλ > β̄ − µ}.

Proof. [28] Define the characteristic matrix Γ̃ : C→ B(Rn,Rn) by

Γ̃(λ) :=
∫ w

0
Γ(a)e−λada,

with
Γ(a) := B(a)L(a).

Let us first prove the following result which we are going to use in this lemma.

σ(A) =
{
λ : λ ∈ C, det

(
I − Γ̃(λ)

)
= 0

}
. (4.6)

To prove (4.6), let λ ∈ C be such that det
(
I − Γ̃(λ)

)
= 0. Then there must exist

x ∈ Rn, x , 0 such that
(
I − Γ̃(λ)

)
x = 0. Define

φ(0) := x, (4.7)

φ(a) := e−λaL(a)φ(0), a ≥ 0. (4.8)

Then φ , 0 and using
(
I − Γ̃(λ)

)
x = 0 we get

φ(0) =

∫ w

0
e−λaB(a)L(a)φ(0) da

=

∫ w

0
B(a)φ(a) da,

i.e., φ ∈ D(A). Differentiating (4.8) with respect to a, we get

φ′(a) = −λe−λaL(a)φ(0) + e−λa d
da

L(a)φ(0)

= −λe−λaL(a)φ(0) + e−λaQ(a)L(a)φ(0) (by (4.4))
= −λφ(a) + Q(a)φ(a) (by (4.8)

or, λφ(a) = −φ′(a) + Q(a)φ(a) = Aφ(a),
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and this implies λ ∈ σ(A). Now to prove our lemma, let F(λ), λ ∈ R denote the
Frobenius root of the characteristic matrix Γ̃(λ), let Γ̃i j(λ) be the (i, j)th element of
Γ̃(λ). Let Sp(A) denote the spectral radius of the operator A. Then it can be shown
that Sp(Γ̃(λ)) ≤ F(λ)

(
[24], p. 57

)
. From∥∥∥Γ̃(Reλ)

∥∥∥ ≤ ∫ w

0
‖Γ(v)‖ e−vReλdv

≤

∫ w

0
‖B(v)‖ ‖L(v)‖ e−vReλdv

≤ β̄

∫ w

0
e−

(
µ+Reλ

)
v dv

(
by Lemma 4.6 and assumption (A3)

)
≤

β̄

Reλ + µ

[
1 − e−

(
Reλ+µ

)
w
]
,

we obtain

F(Reλ) ≤ max
j

n∑
i=1

Γ̃ij(Reλ) =
∥∥∥Γ̃(Reλ)

∥∥∥ (4.9)

≤
β̄

Reλ + µ

[
1 − e−(Reλ+µ)w

]
,

where for the proof of the inequality in (4.9), we refer to [24, p.63]. Therefore if
Reλ > β̄ − µ then Sp(Γ̃(λ)) ≤ F(Reλ) < 1. Thus det(I − Γ̃(λ)) , 0 for Reλ > β̄ − µ.
Hence using (4.6), we get ρ(A) ⊃ {λ : Reλ > β̄ − µ}. �

Lemma 4.9 If λ ∈ ρ(A) with λ > β̄ − µ, then R(λ,A) is given by

R(λ,A)ψ(a) = e−λa L(a)
(
I −

∫ w

0
B(b)L(b) e−λbdb

)−1

×

∫ w

0
B(a)L(a) e−λa

∫ a

0
eλbL−1(b)ψ(b) db da + e−λaL(a)

∫ a

0
eλb L−1(b)ψ(b) db.

Proof. Following [65], define

∆(λ)x := x −
∫ w

0
e−λa B(a)L(a) x da,

where x ∈ Rn and Reλ > β−µ. Letψ ∈ L1. There existsφ ∈ L1 satisfying (λI−A)φ = ψ
if and only if

λφ(a) +φ′(a) −Q(a)φ(a) = ψ(a), (4.10)

φ(0) =

∫ w

0
B(a)φ(a)da. (4.11)
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The solution of (4.10) is given by (see [42, Proposition 5.2, p. 242])

φ(a) = e−λa L(a)φ(0) +

∫ a

0
e−λ(a−b) L(a, b)ψ(b)db. (4.12)

Substituting this formula for φ into the boundary equation (4.11), we obtain

φ(0) =

∫ w

0
e−λa B(a)L(a)φ(0) da +

∫ w

0
B(a)

[∫ a

0
e−λ(a−b) L(a, b)ψ(b) db

]
da.

Since λ > β − µ, λ < σ(A), so that ∆(λ)−1 exists and thus we get

φ(0) =

(
I −

∫ w

0
e−λa B(a)L(a) da

)−1 ∫ w

0
B(a)

[∫ a

0
e−λ(a−b) L(a)L−1(b)ψ(b) db

]
da. (4.13)

Hence, putting the expression of φ(0) from (4.13) into the equation (4.12), we get

φ(a) = R(λ,A)ψ(a) = e−λa L(a)
(
I −

∫ w

0
B(b)L(b) e−λbdb

)−1

×

∫ w

0
B(a)L(a) e−λa

∫ a

0
eλb L−1(b)ψ(b) db da + e−λa L(a)

∫ a

0
eλb L−1(b)ψ(b) db.

�

Lemma 4.10 D(A) = L1(0,w; Cn).

Proof. To prove the result, we follow [28] but we will go through the detailed calcu-
lations. If λ > β̄ − µ, we can define φλ = λ(λI − A)−1ψ for all ψ ∈ L1(0,w; Cn). Since
φλ ∈ D(A), it is sufficient to show that φλ → ψ as λ → ∞ in L1(0,w;Cn). Now using
the expression of the resolvent from Lemma 4.9 we have

φλ(a) = λe−λa L(a)
(
I −

∫ w

0
B(b)L(b) e−λbdb

)−1

×

∫ w

0
B(u)L(u) e−λu

∫ u

0
eλv L−1(v)ψ(v) dv du + λe−λa L(a)

∫ a

0
eλv L−1(v)ψ(v) dv.

We can write
∥∥∥φλ −ψ∥∥∥

L1
≤ J1 + J2, where

J1 = λ

∫ w

0

∥∥∥∥∥∥e−λa L(a)
(
I −

∫ w

0
B(b)L(b) e−λb db

)−1

×

∫ w

0
B(u)L(u) e−λu

∫ u

0
eλv L−1(v)ψ(v) dv du

∥∥∥∥∥ da,
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and

J2 =

∫ w

0

∥∥∥∥∥λe−λa L(a)
∫ a

0
eλv L−1(v)ψ(v) dv −ψ(a)

∥∥∥∥∥ da. (4.14)

Now ∥∥∥∥∥I −
∫ w

0
e−λa B(a)L(a) da

∥∥∥∥∥ ≥ ∣∣∣∣∣1 − ∥∥∥∥∥∫ w

0
e−λa L(a)B(a) da

∥∥∥∥∥ ∣∣∣∣∣
≥ 1 − β

∫ w

0
e−(λ+µ)a da

∵ β∫ w

0
e−(λ+µ)a da<

β̄

λ + µ
<1


or,

∥∥∥∥∥∥
(
I −

∫ w

0
e−λaB(a)L(a) da

)−1∥∥∥∥∥∥ ≤ λ + µ

λ − (β − µ) + βe−(λ+µ)w
≤

λ + µ

λ − (β − µ)
.

So

J1 ≤ λ

∫ w

0

e−(λ+µ)a

∥∥∥∥∥∥
(
I −

∫ w

0
e−λa B(a)L(a) da

)−1∥∥∥∥∥∥∫ w

0

∥∥∥B(u)L(u) e−λu
∥∥∥ × ∫ u

0
eλv

∥∥∥L−1(v)ψ(v)
∥∥∥ dv du

]
da

≤ λβ
λ + µ

λ − (β − µ)

∫ w

0

[
e−(λ+µ)a

∫ w

0
e−(λ+µ)u

∫ u

0
e(λ+µ)v

∥∥∥ψ(v)
∥∥∥ dv du

]
da

= λβ
λ + µ

λ − (β − µ)

∫ w

0

[
e−(λ+µ)a

∫ w

0
e(λ+µ)v

∥∥∥ψ(v)
∥∥∥∫ w

v
e−(λ+µ)u du dv

]
da

≤ λβ
1

λ − (β − µ)

∫ w

0

[
e−(λ+µ)a

∫ w

0
e−(λ+µ)v. e(λ+µ)v

∥∥∥ψ(v)
∥∥∥ dv

]
da

= λβ
1

λ − (β − µ)
.

(
1 − e−(λ+µ)w

)
λ + µ

.
∥∥∥ψ∥∥∥

L1

or J1 ≤ λ
1 − e−(λ+µ)w

λ − (β̄ − µ)
.
β̄

λ + µ

∥∥∥ψ∥∥∥
L1
, (4.15)

and hence lim
λ→∞

J1 = 0.
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To show limλ→∞ J2 = 0, we notice that the expression J2 in (4.14) can be written as

J2 =

∫ w

0

∥∥∥∥∥λL(a)
∫ a

0
e−λ(a−v) L−1(v)ψ(v) dv −ψ(a)

∥∥∥∥∥ da,

≤

∫ w

0
‖L(a)‖

∥∥∥∥∥∫ a

0
λe−λ(a−v)L−1(v)ψ(v) dv − L−1(a)ψ(a)

∥∥∥∥∥ da

≤

∫ w

0

∥∥∥∥∥λ∫ a

0
λe−µae−λ(a−v)L−1(v)ψ(v) dv − e−µaL−1(a)ψ(a)

∥∥∥∥∥ da
(
∵ ‖L(a)‖ ≤ e−µa

)
=

∫ w

0

∥∥∥∥∥∫ a

0
λe−µte−λte−µ(a−t)L−1(a − t)ψ(a − t) dt − e−µaL−1(a)ψ(a)

∥∥∥∥∥ da (where t := a − v)

=

∫ w

0

∥∥∥∥∥∫ a

0
λe−λte−µtψ̄(a − t) dt − ψ̄(a)

∥∥∥∥∥ da, (4.16)

where ψ̄(a) := e−µaL−1(a)ψ(a) and since∥∥∥ψ̄(a)
∥∥∥ = e−µa

∥∥∥L−1(a)
∥∥∥ ∥∥∥ψ(a)

∥∥∥ ≤ e−µaeµa
∥∥∥ψ(a)

∥∥∥ =
∥∥∥ψ(a)

∥∥∥ ,
we have ψ̄ ∈ L1. Now, following [65], to prove that the expression (4.16) tends to zero
as λ→∞, let t > 0 and define ψt

∈ L1 by

ψt(a) :=

0, a < t;
e−µtψ̄(a − t), a > t.

Since∥∥∥ψt
− ψ̄

∥∥∥
L1 =

∫
∞

0

∥∥∥ψt(a) − ψ̄(a)
∥∥∥ da

=

∫ t

0

∥∥∥ψ̄(a)
∥∥∥ da +

∫
∞

t

∥∥∥e−µtψ̄(a − t) − ψ̄(a)
∥∥∥ da

≤

∫ t

0

∥∥∥ψ̄(a)
∥∥∥ da +

∫
∞

t

∥∥∥∥(e−µt
− 1

)
ψ̄(a − t)

∥∥∥∥ da +

∫
∞

t

∥∥∥ψ̄(a − t) − ψ̄(a)
∥∥∥ da

=

∫ t

0

∥∥∥ψ̄(a)
∥∥∥ da +

∫
∞

0

∥∥∥∥(e−µt
− 1

)
ψ̄(z)

∥∥∥∥ dz +

∫
∞

0

∥∥∥ψ̄(z) − ψ̄(t + z)
∥∥∥ dz,

(4.17)

we claim that
lim
t→0

∥∥∥ψt
− ψ̄

∥∥∥
L1 = 0. (4.18)

To prove (4.18), the last term from (4.17) needs some attention and we show that

lim
t→0

∫
∞

0

∥∥∥ψ̄(t + z) − ψ̄(z)
∥∥∥ dz = 0

or, lim
t→0

∥∥∥ψ̄t − ψ̄
∥∥∥

L1 = 0, (4.19)

where ψ̄t(z) := ψ̄(t + z).
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Now as the continuous functions with compact support are dense in L1 ([59, Theorem
2.4]), the proof of the fact (4.19) is a simple consequence of the approximation of
integrable functions by continuous functions with compact support. In fact for any
ε > 0, we can find such a function g such that ‖ψ̄ − g‖L1 < ε. Now

ψ̄t − ψ̄ =
(
gt − g

)
+

(
ψ̄t − gt

)
−

(
ψ̄ − g

)
,

where gt(x) := g(t+x). However, ‖ψ̄t−gt‖L1 = ‖ψ̄−g‖L1 < ε, while since g is continuous
and has compact support, we have∥∥∥gt − g

∥∥∥
L1 =

∫
∞

0

∥∥∥g(t + z) − g(z)
∥∥∥ dz→ 0 as t→ 0.

Therefore, if |t| < δ, where δ is sufficiently small, then ‖gt − g‖L1 < ε, and as a result
‖ψ̄t − ψ̄‖L1 < 3ε, whenever |t| < δ. This proves (4.19) and subsequently we have (4.18).

Now from (4.16), we have

J2 ≤

∫
∞

0

∥∥∥∥∥∫ a

0
λe−λte−µtψ̄(a − t) dt − ψ̄(a)

∥∥∥∥∥ da

=

∫
∞

0

∥∥∥∥∥∫ a

0
λe−λte−µtψ̄(a − t) dt −

∫
∞

0
λe−λtψ̄(a) dt

∥∥∥∥∥ da
(
∵

∫
∞

0
λe−λt dt = 1

)
=

∫
∞

0

∥∥∥∥∥∫ ∞

0
λe−λt

[
ψt(a) − ψ̄(a)

]
dt

∥∥∥∥∥ da

≤

∫
∞

0

{
λe−λt

∫
∞

0

∥∥∥ψt(a) − ψ̄(a)
∥∥∥ da

}
dt

≤ sup
0≤t≤ε

∥∥∥ψt
− ψ̄

∥∥∥
L1

∫ ε

0
λe−λt dt + 2

∥∥∥ψ̄∥∥∥
L1

∫
∞

ε

λe−λt dt

≤ sup
0≤t≤ε

∥∥∥ψt
− ψ̄

∥∥∥
L1 + 2

∥∥∥ψ̄∥∥∥
L1 e−λε.

Therefore, using (4.18), we find lim
λ→∞

J2 = 0. Hence we can conclude that

lim
λ→∞

∥∥∥φλ −ψ∥∥∥
L1 = 0,

and this completes the proof. �

Lemma 4.11 ‖ (λI −A)−1
‖ ≤

1
λ − (β̄ − µ)

.

Proof. From the proof of Lemma (4.10) we have∥∥∥(λI −A)−1ψ
∥∥∥ ≤ 1

λ
J1 +

∫ w

0
e−λa

∫ a

0
eλv
‖L(a, v)‖

∥∥∥ψ(v)
∥∥∥ dv da,
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where, from (4.15), we have

J1 ≤
λβ̄

λ + µ
.

1
λ − (β̄ − µ)

.
∥∥∥ψ∥∥∥

L1 ,

and ∫ w

0
e−λa

∫ a

0
eλv
‖L(a, v)‖

∥∥∥ψ(v)
∥∥∥ dv da ≤

1
λ + µ

.
∥∥∥ψ∥∥∥

L1 .

So, we have

∥∥∥(λI −A)−1
∥∥∥ ≤ 1

λ + µ

 β̄

λ − (β̄ − µ)
+ 1

 =
1

λ − (β̄ − µ)
. �

Proof of Theorem 4.5. Considering above lemmas, we can see that (A,D(A)) satisfies
condition (2) of Hille–Yosida Theorem 2.18. Hence, the proof of Theorem 4.5 follows
immediately due to equivalence conditions (1) and (2) in theorem 2.18. �

The specific spectral properties of the migration matrix what has been discussed
in this chapter is going to be used in the asymptotic analysis of the model in next
chapter. Also the existence of the C0-semigroup (Theorem 4.5) is one of the crucial
result needed for all of our further analysis.



CHAPTER 5

Asymptotic Analysis of the Perturbed Model

5.1 Aggregated Model

Biological heuristics suggests that no geographical structure should persist for very
large interstate migration rates; that is, for ε→ 0. Here we also note that both biological
and mathematical analysis rely on λ = 0 being the dominant simple eigenvalue of C(a)
for each a ∈ R+ with the corresponding positive eigenvector, denoted by k(a), and the
left eigenvector 1 = (1, 1, . . . , 1). Vector k(a) is normalized to satisfy 1 · k = 1 and
k(a) = (k1(a), . . . , kn(a)) is the so-called stable patch structure; that is, the asymptotic
(as t → ∞ and disregarding demographic processes) distribution of the population
among the patches for a given age a. Thus, in population theory, the components of k
are approximated as ki ≈ ui/u for i = 1, . . . ,n, where

u := u · 1 =

n∑
i=1

ui.

Adding together equations in (4.1) and using the above approximation we obtain

ut ≈ −ua − µ
∗u, (5.1)

where µ∗ := 1 ·Mk is the ‘aggregated’ mortality. This model, supplemented with
boundary condition

u(0, t) ≈
∫
∞

0
β∗(a)u(a, t) da, (5.2)

38
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where β∗ := 1 · Bk is the ‘aggregated fertility’, is expected to provide an approximate
description of the averaged population. Thus, (5.1) is the macroscopic and (4.1) the
mesoscopic description of the population.

The main goal of this chapter is a rigorous validation of the above heuristics;
that is, that the true total population u can be approximated by the solution ū of the
aggregated problem (5.1)–(5.2) (where ‘≈’ is replaced by ‘=’) with an ε-order error.
The analysis is involved due to the initial and boundary conditions which are not
consistent with those of the aggregated model. This makes the problem singularly
perturbed and thus necessitates a careful analysis of the boundary, corner and initial
layer phenomena.

5.2 Formal Asymptotic Expansion

In order to achieve our goal, we derive formulae for the asymptotic expansion,
which are formal in the sense that they are valid if all terms are smooth enough to allow
for applications of necessary operations. But it is not always so and a full justification
of the validity of the expansion requires using integral formulation of the problem
which is much more involved and is referred to Chapter 7. However, the results given
here serve as a guideline for the proper analysis and, once validated, are easier to use.
To start our asymptotic analysis, using the spectral properties of the migration matrix
C, first we define projection operators on the space Rn and subsequently we apply
these projection operators on the perturbed system. The validity of these projections
follows from Theorem 2.6.

5.2.1 Spectral Projections

The assumptions on C(a) ensure that for each a ∈ R+, 0 is the simple dominant
eigenvalue of C(a) with positive eigenvector k(a). The null-space of the adjoint matrix
is spanned by 1 = (1, . . . , 1) and we will normalize k to satisfy 1 · k = 1. The spectral
projections P, Q (depending on a) are defined as follows

Pu := (u · 1)k = k
n∑

i=1

ui ,

while the complementary projection is given by Qu := u − Pu. The ‘eigenspace’
corresponding to λ = 0 (also known as hydrodynamic space) is a-dependent and is
given as V(a) := Span{k(a)} =: [k(a)]. However, the complementary space to V(a) (also
known as kinetic space) is independent of a and it is given by S := ImQ := {x : 1 · x = 0}.
Hence any element u ∈ Rn can be decomposed as

u = Pu + Qu =: v + w =: uk + w,
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where u is a scalar defined as
∑n

i=1 ui. For each a ∈ R+ the decompositionRn = V(a)⊕S
reduces C(a). Its part in V(a) is zero whereas for CS := QCQ = C|S we have

s (CS(a)) := max {Reλ(a) : λ(a) ∈ σ(CS(a))} < 0.

For the asymptotic analysis of the perturbed system we need

sup
a∈R+

s(CS(a)) =: ζ < 0.

Further properties of C are mentioned in the following lemma.

Lemma 5.1 Under the above assumptions, C−1
S ∈ C2

b(R+,Rn2) and k ∈ C1
b(R+,Rn).

Proof: The first statement is obvious since the determinant of CS(a) is twice differen-
tiable and bounded away from zero by uniform invertibility of CS(a).
To prove the second statement, we note that the spectral projection onto the eigenspace
associated with λ = 0 is defined by

P(a) :=
1

2πi

∫
Γ

(λI − CS(a))−1 dλ, (5.3)

where Γ is the circle surrounding the eigenvalue 0 of, say radius ρ = −ζ/2. Then Γ is
contained in the intersection of resolvent sets of each CS(a). Thus we can apply [29] to
claim that P(a) is as smooth as CS. But k can be expressed as k(a) = P(a)x/(x · 1) for a
fixed vector x, so k is smooth as P. Since λ ∈ Γ which is at least −ζ/2 away from any
eigenvalue of CS(a), a ∈ R+ it is clear that differentiation of (5.3) will produce bounded
derivatives and hence the required derivatives of k are bounded. �

5.2.2 Projected System of Equations

To apply projections on (4.1)–(4.3), we will use the following lemma.

Lemma 5.2 For sufficiently regular function a→ u(a) we have

P(uak) = uak, Q(uak) = 0, Q(uka) = uka,

P(uka) = 0, PCu = 0, QCPu = 0.

Proof. Now P(uak) = ua(1 · k)k = uak. Next using this we have

Q(uak) = uak − P(uak) = uak − uak = 0.

Also
P(uka) = u(1 · ka)k = 0.
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Since 1 · k = 1, we get 1 · ka = 0 and thus

Q(uka) = uka − P(uka) = uka − u (1 · ka) k = uka − 0 = uka,

and

PCu = (1 · Cu) k =

 n∑
j=1

n∑
i=1

ci ju j

 k = 0,

since the sum of the entries of a column of C is zero. Also

QCPu = CPu − PCPu = Cv − PCv = uCk − u(1 · Ck)k = 0,

as Ck = 0. We note that

1 ·wa = 1 ·Qua = 1 · (ua − Pua) = 1 · ua − 1 · Pua = ua − 1 · (kua) = ua − ua = 0,

since 1 · k = 0. This shows that wa ∈ S. �

Now, using Lemma 5.2 and operating formally with P and Q on both sides of (4.1) we
get

vt = −va − PMv − PMw, (5.4)
and

εwt = −εuka − εwa − εQMv − εQMw + CSw, (5.5)

where we have used the following fact

ua = va + wa = uka + uak + wa .

Similarly applying projections P, Q on initial condition (4.3) and boundary condition
(4.2) we get, respectively,

v(a, 0) =: v0(a), w(a, 0) =: w0(a), (5.6)

and

v(0, t) =

∫
∞

0
P(0)(B(s)v(s, t)) ds +

∫
∞

0
P(0)(B(s)w(s, t)) ds, (5.7)

w(0, t) =

∫
∞

0
B(s)v(s, t) ds +

∫
∞

0
B(s)w(s, t) ds − v(0, t), (5.8)

where, for (5.8), we have used the following relation:

u(0, t) = v(0, t) + w(0, t) =

∫
∞

0
B(s)v(s, t) ds +

∫
∞

0
B(s)w(s, t) ds.
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5.2.3 Bulk Approximation

Following the idea of the Chapman–Enskog asymptotic method as described in [11],
we put w = w0 + εw1 + · · · leaving, however, v unexpanded. Thus

(v(a, t),w(a, t)) = (v(a, t),w0(a, t) + εw1(a, t) + · · · ).

Inserting these into (5.4)–(5.8) we have

vt = −va − PMv − PM(w0 + εw1 + · · · ), (5.9)

εw0,t + ε2w1,t + · · · = −εkau − εw0,a − ε
2w1,a − · · · − εQMv

− εQM(w0 + εw1 + · · · ) + CS(w0 + εw1 + · · · ), (5.10)

v(0, t) =

∫
∞

0
P(0)(B(s)v(s, t)) ds +

∫
∞

0
P(0)(B(s)(w0 + εw1 + · · · )) ds,

(5.11)

w0(0, t) + εw1(0, t) + · · · =

∫
∞

0
B(s)v(s, t) ds +

∫
∞

0
B(s)(w0 + εw1 + · · · ) ds − v(0, t),

v(a, 0) = v0(a), (5.12)
w0(a, 0) + εw1(a, 0) + · · · = w0(a).

Let v̄ and w̄ := w̄0 + εw̄1 denote the solutions (called bulk solutions) to the truncated
equations. Comparing ε0 order term of (5.9), we have

v̄t = −v̄a − PMv̄ − PMw̄0. (5.13)

Comparing ε0 and ε order terms of (5.10), we get respectively

CSw̄0 = 0, (5.14)
and

w̄0,t = − kaū − w̄0,a −QMv̄ −QMw̄0 + CSw̄1, (5.15)

where v̄ = ūk.

Now w̄0 ∈ S. Restriction of Q to the subspace S becomes an identity map and all
the eigenvalues of C have negative real parts in S. Therefore C−1

S exists. Hence, from
(5.14), we have

w̄0 = 0,

while (5.15) gives
CSw̄1 = kaū + QMv̄. (5.16)

Comparing ε0 order terms of (5.11) we have

v̄(0, t) =

∫
∞

0
P(0)(B(s)v̄(s, t)) ds. (5.17)
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Using the definition of v̄ := kū in equations of (5.13), (5.17) and (4.3), respectively, we
get

ūt = −ūa − µ
∗ū,

ū(0, t) =

∫
∞

0
β∗(s)ū(s, t) ds, (5.18)

ū(a, 0) = φ(a),

where we have definedφ(a) :=
∑n

i=1 φi(a).The system (5.18) is precisely the ‘aggregated
model’ (5.1)–(5.2).

The error due to the approximation we made only using the bulk part is

E(a, t) := (e(a, t), f(a, t)) = (ek, f)
:= (v(t) − v(t),w(t) −w(t))
= (v(t) − v(t),w(t) − εw1(t)). (5.19)

From this definition we have the following system of error equations

et = vt − v̄t

= −va − PMv − PMw − v̄t

= −ea − PMe − PMf − v̄t − v̄a − PMv̄ + εPMw̄1

= −ea − PMe − PMf − εPMw̄1,

where we have used (5.13). Next

ft = wt − εw̄1,t

= −kau −wa −QMv −QMw +
1
ε

CSw − εw̄1,t

= −kau − fa − εw̄1,a −QMe −QMv̄ −QMf − εQMw̄1 +
1
ε

CSf + CSw̄1 − εw̄1,t

= −eka − fa − εw̄1,a −QMe −QMf − εQMw̄1 +
1
ε

CSf − εw̄1,t ,

where we have used (5.16). The initial conditions are

e(a, 0) = v(a, 0) − v̄(a, 0) = 0,
and

f(a, 0) = w(a, 0) − εw̄1(a, 0)

= w0(a) − εC−1
S (a) (kaū(a, 0) + Q(a)M(a)v̄(a, 0)) ,
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while the first boundary conditions is

e(0, t) = v(0, t) − v̄(0, t)

=

∫
∞

0
P(0)(B(s)v(s, t)) ds +

∫
∞

0
P(0)(B(s)w(s, t)) ds − v̄(0, t)

=

∫
∞

0
P(0)(B(s)e(s, t)) ds +

∫
∞

0
P(0)(B(s)f(s, t)) ds

+

∫
∞

0
P(0)(B(s)v̄(s, t)) ds + ε

∫
∞

0
P(0)(B(s)w̄1(s, t)) ds − v̄(0, t)

=

∫
∞

0
P(0)(B(s)e(s, t)) ds +

∫
∞

0
P(0)(B(s)f(s, t)) ds + ε

∫
∞

0
P(0)(B(s)w̄1(s, t)) ds,

where we used (5.17). Further,

f(0, t) = w(0, t) − ε w̄1(0, t)

=

∫
∞

0
B(s)v(s, t) ds +

∫
∞

0
B(s)w(s, t) ds − v(0, t) − εw̄1(0, t)

=

∫
∞

0
B(s)e(s, t) ds +

∫
∞

0
B(s)v̄(s, t) ds +

∫
∞

0
B(s)f(s, t) ds

+ ε

∫
∞

0
B(s)w̄1(s, t) ds − e(0, t) − v̄(0, t) − εw̄1(0, t).

From the above set of error equations, we observe that in the initial and boundary
error equations we do have some terms which are not of order ε. Therefore we cannot
hope for (5.19) to be an O(ε) approximation of ū. To remedy the situation we have to
introduce corrections which will take care of the transient phenomena occurring close
to t = 0 and to the boundary a = 0. They should not ‘spoil’ the approximation away
from spatial and temporal boundaries and thus should rapidly decrease to zero with
increasing distance from both boundaries.

5.2.4 Initial Layer

In order to construct the initial layer corrector we blow up the neighbourhood
of t = 0 by introducing the ‘fast’ time τ := t/ε and the initial layer corrections by
ũ(a, τ) = (ṽ(a, τ), w̃(a, τ)). Thanks to the linearity of the problem, we approximate the
solution u as the sum of the bulk part obtained above and the initial layer which we
construct below. We insert the formal expansion

ṽ(a, τ) = ṽ0(a, τ) + εṽ1(a, τ) + · · · , w̃(a, τ) = w̃0(a, τ) + εw̃1(a, τ) + · · ·

into (5.4) and (5.5), getting,

ṽ0,τ + εṽ1,τ + · · · = −ε
(
ṽ0,a + εṽ1,a + · · ·

)
− ε PM(ṽ0 + εṽ1 + · · · ) − εPM(w̃0 + εw̃1 + · · · ),

(5.20)
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and

w̃0,τ + εw̃1,τ + · · · = −εkaũ −
(
εw̃0,a + ε2w̃1,a + · · ·

)
− εQM(ṽ0 + εṽ1 + · · · )

− εQM(w̃0 + εw̃1 + · · · ) + CS(w̃0 + εw̃1 + · · · ), (5.21)

where ũ := 1 · ũ. Comparing ε0 order terms from (5.20) and (5.21) we get respectively

ṽ0,τ = 0, (5.22)
w̃0,τ = CSw̃0. (5.23)

Since ṽ0 is a layer term, so it should be important only in a small vicinity of the initial
point t = 0. Since from (5.22), ṽ0 = constant, we must take

ṽ0 = 0.

Now (5.23) gives
w̃0(a, τ) = eτQ(a)C(a)w̃0(a, 0).

We define w̃0(a, 0) := w0(a) in order to get rid of w0 from the error equation of the kinetic
part, namely f(a, 0). Due to the assumption that λ = 0 is the dominant eigenvalue of
C uniformly in a, the type of {exp(τCS)}τ≥0 in S is negative uniformly in a and thus
exp(τCS) decays to zero exponentially fast. We also note that the initial layer is
fully determined by the initial condition w0 and thus no corrections to the boundary
conditions can be made at this level; on the contrary, as we shall see, the initial layer
introduces an additional error on the boundary.

We modify the approximation made by the bulk part and take into account the initial
layer:

(v(a, t),w(a, t) ≈ (v̄(a, t), εw̄1(a, t) + w̃0(a, t/ε)).

Then the new error of the approximation is given by

Ẽ(a, t) := (ẽ(a, t), f̃(a, t)) = (ẽ(a, t)k, f̃(a, t))
= (v(a, t) − v̄(a, t),w(a, t) − εw̄1(a, t) − w̃0(a, t/ε))
= (e(a, t), f(a, t) − w̃0(a, t/ε)).

Again, assuming that all the terms are sufficiently smooth and using linearity of the
problem, we have the following set of error equations

ẽt = −ẽa − PMẽ − PMf̃ − PMw̃0 − εPMw̄1,

and

f̃t = ft −
1
ε

w̃0,τ

= −f̃a − w̃0,a − εw̄1,a −QMẽ −QMf̃ − ẽka −QMw̃0 − εQMw̄1 +
1
ε

CSf̃ − εw̄1,t ,

(5.24)
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where we used (5.23) in (5.24). The initial conditions are as follows,

ẽ(a, 0) = 0,
and

f̃(a, 0) = f(a, 0) − w̃(a, 0) = −εw̄1(a, 0),

while for the boundary conditions we have

ẽ(0, t) = e(0, t) =

∫
∞

0
P(0)(B(s)ẽ(s, t)) ds +

∫
∞

0
P(0)(B(s)f̃(s, t)) ds

+ ε

∫
∞

0
P(0)(B(s)w̄1(s, t)) ds +

∫
∞

0
P(0)(B(s)w̃0(s, τ)) ds, (5.25)

and
f̃(0, t) = f(0, t) − w̃(0, τ)

=

∫
∞

0
B(s)ẽ(s, t) ds +

∫
∞

0
B(s)f̃(s, t) ds +

∫
∞

0
B(s)w̃0(s, τ) ds

+

∫
∞

0
B(s)v̄(s, t) ds + ε

∫
∞

0
B(s)w̄1(s, t) ds − ẽ(0, t)

− v̄(0, t) − εw̄1(0, t) − w̃0(0, t/ε). (5.26)

As expected, the troublesome O(1) term
∫
∞

0
B(s)v̄(s, t) ds − v̄(0, t) in the boundary

condition (5.26) has been unaffected by the initial layer. Also the initial layer has
introduced a new short range error at a = 0. This necessitates introduction of the
boundary layer.

5.2.5 Boundary Layer

To eliminate O(1) term
∫
∞

0
B(s)v̄(s, t) ds − v̄(0, t) from (5.26) we introduce boundary

layer corrections. We cannot eliminate the O(1) terms
∫
∞

0
P(0) (B(s)w̃0(s, τ)) ds from

(5.25) and
∫
∞

0
B(s)w̃0(s, τ) ds and w̃0(0, τ) from (5.26) at this level as these terms are on

a different time scale.

The boundary layer is constructed by blowing up the state variable a according to
α := a/ε and defining

û(α, t) = (v̂(α, t), ŵ(α, t)).

Again, the linearity allows us to approximate the solution u by the sum of the bulk
and initial layer parts, obtained above, and the boundary layer. Thus, inserting the
expansions

v̂(α, t) = v̂0(α, t) + εv̂1(α, t) + · · · and ŵ(α, t) = ŵ0(α, t) + εŵ1(α, t) + · · · ,
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as before into the projected equations (5.4), (5.5) we get respectively

εv̂0,t + ε2v̂1,t + · · · = −
(
v̂0,α + εv̂1,α + · · ·

)
− ε(P(0)M(0) + aP′(0)M(0) + aP(0)M′(0) + · · · )(v̄0 + εv̄1 + · · · )
− ε(P(0)M(0) + aP′(0)M(0) + aP(0)M′(0) + · · · )(w̄0 + εw̄1 + · · · ),

(5.27)
and
εŵ0,t + ε2ŵ1,t + · · · = −εkaû −

(
ŵ0,α + εŵ1,α + · · ·

)
− ε(Q(0)M(0) + aQ′(0)M(0) + aQ(0)M′(0) + · · · )(v̂0 + εv̂1 + · · · )
− ε(Q(0)M(0) + aQ′(0)M(0) + aQ(0)M′(0) + · · · )(ŵ0,ε + εŵ1 + · · · )
+ (CS(0) + aC′S(0) + . . .)(ŵ0 + εŵ1 + . . .). (5.28)

At the ε0 order of the hydrodynamic part (5.27) we have

v̂0,α = 0. (5.29)

Since v̂0 is a layer term, it should be important only in a small vicinity of the initial
point a = 0. Since (5.29) gives v̂0 = constant, we must take v̂0 = 0.

Now at the ε0 order in the kinetic part (5.28) we have

ŵ0,α = CS(0)ŵ0 ,

and this gives
ŵ0(α, t) = eαCS(0)ŵ0(0, t). (5.30)

At this stage we are free to choose the boundary conditions which will help to eliminate
the O(1) term

∫
∞

0
B(s)v̄(s, t) ds − v̄(0, t) and, for this, we define

ŵ0(0, t) :=
∫
∞

0
B(s)v̄(s, t) ds − v̄(0, t). (5.31)

Let us define the new error

Ê(a, t) := (ê(a, t)k, f̂(a, t))

:= (ẽk(a, t), f̃(a, t) − ŵ0(a/ε, t)),

where ŵ0 is given by (5.30) and (5.31). The new error equations are as follows:

êt = −êa − PMê − PMf̂ − PMŵ0 − εPMw̄1 − PMw̃0,

and
f̂t = f̃t − ŵ0,t

= −f̂a − w̃0,a − εw̄1,a −QMê −QMf̂ −QMŵ0 −QMw̃0 − εQMw̄1 − êka

+
1
ε

(CS(a) − CS(0)) ŵ0 +
1
ε

CSf̂ − εw̄1,t − ŵ0,t.
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For the boundary conditions we obtain

ê(0, t) =

∫
∞

0
P(0)(B(s)ê(s, t)) ds +

∫
∞

0
P(0)(B(s)f̂(s, t)) ds +

∫
∞

0
P(0)(B(s)w̃0(s, τ)) ds

+ ε

∫
∞

0
P(a) (B(s)w̄1(s, t)) ds + ε

∫
∞

0
P(0) (B(εα)ŵ0(α, t)) dα, (5.32)

and
f̂(0, t) = f̃(0, t) − ŵ(0, t)

=

∫
∞

0
B(s)ê(s, t) ds + ε

∫
∞

0
B(εα)ŵ0(α, t) dα − ê(0, t) +

∫
∞

0
B(s)f̂(s, t) ds

+

∫
∞

0
B(s)w̃0(s, τ) ds − w̃0(0, τ) + ε

∫
∞

0
B(s)w̄1(s, t) ds − εw̄1(0, t), (5.33)

where we have used (5.31).

The initial conditions take the following form:

ê(a, 0) = 0, and f̂(a, 0) = −ŵ0(a/ε, 0) − εw̄1(a, 0).

We note that, even with the boundary layer, we still have terms depending on t/ε,
namely

∫
∞

0
P(0)B(s)w̃0(s, τ) ds in (5.32) and

∫
∞

0
B(s)w̃0(s, τ) ds, w̃0(0, τ) in (5.33). This

necessitates introduction of the corner layer.

5.2.6 Corner Layer

To eliminate O(1) terms
∫
∞

0
P(0)B(s)w̃0(s, τ) ds from (5.32) and

∫
∞

0
B(s)w̃0(s, τ) ds,

w̃0(0, τ) from (5.33), we need corner layer corrections. Here we enlarge both time and
age variables as α := a/ε and τ := t/ε. As before we use linearity and seek the corner
layer independently by inserting the formal expansions

v̆(α, τ) = v̆0(α, τ) + εv̆1(α, τ) + · · · , and w̆(α, τ) = w̆0(α, τ) + εw̆1(α, τ) + · · ·

into the projected system (5.4), (5.5) we get respectively

1
ε

v̆0,τ + v̆1,τ + · · · = −
(1
ε

v̆0,α + v̆1,α + · · ·
)

− (P(0)M(0) + aP′(0)M(0) + +aP(0)M′(0) · · · )(v̆0 + εv̆1 + · · · )
− (P(0)M(0) + aP′(0)M(0) + aP(0)M′(0) + · · · )(w̆0 + εw̆1 + · · · ),

and

w̆0,τ + εw̆1,τ + · · · = −εka(0)u −
(
w̆0,α + εw̆1,α + · · ·

)
− ε(Q(0)M(0) + aQ′(0)M(0) + aQ(0)M′(0) + · · · )(v̆0 + εv̆1 + · · · )
− ε(Q(0)M(0) + aQ′(0)M(0) + aQ(0)M′(0) + · · · )(w̆0 + εw̆1 + · · · )
+ (CS(0) + aC′S(0) + · · · )(w̆0 + εw̆1 + · · · ).
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Comparing coefficients at the ε0 level we have

v̆0,τ + v̆0,α = 0, (5.34)
w̆0,τ = −w̆0,α + CS(0)w̆0. (5.35)

Here we have freedom of choosing both the boundary and initial conditions (in (α, τ)-
variables) which will help to eliminate the problematic terms on the boundary. There-
fore we define boundary conditions

v̆0(0, τ) :=
∫
∞

0
P(0)(B(s)w̃0(s, τ)) ds, (5.36)

and

w̆0(0, τ) :=
∫
∞

0
B(s)w̃0(s, τ) ds − w̃0(0, τ) − v̆0(0, τ). (5.37)

Define the new approximation

u(a, t) = (v(a, t),w(a, t)) ≈ (v̄(a, t) + v̆(a/ε, t/ε),
εw̄1(a, t) + w̃0(a, t/ε) + ŵ(a/ε, t) + w̆(a/ε, t/ε)),

with the error of this approximation given by

Ĕ := (ĕ(a, t), f̆(a, t))

:= (ê(a, t) − v̆0(α, τ), f̂(a, t) − w̆0(α, τ)).

Taking all layers into account, we find that the final error formally satisfies

ĕt = êt −
1
ε

v̆0,τ

= −êa − PMê − PMf̂ − PMŵ0 − PMw̃0 − εPMw̄1 −
1
ε

v̆0,τ

= −ĕa − PMĕ − PMf̆ − PMv̆0 − PMw̆0 − PMŵ0 − εPMw̄1 − PMw̃0 , (5.38)

where we used (5.34). Further

f̆t = f̂t −
1
ε

w̆0,τ

= −f̆a − w̃0,a − εw̄1,a − ŭ0ka −QMĕ −QMv̆0 −QMf̆ −QMw̆0 −QMŵ0 −QMw̃0

− εQMw̄1 +
1
ε

(CS(a) − CS(0))ŵ0 +
1
ε

CSf̆ +
1
ε

(CS(a) − CS(0))w̆0 − εw̄1,t − ŵ0,t ,

(5.39)
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where we used (5.35). The boundary condition for the hydrodynamic part is

ĕ(0, t) = ê(0, t) − v̆(0, τ)

= ε

∫
∞

0
P(0)(B(s)ĕ(s, t)) ds +

∫
∞

0
P(0)(B(s)f̆(s, t)) ds

+ ε

∫
∞

0
P(0)(B(εα)v̆0(α, τ)) dα + ε

∫
∞

0
P(0)(B(εα)w̆0(α, τ)) dα

+ ε

∫
∞

0
P(0)(B(s)w̄1(s, τ)) ds + ε

∫
∞

0
P(0)(B(εα)ŵ0(α, t)) dα, (5.40)

where we have used (5.36). Further,

f̆(0, t) = f̂(0, t) − w̆0(0, τ)

=

∫
∞

0
B(s)ĕ(s, t) ds + ε

∫
∞

0
B(s)w̄1(s, t) ds

+

∫
∞

0
B(s)f̆(s, t) ds + ε

∫
∞

0
B(εα)w̆0(α, τ) dα − εw̄1(0, t)

+ ε

∫
∞

0
B(εα)v̆0(α, τ) dα + ε

∫
∞

0
B(εα)ŵ0(α, t) dα, (5.41)

where we have used (5.37). We introduce homogeneous initial conditions

v̆0(a, 0) = 0, w̆0(a, 0) = 0. (5.42)

The error equations (5.38)–(5.42) can be written in a compact form as

Ĕt = −Ĕa −MĔ +
1
ε

CĔ + Y(·),

Ĕ(0, t) =

∫
∞

0
B(s)Ĕ(s, t) ds + Z(·),

Ĕ(a, 0) = 0.

We postpone a detailed study of the L1-norm estimates of the error Ĕ to Chapter 7,
where we deal with a more general model and provide rigorous error estimates with
the integral formulation.

We close this chapter by showing all the layer related terms appear in Y(·) and Z(·)
are either of ε order or decay to zero as τ → ∞ or α → ∞. To do this we start with
the hydrodynamic terms of the corner layer and for this we have the following set of
equations:

v̆0,τ + v̆0,α = 0,
v̆0(α, 0) = 0,

v̆0(0, τ) =

∫
∞

0
P(0)B(s)w̃0(s, τ) ds.
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The solution of the above system can be represented as

v̆0(α, τ) =

 k(0)
∫
∞

0
1 ·

[
B(s) � e(τ−α)CS(s)w0(s)

]
ds, τ > α;

0, τ < α,

where � denotes the component-wise multiplications of two vectors. Now, by as-
sumption supa∈R+

Reλ(a) = ζ < 0, whenever λ(a) ∈ σ(CS(a)).
Thus ∥∥∥∥∥v̆0

(
·,

t
ε

)∥∥∥∥∥
L1
≤

∫ t

0

∥∥∥∥∥k(0)
∫
∞

0
B(s) � e(t/ε−α)CS(s)w0(s) ds

∥∥∥∥∥ da

≤ εD
∫ t/ε

0
e(t/ε−α)ζ dα = εD

1
ζ

(
eζt/ε
− 1

)
= O(ε),

where D is a positive constant. Next from (5.30) we have

‖ŵ0(·, t)‖L1 =

∫ t

0

∥∥∥∥∥∥eαCS(0)

(∫
∞

0
B(s)v̄(s, t) ds − v̄(0, t)

)∥∥∥∥∥∥ da

≤ ε

∫ t/ε

0
eαζ

′

(∫
∞

0
‖B(s)v̄(s, t)‖ ds + ‖v̄(0, t)‖

)
dα

≤ εF
∫ t/ε

0
eαζ

′

dα = O(ε),

where F is a positive constant. Also,

‖ŵ0,t(·, t)‖L1 ≤ εG
∫ t/ε

0
eαζ

′

dα = O(ε),

where G is a positive constant. For the kinetic part of the initial layer term, we have∥∥∥∥∥w̃0

(
·,

t
ε

)∥∥∥∥∥
L1

=

∫ t/ε

0

∥∥∥et/εCS(s)w0(s)
∥∥∥ ds

≤ eζt/ε
∫ t/ε

0
‖w0(s)‖ ds,

and ∥∥∥∥∥w̃0,a

(
·,

t
ε

)∥∥∥∥∥
L1

=

∫ t/ε

0

∥∥∥Q(s)C(s)et/εCS(s)w0(s) + et/εCS(s)w0,a(s)
∥∥∥ ds

≤ ζG1eζt/ε
∫ t/ε

0
‖w0(s)‖ ds + eζt/ε

∫ t/ε

0

∥∥∥w0,a(s)
∥∥∥ ds,
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where G1 is a positive constant. Next we solve the following set of corner layer
equations:

w̆0,τ = −w̆0,α + CS(0)w̆0,

w̆0(α, 0) = 0,

w̆0(0, τ) =

∫
∞

0
B(s)w̃0(s, τ) ds − w̃0(0, τ) − v̆0(0, τ).

The solution of the above system can be represented as

w̆0(α, τ) =

V(α) w̆0(0, τ − α), τ > α;
0, τ < α,

where V(α) is the fundamental matrix solution of

d
dα

V(α) = CS(0)V(α) and V(0) = I.

Thus,∥∥∥∥∥w̆0

(
·,

t
ε

)∥∥∥∥∥
L1

=

∫ t

0
‖V(α)w̆0(0, t/ε − α)‖ da

≤

∫ t

0
‖V(α)

∫
∞

0
B(s)w̆0(s, t/ε − α) ds − w̆0,ε(0, t/ε − α)‖ da

≤ ε

∫ t/ε

0
‖V(α)

∫
∞

0
B(s)w̆0(s, t/ε − α) ds − w̃0,ε(0, t/ε − α) − v̆0(0, t/ε − α)‖ dα

≤ ε

∫ t/ε

0
‖V(α)

∫
∞

0
B(s)e(t/ε−α)CS(s)w0(s) ds‖ dα

+

∫ t/ε

0
‖V(α) e(t/ε−α)CS(0)w0(0)‖ dα +

∫ t/ε

0
‖V(α)v̆0(0, t/ε − α)‖ dα

≤ ε‖V(·)‖
[
‖B(s)‖ ‖w0(s)‖

∫ t/ε

0
e(t/ε−α)ζ dα

+‖w0(0)‖
∫ t/ε

0
e(t/ε−α)ζ dα +

∫ t/ε

0
v̆0(0, t/ε − α) dα

]
≤ εH

∫ t/ε

0
e(t/ε−α)ζ dα = O(ε),

where H is a positive constant.



CHAPTER 6

Generalizations of the Perturbed Model

The perturbed model considered in Chapters 4 and 5 deals with irreducible
migration matrix which essentially indicates that any geographical patch is accessible
from any other. This assumption often proves too restrictive. In many cases, it is
found that some patches are either isolated or only admitting emigration (or only
immigration). As typical examples, it is found that due to economic situation, a
population may leave a region to inhibit several other regions or we can consider
fishes leaving rivers, move to sea whereas sea-fishes remain confined in sea. These
type of phenomenons can be modeled with reducible migration matrix what we are
going to discuss in this chapter. Along with this, in this chapter, we also consider full
birth and death matrices instead of diagonal structures.

6.1 Model with General Mortality and Birth Matrices

The first attempt towards generalization is to consider general mortality and birth
matrices instead of the diagonal ones. We will use the same notation, to denote these
matrices. Thus, with these changes, our new perturbed model becomes

ut = −ua −Mu +
1
ε

Cu,

u(0, t) =

∫
∞

0
B(s)u(s, t) ds, (6.1)

u(a, 0) = φ(a),

53
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where
M(a) =

[
µi j(a)

]
1≤ i, j ≤n

and B(a) =
[
βi j(a)

]
1≤ i, j ≤n

.

Here we assume that the matrix M has positive off-diagonal elements. The reason
for this assumption has been explained in Section 6.3.1. Also other properties of M
will be specified in Hypothesis H3, in Section 6.3.1. So, essentially M not only reflects
the mortality but some migration as well occurring, however, in a much slower scale
compared to the migration phenomena modeled by C. With an abuse of terminology,
we will still call it a mortality matrix. In matrix B, a non zero entry βi j for i , j, gives
a contribution of patch j to births in patch i.

Summing the system of equations (6.1), we get

n∑
i=1

ui,t = −

n∑
i=1

ui,a −

 n∑
i=1

µ1iui + · · · +

n∑
i=1

µniui

 ,
n∑

i=1

ui(0, t) =

∫
∞

0

 n∑
i=1

β1i(s)ui(s, t) + · · · +

n∑
i=1

βni(s)ui(s, t)

 ds,

n∑
i=1

ui(a, 0) =

n∑
i=1

φi(a).

Since the right Perron vector of C represents the stable patch structure, we approximate
the original system exactly as we did in Chapter 5, i.e.,

ki ≈
ui

n∑
i=1

ui

, where i = 1, · · · ,n.

Defining as before, u(a, t) :=
n∑

i=1
ui(a, t), heuristically we have the following approxima-

tions:
n∑

i=1

µ1iui ≈

 n∑
i=1

µ1iki

 u =: µ∗1(a)u,

...
n∑

i=1

µniui ≈

 n∑
i=1

µniki

 u =: µ∗n(a)u,

and on the boundary,
n∑

i=1

β1iui ≈

 n∑
i=1

β1iki

 u =: β∗1(a)u,

...
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n∑
i=1

βniui ≈

 n∑
i=1

βniki

 u =: β∗n(a)u.

With these approximations, we have the following aggregated system:

ut ≈ −ua − µ
∗∗(a)u,

u(0, t) ≈
∫
∞

0
β∗∗(s)u(s, t) ds,

u(a, 0) ≈
n∑

i=1

φi(a),

where, µ∗∗(a) :=
∑n

i=1 µ
∗

i (a) and β∗∗(a) :=
∑n

i=1 β
∗

i (a). So, essentially we found same ‘ap-
proximated system’ as we got in Chapter 5.

Along with these general mortality and birth matrices, our next attempt is to weaken
the irreducibility assumption on the migration matrix C and to analyze the behaviour
with reducible C. For the rest of the work, we will again use the same notation C to
denote reducible migration matrix.

6.2 The Reducible Migration Matrix

In this section we are going to state the spectral properties of our reducible
migration matrix. Specifically, we focus on reducible Kolmogorov matrices. Theorem
6.1 below is valid for arbitrary non-negative matrices and it is different from Theorem
4.2 in the sense that the eigenvector corresponding to the dominant eigenvalue is not
necessarily a positive vector. Since our reducible migration matrix C has non-negative
off-diagonal elements, we need a specific result (Theorem 6.3) for this type of matrices,
which can be obtained using Theorem 6.1 and is cited in Corollary 6.2. Since the proofs
of the Corollary 6.2 and the Theorem 6.3 are essentially same as the corresponding
results proved in Chapter 4, we are not repeating them here.

Theorem 6.1 The spectral radius of a non-negative matrix A is a dominant eigenvalue of A
and there is a corresponding eigenvector k ≥ 0.

Proof. We refer to [24, p. 66]. �

Corollary 6.2 The spectral bound of a non-negative off-diagonal matrix A is an eigenvalue
of A and there is a corresponding eigenvector k ≥ 0.

Using Corollary 6.2, we can now prove the following spectral properties of a reducible
Kolmogorov matrix.
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Theorem 6.3 A reducible Kolmogorov matrix has zero as the dominant eigenvalue and 1 is a
left eigenvector corresponding to this dominant eigenvalue.

Due to the reducibility property, the left and right Perron vectors have a special
structures as described in the following theorems.

Theorem 6.4 An arbitrary reducible, non-negative matrix cannot have both left and right
positive eigenvectors corresponding to the dominant eigenvalue unless the matrix is block
diagonal.

Proof. See [24, p. 78]

Theorem 6.5 For a reducible Kolmogorov matrix, the right eigenvector (Perron vector) must
contain some zero elements unless the matrix is block diagonal.

Proof. The proof immediately follows from Theorems 6.3 since 1 is a left eigenvector
corresponding to the zero eigenvalue. �

With respect to migration states, reducibility of the migration matrix C produces
different behaviour compared to Chapter 4. For our migration matrix C, we divide
the states into two sets: the states T from which systems can make transit to any other
states are called transient states and the set of states C called closed states, where,
once the system is in, cannot transit to other states no mater how long we iterate.
Using the definition, a reducible matrix C can be represented as[

C′ A
0 T

]
, (6.2)

where C′,T are irreducible, square matrices. C′ corresponds the set of closed states
C with the property that C′ has zero as dominant eigenvalue and T corresponds the
transient states T with σ(T) := {λ ∈ C : Reλ < 0}. If one of the matrices C′ or T is
reducible then it can also be represented in a form similar to (6.2) and we can carry on
the above decomposition. Finally with suitable permutations, C can be represented
in the following normal form

Cn1 . . . 0 An1,nm+1 . . . An1,nn
...

...
...

...
...

...
0 . . . Cnm Anm,nm+1 . . . Anm,nn

0 . . . 0 Tnm+1,nm+1 . . . Tnm+1,nn
...

...
...

...
...

...
0 . . . 0 0 . . . Tnn,nn


. (6.3)
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Define C :=


Cn1 . . . 0
...

...
...

0 . . . Cnm

, A :=


An1,nm+1 . . . An1,nn

...
...

...
Anm,nm+1 . . . Anm,nn

 , O :=


0 . . . 0
...

...
...

0 . . . 0

 ,

T :=


Tnm+1,nm+1 . . . Tnm+1,nn

...
...

...
0 . . . Tnn,nn

.
Then the normal form of C can be represented as

[
C A
O T

]
, where C corresponds all the

closed states and T corresponds all the transient states.

There is an interesting connection between the transient states, closed states and the
right Perron vector of a Kolmogorov matrix as described in the following result.

Theorem 6.6 For a Kolmogorov matrix in its normal form, the closed states correspond to
the non-zero elements of the right Perron vector and the transient states correspond to the zero
elements of the right Perron vector.

Proof. From the property of the normal form, all Cni , where 1 ≤ i ≤ m, have zero as
the dominant eigenvalue and all T j , j, where nm+1 ≤ j ≤ nn, have negative real parts.
Let all square matrices Cni have orders, respectively, ni, where 1 ≤ i ≤ m and all T j, j

have orders, respectively n j, where nm+1 ≤ j ≤ nn. Now C has 1 as a left Perron vector
and, by Theorem 6.5, a right Perron vector of C must have some zero components.
Let k := (k1,k2, . . . ,kn) be a right Perron vector of C, where k1 := (k1, . . . , kn1), . . . ,
km := (knm−1+1, . . . , knm),km+1 := (knm+1, . . . , knm+1), . . . ,kn := (knn−1+1, . . . , knn). Correspond-
ing to the zero eigenvalue, we have the following set of equations

Cn1k1 + · · · + 0 + An1,nm+1km+1 + · · · + An1,nnkn = 0,
...

0 + · · · + Cnmkm + Anm,nm+1km+1 + · · · + Anm,nnkn = 0,
0 + · · · + 0 + Tnm+1,nm+1km+1 + · · · + Tnm+1,nnkn = 0,

...

0 + · · · + 0 + 0 + · · · + Tnn,nnkn = 0.

Since each T j, j (nm+1 ≤ j ≤ nn) is non-singular, it is invertible and hence km+1 = · · · =
kn = 0. Since each Cni is irreducible, it has positive Perron vector corresponding to the
dominant eigenvalue zero and hence each k1, . . . ,km is non-zero. This completes the
proof. �

Remarks:

1. Since each Cni , where i = 1, . . . ,m, is an irreducible Kolmogorov matrix, by
Theorem 4.4, we find that zero is a simple dominant eigenvalue for each Cni ,
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where i = 1, . . . ,m, and hence zero is a semi-simple eigenvalue of C. Each T j, j,
where nm+1 ≤ j ≤ nn, is nonsingular.

2. The matrix C has zero as a dominant eigenvalue with multiplicity m and rest of
the eigenvalues have negative real parts.

6.2.1 Spectral Projections

In this section we shall prepare the ground in order to define spectral projection
operators which are going to be applied to the perturbed system for asymptotic
analysis. We define a basis set for the null space of the migration operator C and also
construct the basis system for the adjoint null space of C. In rest of the work, we shall
assume that our migration matrix C depends on age but that its normal form remains
unchanged as a varies. By Remarks 1 and 2, the eigenspace of C corresponding to
λ = 0 is m-dimensional. We denote its basis by

e1 :=

 k1
n1∑
i=1

ki

, . . . ,
kn1

n1∑
i=1

ki

, 0, . . . , 0

 ,
...

em :=

0, . . . , 0,
knm−1+1

nm∑
i=n(m−1)

ki

, . . . ,
knm

nm∑
i=n(m−1)

ki

, 0, . . . , 0

 .
Here for defining the basis vectors e1, . . . , em, we have used Theorem 6.6 to assign 0 as
the value of all transient state components of the right Perron vector.

Since 1 is a left eigenvector corresponding to the zero eigenvalue of C, we can
construct a basis for the adjoint null space of C as follows:
Let (y1, . . . ,yn) be a left eigenvector corresponding to the zero eigenvalue of C, where
y1 has n1 components, . . . ,ym has nm components. If our blockT has only non-zero di-
agonal elements, then we have the following explicit expressions of the corresponding
left basis. Using the normal form of C we have the following set of equations:

y1Cn1 = 0,
...

ymCnm = 0,
y1An1,nm+1 + · · · + ymAnm,nm+1 + ym+1Tnm+1,nm+1 = 0,

...

y1An1,nn + · · · + ymAnm,nn + ynTnn,nn = 0.
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Since all Tnm+1,nm+1 , . . . ,Tnn,nn are invertible, we get

ym+1 = −
(
y1An1,nm+1 + · · · + ymAnm,nm+1

)
T−1

nm+1,nm+1
,

...

yn = −
(
y1An1,nn + · · · + ymAnm,nn

)
T−1

nn,nn
.

Now, for the basis vector x1, choose

ym+1 = − y1An1,nm+1T
−1
nm+1,nm+1

,
...

yn = −y1An1,nnT−1
nn,nn

,

where y1 = (1, . . . , 1︸  ︷︷  ︸
n1 times

).

Following the same method, we get the full set of a left basis as follows:

x1 =
(
y1, 0, . . . , 0, − y1An1, nm+1T

−1
nm+1,nm+1

, . . . ,−y1An1,nnT−1
nn,nn

)
,

...

xm =
(
0, . . . , 0, ym, − ymAnm,nm+1T

−1
nm+1,nm+1

, . . . ,−ymAnm,nnT−1
nn,nn

)
,

where, y1 = (1, . . . , 1︸  ︷︷  ︸
n1 times

), . . . ,ym = (1, . . . , 1︸  ︷︷  ︸
nm times

).

For a general upper triangular form of T, the components of this basis vectors will be
denoted by the following short-hand notation:

x1 :=
(
y1, 0, . . . , 0, fn1,nm+1 , . . . , fn1,nn

)
,

...

xm :=
(
0, . . . , 0,ym, fnm,nm+1 , . . . , fnm,nn

)
.

Since Tni,n j , for m + 1 ≤ i, j ≤ n are of negative type and Ani,n j , for 1 ≤ i ≤ m and
m + 1 ≤ j ≤ n are of positive type, fi j ≥ 0. Also we note that 1 = x1 + · · · + xm.

Also, for example,

m∑
i=1

fni,nm+1 = y1An1,nm+1T
−1
nm+1,nm+1

+ · · · + ymAnm,nm+1T
−1
nm+1,nm+1

=
(
y1An1,nm+1 + · · · + ymAnm,nm+1

)
T−1

nm+1,nm+1

= Tnm+1,nm+1T
−1
nm+1,nm+1

= 1,
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since C is a Kolmogorov matrix, the sum of the elements of a particular column is
zero. Therefore, it follows that

m∑
i=1

fni,nm+1 = · · · =

m∑
i=1

fni,nn = 1. (6.4)

Now we can split the space as follows:

Rn = [e1] ⊕ . . . ⊕ [em] ⊕ S,

where S :=
{
x ∈ Rn : P jx = 0, for 1 ≤ j ≤ m

}
, where P j for 1 ≤ j ≤ m are projections

defined below.

Using the above basis vectors, let us now define the set of projection operators
P1, . . . ,Pm,Q : Rn

−→ Rn as follows:

P1u =: v1 := (x1 · u) e1 =

 n1∑
i=1

ui +

nn∑
i=nm+1

fn1,ni · uni

 e1 =: un1e1,

...

Pmu =: vm := (xm · u) em =

 nm∑
i=nm−1+1

ui +

nn∑
i=nm+1

fnm,ni · uni

 em =: unmem ,

and
Q u := w := [ I − (P1 + . . . + Pm)] u.

6.3 Model with General M, B and Reducible C

Along with the reducible migration matrix C and considering general mortality M
and birth B matrices, the perturbed system becomes,

ut = −ua −Mu +
1
ε

C u, (6.5)

u(0, t) =

∫
∞

0
B(s)u(s, t) ds, (6.6)

u(a, 0) = φ(a). (6.7)

For the rest of the work, we use the following notation:

xm(a, t) :=
m∑

i=1

xni(a, t) ei(a) , xm
0 (a, t) :=

m∑
i=1

xni
0 (a, t) ei(a), [B x](t) :=

∫
∞

0
B(s) x(s, t) ds

and for any matrix A, AS := QA.
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6.3.1 Hypotheses & Properties

We are going to work in the Banach space X := L1(R+,Rn). The necessary
assumptions to be made on C(a), M(a) := [µi j(a)]1≤ i, j≤n and B(a) := [ βi j(a)]1≤ i, j≤n are
summarized in the next hypotheses.

H1: βi j(a) ≥ 0, a.e. in R+;

H2: βi j ≥ 0 and µi j, βi j ∈ L∞(R+), that is, there exist µ, β̄ ∈ R+ such that µi j(a) ≤
µ, βi j(a) ≤ β̄, all most everywhere in R+;

H3: −M(a) is a sub-Kolmogorov matrix; that is, µi j ≤ 0 for i , j, and satisfies
−

∑n
j=1 µ ji(a) ≤ 0 for any 1 ≤ i ≤ n and a ∈ R+. Also a 7→M(a) ∈ C1

b(R+,Rn2);

H4: The migration matrix C is a reducible Kolmogorov matrix and CS := C|S has
all eigenvalues with negative real parts and let

max
λ∈ σ(CS(a))

Reλ =: ζ < 0. (6.8)

Lemma 6.7 Under the above assumptions, C−1
S ∈ C2

b(R+,Rn2) and e j ∈ C1
b(R+,Rn) for

1 ≤ j ≤ m.

Proof. The first statement is obvious since the determinant of CS(a) is twice differen-
tiable and bounded away from zero by uniform invertibility of CS(a). To prove the
second statement, we note that e j := (0, . . . , en j , . . . , 0) for 1 ≤ j ≤ m, where en j are the
Perron vectors corresponding to the irreducible matrices Cn j and hence differentiabil-
ity of en j follows from Lemma 5.1. �

Regarding solvability of (6.5)–(6.7), it follows, [65, Proposition 3.2], that S −M + 1
εC

(where Su := −ua) on the domain D(S) := {u ∈ X : u(0) = Bu} generates a C0-
semigroup, say (Gε(t))t≥0, of type (1,w) where w ≤ ‖B‖ + ‖ −M + 1

εC‖. This estimate
is not satisfactory as it depends on ε. However, −M + 1

εC is also positive off-diagonal
and hence it generates a positive semigroup of contractions. Thus the assumptions
of the Trotter formula, [20, Corollary III 5.8], are satisfied and therefore the type of
(Gε(t))t≥0 is the same as of the semigroup generated by (S,D(S)). Hence w ≤ ‖B‖,
independently of ε.

6.3.2 Lifting Theorem

While the semigroup theory, via the Duhamel formula, provides satisfactory
estimates for the problem (6.5)–(6.7), with the inhomogeneity in (6.5), it is insufficient
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to handle inhomogeneous boundary conditions u(0, t) = Bu + g where g is a vector,
possibly depending on time. There are various versions of trace theorems which
can lift the inhomogeneity from the boundary to the interior but here the problem is
complicated due to the presence of a small parameter. We provide one which gives
estimates uniform in ε.

Lemma 6.8 There is a bounded solution operator Lε, λ : RN
→ X of the problem

λu = Su −Mu +
1
ε

Cu, u(0, t) = g, (6.9)

which satisfies Lε, λg ∈ D(S) and ‖Lε, λ‖ → 0 as λ → ∞ uniformly in ε ∈ (0, ε0) for some
ε0 > 0.

Proof. Since S is the diagonal differentiation with respect to a, (6.9) is just the
Cauchy problem for the system of linear non-autonomous equations ua = Qε(a)u,
where Qε(a) := −λI −M(a) + 1

εC(a). Since Qε(a) := [qi j(a)]1≤i, j≤n is positive off-diagonal,
the solution u is non-negative. Indeed let us denote by Lε, λ(a) := {lε, i j(a)}1≤ i, j≤n the
fundamental matrix of (6.9) corresponding to the unit vectors of Rn, pi = {δi, j}1≤ j≤n,
where i = 1, · · · ,n. Let us first prove that, Lε, λ(a) is a non-negative matrix. To do this,
we note that Lε,λ(a) satisfies

d
da

Lε,λ(a) = Qε(a)Lε,λ(a). (6.10)

Let η := sup
i,a
|qii(a)|. Then Qε(a) + ηI is a non-negative matrix, and we have

d
da

{
eηaLε,λ(a)

}
= eηa d

da
Lε,λ(a) + ηeηaLε,λ(a)

= eηa
Qε(a)Lε,λ(a) + ηeηaLε,λ(a) (by (6.10))

=
[
Qε(a) + ηI

]
eηaLε,λ(a).

Accordingly, we have the following representation

eηaLε,λ(a) = I +

∫ a

0

[
Qε(s) + ηI

]
ds +

∫ a

0

[
Qε(s1) + ηI

] ∫ s1

0

[
Qε(s2) + ηI

]
ds2 ds1 + · · · .

(6.11)

Since the right-hand side of (6.11) is non-negative, then we know that Lε,λ(a) is non-
negative.
Now, considered for each a as the operator in Rn, l1 norm of Lε,λ(a) is

∥∥∥Lε, λ(a)
∥∥∥
Rn, 1

=

max
1≤ j≤n

∑n
i=1 lε,i j(a). Further, for any 1 ≤ j ≤ n,

d
da

n∑
i=1

lε,i j(a) =

n∑
k=1

n∑
i=1

qik(a)lε,kj(a) ≤ −λ
n∑

i=1

lε,i j(a),
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since−M(a) is a sub-Kolmogorov matrix for each a. So
∑n

i=1 lε, i j(a) ≤ e−λa, which implies
that ‖Lε, λ‖X ≤ λ−1 where the latter norm is the operator norm from Rn into X. �

Lemma 6.9 Let B be a bounded operator between X into Rn. For sufficiently large λ there is
a solution operatorHε, λ : Rn

→ X of the problem

λu = −ua −Mu +
1
ε

Cu, u(0, t) = Bu + f , (6.12)

with ‖Hε, λ‖ bounded independently of ε.

Proof. Consider Lε, λg for an unspecified, for a moment, vector g. Then our problem
will be solved if we can find g satisfying g = BLε, λg + f. Now,∥∥∥BLε, λg

∥∥∥
Rn ≤ ‖B‖

∥∥∥Lε, λg
∥∥∥
Rn ≤ λ

−1
‖B‖

∥∥∥g
∥∥∥
Rn ,

hence q := ‖B‖ ‖Lε, λ‖ < 1 provided λ is large enough. Clearly, λ and q can be
chosen independently of ε. Then g = (I −BLε, λ)−1f and, by the Neumann expansion,∥∥∥(I −BLε, λ

)−1
∥∥∥ ≤ (

1 − q
)−1. Hence, the solution u to (6.9) is given by

u = Hε, λf = Lε, λg = Lε, λ
(
I −BLε, λ

)−1 f,

with
∥∥∥Hε, λ

∥∥∥
X
≤

1
λ(1−q) . �

Remark:

In further applications, the boundary data f depends on t. Since the construction above
does not depend on t, u has the same regularity in t as f with bounds on derivatives
independent of ε. Furthermore, the operation

(
I −BLε, λ

)−1 acts between Rn and Rn

and thus is a-independent. Since, u is a solution of a Cauchy problem for a differential
equation in a, it is differentiable with respect to a.

The main application ofHε, λ is to reduce the inhomogeneous boundary problem

ut = −ua −Mu +
1
ε

Cu + h, u(0, t) = Bu + f, u(a, 0) = φ,

where f is an Rn-valued function differentiable with respect to t, to a problem which
is homogeneous on the boundary. By introducing U := u −Hε, λf, we obtain

Ut = ut −Hε, λft = −MU −Ua +
1
ε

CU + λHε, λf −Hε, λft + h,

U(0, t) = u(0, t) −Hε, λf(0, t) = BU +BHε, λf + f −Hε, λf(0, t), (6.13)
U(a, 0) = φ −Hε, λf(a, 0).

We note that in this approach the lifting of f produces its time derivative on the right
hand side of the equation which creates some problems in the asymptotic analysis.
This necessitates a refinement of this method which will be discussed later when we
consider an integral formulation of (6.5)–(6.7).
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6.4 Formal Asymptotic Expansion

To apply the projection operators on the perturbed model (6.5)–(6.7), we are going to
use the following series of lemmas.

Lemma 6.10 For all projection operators P j, where 1 ≤ j ≤ m, we have P j Cu = 0.

Proof. As an example consider, P1Cu := (x1 · Cu) e1. Using the above normal form of
C, Cu gives 

Cn1u1 + · · · + 0 + An1,nm+1unm+1 + · · · + An1,nnunn
...

0 + · · · + Cnmunm + Anm,nm+1unm+1 + · · · + Anm,nnunn

0 + · · · + 0 + Tnm+1,nm+1unm+1 + · · · + Tnm+1,nnunn
...

0 + · · · + 0 + 0 + · · · + Tnn,nnunn


, (6.14)

where un1 :=
(
u1, . . . ,un1

)
, . . . ,unm := (unm−1+1, . . . ,unm),unm+1 := (unm+1, . . . ,unm+1), . . . ,

unn := (unn−1+1, . . . ,un). Again using the normal form of C and considering the fact
that Cn1 is a Kolmogorov matrix, we get x1 · Cn1 = 0. Since x1 is an eigenvector of
C, multiplication of any particular column, say (An1,nm+1 , . . . ,Anm,nm+1 ,Tnm+1,nm+1), by x1,
gives zero. Hence P1C u = 0. So, in general, for 1 ≤ j ≤ m, we have P jCu = 0 and this
completes the proof. �

Lemma 6.11 For 1 ≤ j ≤ m,

P jMu =

 m∑
i=1

uniµ∗ji

 e j +
(
x j ·Mw

)
e j and P jBu =

 m∑
i=1

uniβ∗i j

 e j +
(
x j · Bw

)
e j ,

where un j :=
(∑n j ui +

∑n l ji ui

)
, µ∗ji := x j ·Mei and β∗ji := x j · Bei .

Proof.

P jMu = P jM
m∑

k=1

Pku + P jMQu

=


 n1∑

i=1

ui +

n∑
i=nm+1

l1iui

 (x j ·Me1

)
+

· · · +

 nm∑
i=nm−1+1

ui +

n∑
i=nm+1

lmiui

 (x j ·Mem

) e j +
(
x j ·Mw

)
e j

=:
[
un1µ∗1 j + · · · + unmµ∗mj

]
e j +

(
x j ·Mw

)
e j

=:

 m∑
i=1

uniµ∗ji

 e j +
(
x j ·Mw

)
e j .
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Similarly, the expressions for P jBu are obtained as follows:

P jBu = P jB
m∑

k=1

Pku + P jBQu

=


 n1∑

i=1

ui +

n∑
i=nm+1

l1iui

 (x j · Be1

)
+

· · · +

 nm∑
i=nm−1+1

ui +

n∑
i=nm+1

lmiui

 (x j · Bem

) e j +
(
x j · Bw

)
e j

=:
[
un1β∗1 j + · · · + unmβ∗mj

]
e j +

(
x j · Bw

)
e j

=:

 m∑
i=1

uniβ∗i j

 e j +
(
x j · Bw

)
e j . �

Lemma 6.12 −[µ∗ji]1≤i, j≤m is positive off-diagonal and satisfies −
m∑

j=1
µ∗ji ≤ 0 for any 1 ≤ i ≤ m.

Proof. µ∗ji defined as
µ∗ji := x j ·Mei.

Each co-ordinate of the vectors x j and ei is non-negative for 1 ≤ i, j ≤ m and thus the
sign of the terms x j ·Mei solely depends on the structure of M. For i , j, x j ·Mei does
not contain any diagonal elements of M can be shown as follows:
For example let us prove it for j = 1, i = m.

Now
x1 :=

(
1, 0, . . . , 0, fn1,nm+1 , . . . , fn1,nn

)
,

where

1 := (1, . . . , 1︸  ︷︷  ︸
n1 times

), fn1,nm+1 :=
(
ln1,nm+1, . . . , ln1,nm+1

)
, . . . , fn1,nn :=

(
ln1,nn−1+1, . . . , ln1,n

)
.

and
em :=

(
0, . . . , 0, em

nm−1+1, . . . , e
m
nm
, 0, . . . , 0

)
.

Therefore

x1 ·Mem :=
(
µ1,nm−1+1 em

nm−1+1 + · · · + µ1,nmem
nm

)
+ · · ·

+
(
µn1,nm−1+1 em

nm−1+1 + · · · + µn1,nm em
nm

)
+

(
µnm+1,nm−1+1 em

nm−1+1 + · · · + µnm+1,nm em
nm

)
ln1,nm+1 + · · ·

+
(
µnm+1,nm−1+1 em

nm−1+1 + · · · + µnm+1,nm em
nm

)
ln1,nm+1 + · · ·

+
(
µnm−1+1,nm−1+1 em

nm−1+1 + · · · + µnn,nm em
nm

)
ln1,nn−1+1 + · · ·

+
(
µnn,nm−1+1 em

nm−1+1 + · · · + µnn,nm em
nm

)
ln1,n ,
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which is positive and in general since by hypothesis H3, −M is positive off-diagonal,
−[µ∗ji]1≤i, j≤m is positive off-diagonal.

Next consider
m∑

i=1

µ∗i j(a) =

m∑
i=1

xi ·M(a)e j , for 1 ≤ j ≤ m.

For example, for j = 1, we have
m∑

i=1
µ∗i1 =

m∑
i=1

xi ·Me1 and terms of this sum are as follows:

x1 ·Me1 =
(
µ11em

1 + · · · + µ1,n1e
m
n1

)
+ · · · +

(
µn1, 1 em

1 + · · · + µn1,n1 em
n1

)
+ · · ·

+
(
µnm+1, 1 em

1 + · · · + µnm+1,n1 em
n1

)
ln1,nm+1 + · · ·

+
(
µnm+1, 1 em

1 + · · · + µnm+1,n1 em
n1

)
ln1,nm+1 + · · ·

+
(
µnn−1+1, 1 em

1 + · · · + µnn−1+1,n1 em
n1

)
ln1,nn−1+1 + · · ·

+
(
µn1 em

1 + · · · + µn,n1 em
n1

)
ln1,n ,

...

xm ·Me1 =
(
µnm−1+1, 1em

1 + · · · + µnm−1+1,n1e
m
n1

)
+ · · · +

(
µnm, 1 em

1 + · · · + µnm,n1 em
n1

)
+ · · · +

(
µnm+1, 1 em

1 + · · · + µnm+1,n1 em
n1

)
lnm,nm+1 + · · ·

+
(
µnm+1, 1 em

1 + · · · + µnm+1,n1 em
n1

)
lnm,nm+1 + · · ·

+
(
µnn−1+1, 1 em

1 + · · · + µnn−1+1,n1 em
n1

)
lnm,nn−1+1 + · · ·

+
(
µn1 em

1 + · · · + µn,n1 em
n1

)
lnm,n.

If we look, for example, on the elements of the first column of M we have(
µ11 + · · · + µnm, 1

)
em

1 + · · · + µnm+1, 1 em
1
(
ln1,nm+1 + · · · + lnm,nm+1

)
+ · · ·

+µn1em
1
(
ln1,n + · · · + lnm,n

)
=

 n∑
j=1

µ j1

 em
1 ,

where we have used (6.4). Since −
n∑

j=1
µ ji ≤ 0, for 1 ≤ i ≤ m, the required result

immediately follows. �
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Lemma 6.13 For 1 ≤ i, j ≤ m, we have the following results

1. PiP ju = 0,

2. Piua = uni
a ei and

m∑
j=1

un je j,a ∈ S,

3. P jwa = −
(
f′n j
·w

)
e j ,

4. Qwa = wa +

n∑
i=nm+1

wi

 m∑
j=1

l′n j, ie j

.

Proof. 1. For i , j, we have

PiP ju = Pi(x j · u)e j = (x j · u)(xi · e j)ei = 0,

since xi · e j = 0 for i , j.

2. Using spectral projections P j,Q, where 1 ≤ j ≤ m, we can represent u as follows:

u =

m∑
j=1

P ju + Qu =

m∑
j=1

un je j + w.

Differentiating with respect to a, we get

ua =

m∑
j=1

un j
a e j +

m∑
j=1

un je j,a + wa.

Applying Pi , where 1 ≤ i ≤ m, we have

Piua = Pi(u
ni
a ei + uniei,a) = uni

a ei ,

where we have used the following fact:

Pi(uniei,a) = uni(xi · ei,a)ei = uni(xi · ei)′ei = 0 [as xi · ei = 1 =⇒ (xi · ei)′ = 0] .

Here prime denotes the derivative with respect to a. Using the definition of the
subspace S and Pi(uniei,a) = 0, we conclude that

∑m
j=1 un je j,a is in S.

3. From the definition of S, if w ∈ S, then x j ·w = 0. Differentiating with respect to a,
we get (x j)′ ·w + x j ·wa = 0. Now using the definition of P j, where 1 ≤ j ≤ m, we have

P jwa = (x j ·wa)e j = −
(
(x j)′ ·w

)
e j = −

 n∑
i=nm+1

l′n j, i wi

 e j = −
(
f′n j
·w

)
e j , (6.15)
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where fn j :=
(
0, ln j,n j+1, . . . , ln j,n

)
.

4. Using the expression of P jwa from (6.15) we get

Qwa = wa −

m∑
j=1

P jwa = wa −

m∑
j=1

(
x j ·wa

)
e j

= wa +

m∑
j=1

((
x j

)′
·w

)
e j

= wa +

m∑
j=1

 n∑
i=nm+1

l′n j, iwi

 e j

= wa +

n∑
i=nm+1

wi

 m∑
j=1

l′n j, ie j

 . �

Now, using the above lemmas and applying projections P j, where 1 ≤ j ≤ m, and
Q on (6.5)–(6.7) we get respectively,

un j

t = −un j
a −

m∑
i=1

µ∗jiu
ni + f′n j

·w − x j ·Mw, (6.16)

and

εwt = −εwa − ε
m∑

j=1

(
f′n j
·w

)
e j − εumea − εMSw − εMSum + CSw, (6.17)

where

umea :=
m∑

i=1

uniei,a and um :=
m∑

j=1

un je j.

For the boundary, we have

un j(0, t) =

∫
∞

0

 m∑
i=1

β∗ji(s) uni(s, t)

 ds +

∫
∞

0
x j · B(s)w(s, t) ds, (6.18)

and
w(0, t) = Bum(·, t) +Bw(·, t) − um(0, t). (6.19)

The initial conditions are

P1 u(a, 0) =: v0
1(a), . . . ,Pm u(a, 0) =: v0

m(a) ; Q u(a, 0) =: w0(a). (6.20)
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6.4.1 Bulk Approximation

Following Section 5.2.3, we put w as w = w0 + εw1 + · · · , leaving however, v1, . . . ,vm

unexpanded. Thus

u = (v1, . . . ,vm,w) = (v1, . . . ,vm,w0 + εw1 + · · · ).

Inserting these into the projected system (6.16)–(6.20) we get respectively:

un j

t = −un j
a −

m∑
i=1

µ∗ji uni + f′n j
· (w0 + εw1 + · · · ) − x j ·M(w0 + εw1 + · · · ),

(6.21)
and

εw0,t + ε2w1,t + · · · = −εw0,a − ε
2w1,a + · · · − ε

m∑
j=1

(
f′n j
· (w0 + εw1 + · · · )

)
e j − εMSum

− εumea − εMS(w0 + εw1 + · · · ) + CS(w0 + εw1 + · · · ), (6.22)

with boundary conditions as

un j(0, t) =

∫
∞

0

( m∑
i=1

β∗i j uni

)
+

∫
∞

0
x j · B(w0 + εw1 + · · · ), (6.23)

and
w0(0, t) + εw1(0, t) + · · · = Bum +B(w0 + εw1 + · · · ) − um(0, t).

For the initial conditions, we get

un j(a, 0) = x j ·φ(a), (6.24)
w0(a, 0) + εw1(a, 0) + · · · = w0(a),

where 1 ≤ j ≤ m.

Let ūn j and w̄ := w̄0 +εw̄1 denote the solutions to the truncated equations. Comparing
coefficients of ε0 order terms from (6.21) and (6.22), we have respectively,

ūn j

t = −ūn j
a −

m∑
i=1

µ∗ji ūni , (6.25)

CS w̄0 = 0. (6.26)

Again, from Section 5.2.3, we know that CS is invertible and thus the last equation
(6.26) gives w̄0 = 0.

Comparing ε order terms from (6.22), we have

w̄0,t = −w̄0,a −MSūm
− ūmea −MSw̄0 + CSw̄1 ,
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and from this we get
w̄1 = C−1

S [ ūmea + MSūm] , (6.27)

where we have used w̄0 = 0.

On the boundary part, comparing ε0 order terms on the hydrodynamic subspace (i.e.,
from equation (6.23)) we have

ūn j(0, t) =

∫
∞

0

 m∑
i=1

β∗i j(s) ūni(s, t)

 ds. (6.28)

Collecting equations (6.25), (6.28) and (6.24), we arrive at the closed system for ūn j :

ūn j

t = −ūn j
a −

m∑
i=1

µ∗ji ūni ,

ūn j(0, t) =

∫
∞

0

 m∑
i=1

β∗i j(s) ūni(s, t)

 ds, (6.29)

ūn j(a, 0) = x j ·φ(a).

Now, in order to solve this system, let v̄ := (ūn1 , . . . , ūnm), Mv(a) := [µ∗ji(a)]1≤i, j≤m,
φm(a) :=

(
x1 ·φ(a), . . . , xm ·φ(a)

)
and Bv(a) := [β∗ji(a)]1≤ i, j≤m. With this notation, the

closed system (6.29) for ūn j is equivalent to

v̄t + v̄a = −Mv(a)v̄,
v̄(a, 0) = φm(a), (6.30)

v̄(0, t) =

∫
∞

0
Bv(s)v̄(s, t) ds.

Let Lv(a) be the fundamental solution to

L′v(a) = −Mv(a)Lv(a), Lv(0) = I.

We define Lv(b, a) as
Lv(b, a) := Lv(b)L−1

v (a).

Then solution of (6.30) is given by

v̄(a, t) =

Lv(a)v̄(0, t − a), a < t;
Lv(a, a − t)φm(a − t), a > t,

where

ψ(t) := v̄(0, t) =

∫ t

0
Bv(a)Lv(a)ψ(t − a) da +

∫
∞

t
Bv(a)Lv(a)L−1

v (a − t)φm(a − t) da. (6.31)
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In order to write the system (6.30) as an abstract Cauchy problem we introduce the
operatorA as

A x(a) := −x′(a) + Mv(a)x(a),

on the domain

D(A) :=
{

x ∈ L1(0,w; Cn) : x is absolutely continuous, x(0) =

∫
∞

0
Bv(s)x(s) ds

}
.

Using the semigroup method as we did in Chapter 4, we can prove the following
result.

Theorem 6.14 A generates a strongly continuous semigroup {T (t)}t≥0 such that

‖T (t)‖ ≤ e( b̄−m )t,

where b̄ := ess sup
0≤a≤w

‖Bv(a)‖ < +∞, m := inf
j,a
µ∗j(a) and µ∗j(a) := µ∗j j(a).

Here we also note that

m∑
j=1

un j =

 n1∑
i=1

ui + · · · +

nm∑
i=nm+1

ui

 +

 n∑
i=nm+1

l1iui + · · · +

n∑
i=nm+1

lmiui


=

nm∑
i=1

ui +

n∑
i=nm+1

ui

m∑
k=1

lki

=

nm∑
i=1

ui +

n∑
i=nm+1

ui [by(6.4)]

=

n∑
i=1

ui ,

which implies that the sum of the scalars of the hydrodynamic space gives the total
population.
The error due to the approximation we made in the bulk part is

Ē := (ḡ j, h̄) := (1̄ j e j, h̄) := (un j e j − ūn j e j,w − ε w̄1), (6.32)

where 1 ≤ j ≤ m. The error satisfies:

1̄ j,t = un j

t − ūn j

t = −un j + f′n j
·w −

m∑
i=1

µ∗ji uni − x j ·Mw + ūn j
a +

m∑
i=1

µ∗ji ūni

= −1̄ j,a + f′n j
· h̄ + εf′n j

· w̄1 −

m∑
i=1

µ∗ji 1̄i − x j ·Mh̄ − ε x j ·Mw̄1,



CHAPTER 6. GENERALIZATIONS OF THE PERTURBED MODEL 72

and

h̄t = wt − εw̄1,t

= −wa −

m∑
j=1

(
f′n j
·w

)
e j −MSum

− umea −MSw +
1
ε

CSw − ε w̄1,t

= −h̄a − εw̄1,a −

m∑
j=1

(
f′n j
· h̄

)
e j − ε

m∑
j=1

(
f′n j
· w̄1

)
e j −MS

m∑
i=1

ḡi

−MSūm
− ūmea − 1̄

mea −MSh̄ − εMSw̄1 +
1
ε

CSh̄ + CSw̄1 − εw̄1,t

= −h̄a − εw̄1,a −

m∑
j=1

(
f′n j
· h̄

)
e j − ε

m∑
j=1

(
f′n j
· w̄1

)
e j −MS

m∑
i=1

ḡi

− 1̄mea −MSh̄ − εMSw̄1 +
1
ε

CSh̄ − εw̄1,t ,

with initial conditions

1̄ j(a, 0) = 0,
and

f̄(a, 0) = w(a, 0) − εw̄1(a, 0)

= w0(a) − εC−1
S (a) [ūm(a, 0)ea(a) + MS(a)ūm(a, 0)] . (6.33)

The boundary conditions for the error are as follows.

1̄ j(0, t) = un j (0, t) − ūn j(0, t)

=

∫
∞

0

 m∑
i=1

β∗ji 1̄i

 +

∫
∞

0
x j · Bh̄ + ε

∫
∞

0
x j · Bw̄1 ,

and
h̄(0, t) = w(0, t) − εw1(0, t)

= Bum +Bw − um(0, t) − εw1(0, t)

= Būm +B

m∑
i=1

ḡm
i +Bh̄ + εBw̄1 −

m∑
i=1

ḡm(0, t) − ūm(0, t) − εw̄1(0, t).

From the above set of error equations, we observe that in the initial and boundary
equations do have some terms which are not of order ε. To remedy the situation
we need to introduce corrections which will take care of the transient phenomena
occurring close to t = 0 and to the boundary a = 0. They should not ‘spoil’ the
approximation away from spatial and temporal boundaries and thus should rapidly
decrease to zero with increasing distance from both boundaries.
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6.4.2 Initial Layer

To construct the initial layer corrector we elongate the time parameter t as τ := t/ε
and do microscopic analysis near t = 0. The initial layer corrections are denoted by
ũ := (ũn je j, w̃). Thanks to the linearity of the problem, we approximate the solution u
as the sum of the bulk part obtained above and the initial layer we construct below.
Inserting the formal expansion

ũn j(a, τ) = ũn j

0 (a, τ) + εũn j

1 (a, τ) + · · · , and w̃(a, τ) = w̃0(a, τ) + εw̃1(a, τ) + · · ·

into the (6.16)–(6.20) we get respectively:

ε−1(ũn j

0,τ + εũn j

1,τ + · · · ) = −(ũn j

0,a + εũn j

1,a + · · · ) + f′n j
· (w̃0 + εw̃1 + · · · )

−

m∑
i=1

µ∗ji (ũni
0 + εũni

1 + · · · ) − x j ·M(w̃0 + εw̃1 + · · · ), (6.34)

ε−1(w̃0,τ + εw̃1,τ + · · · ) = −(w̃0,a + εw̃1,a + · · · ) −
m∑

j=1

f′n j
· (w̃0 + εw̃1 + · · · )e j

− (ũm
0 + εũm

1 + · · · )ea −MS(ũm
0 + εũm

1 + · · · )

+
1
ε

CS(w̃0 + εw̃1 + · · · ), (6.35)

ũn j

0 (0, t) + εũn j

1 (0, t) + · · · =

∫
∞

0

 m∑
i=1

β∗i j(s, t) (ũni
0 (s, t) + εũni

1 (s, t) + · · · )

 ds

+

∫
∞

0
x j · B(s)(w̃0(s, t) + εw̃1(s, t) + · · · ) ds,

w̃0(0, t) + εw̃1(0, t) + · · · = B(ũm
0 + εũm

1 + · · · ) +B(w̃0 + εw̃1 + · · · )

−

(
ũm

0 (0, t) + εũm
1 (0, t) + · · ·

)
,

ũn j(a, 0) = 0,
w̃0(a, 0) + εw̃1(a, 0) + · · · = w0 ,

where, in the initial condition, we have taken into account that the exact initial condi-
tion for the hydrodynamic part is already satisfied by the bulk hydrodynamic approx-
imation but the bulk kinetic part cannot satisfy the exact initial condition. Comparing
coefficients of ε0, from equation (6.34) we obtain ũn j

0,τ = 0 and with the same argument
as done in Section 5.2.4, we can take ũn j

0 = 0.

Next, comparing coefficients at like powers of ε0, from equation (6.35) we have

w̃0,τ = CSw̃0 , (6.36)

and solving (6.36), we obtain

w̃0(a, τ) = eτCS(a)w0(a),
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where we defined w̃0(a, 0) := w0(a) in order to get rid of w0(a) from the initial error
equation of the bulk kinetic part (6.33). 0 is a dominant eigenvalue of C. Thus in S, all
the eigenvalues of CS have negative real parts and hence w̃0 decays to 0 exponentially
fast as expected from a layer term. At this level, we cannot do any corrections to the
boundary condition. We will also notice there is additional error on the boundary due
to initial layer.
Modifying the approximation (6.32) due to initial layer, the new error defined as:

Ẽ(a, t) := (g̃ j(a, t), h̃(a, t)) = ( 1̃ j(a, t) e j, h̃)

=
(
un je j − ūn je j,w(a, t) − εw̄1(a, t) − w̃0(a, t/ε)

)
=

(
ḡ j(a, t), h̄(a, t) − w̃0(a, t/ε)

)
. (6.37)

Thus we have the following set of error equations:

1̃ j,t = −1̃ j,a + f′n j
· h̃ + f′n j

· w̃0 + εf′n j
· w̄1

−

m∑
i=1

µ∗ji 1̃i − x j ·Mh̃ − x j ·Mw̃0 − ε x j ·Mw̄1 ,

and

h̃t = −h̄a −

m∑
j=1

(
f′n j
· h̄

)
e j − ε

m∑
j=1

(
f′n j
· w̄1

)
e j − εw̄1,a −MS

m∑
i=1

ḡi

− 1̄mea −MSh̄ − εMSw̄1 +
1
ε

CSh̄ − εw̄1,t −
1
ε

w̃0,τ

= −h̃a − w̃0,a − εw̄1,a −MS

m∑
i=1

g̃i −

m∑
j=1

(
f′n j
· h̃

)
e j − ε

m∑
j=1

(
f′n j
· w̄1

)
e j

−

m∑
j=1

(
f′n j
· w̃0

)
e j − 1̃

mea −MSh̃ −MSw̃0 − εMSw̄1 +
1
ε

CSh̃ − εw̄1,t,

with initial conditions as
1̃ j(a, 0) = 0,

h̃(a, 0) = −εC−1
S (a) [ūm(a, 0)ea(a) + MS(a)ūm(a, 0)] ,

and for boundary we have

1̃ j(0, t) =

∫
∞

0

 m∑
i=1

β∗ji 1̃i

 +

∫
∞

0
x j · Bh̃ +

∫
∞

0
x j · Bw̃0 + ε

∫
∞

0
x j · Bw̄1

and

h̃(0, t) = Būm +B

m∑
i=1

g̃m
i +Bh̃ +Bw̃0 + εBw̄1

−

m∑
i=1

g̃m
i (0, t) − ūm(0, t) − εw̄1(0, t) − w̃0(0, τ).
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We can see that O(1) terms remain in boundary error equation as expected and also
a new error term introduced in boundary due to initial layer. This suggests we need
boundary layer.

6.4.3 Boundary Layer

The boundary layer is constructed by blowing up the state variable a according to
α := a/ε and defining

û(a, t) := (v̂ j(α, t), ŵ(α, t)).

Expanding v̂ j(α, t), ŵ(α, t), inserting the expressions into (6.16), (6.17) and comparing
the coefficients of ε0 order we get

ûn j

0,α = 0,
and

ŵ0,α = CS(0)ŵ0.

Now, the new error is

Ê(a, t) := (1̂ j(a, t)e j, ĥ(a, t))

=
(
1̃ j(a, t)e j, h̃(a, t) − ŵ0(a/ε, t)

)
.

With this new error, we have the following set of error equations:

1̂ j,t = 1̃ j,t − ûn j

0,t

= −1̂ j,a + f′n j
· ĥ + f′n j

· ŵ0 + f′n j
· w̃0 + εf′n j

· w̄1 −

m∑
i=1

µ∗ji 1̂i

− x j ·Mĥ − x j ·Mŵ0 − x j ·Mw̃0 − εx j ·Mw̄1 ,

and

ĥt = h̃t − ŵ0,t

= −ĥa − w̃0,a − εw̄1,a −

m∑
j=1

(
f′n j
· ĥ

)
e j −

m∑
j=1

(
f′n j
· ŵ0

)
e j −

m∑
j=1

(
f′n j
· w̃0

)
e j

− ε
m∑

j=1

(
f′n j
· w̄1

)
e j −MS

m∑
i=1

ĝi − 1̃
mea −MSĥ −MSŵ0 −MSw̃0

− εMSw̄1 +
1
ε

CSĥ − εw̄1,t +
1
ε

(CS − CS(0)) ŵ0 − ŵ0,t ,
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and for the boundary conditions we obtain

1̂ j(0, t) =

∫
∞

0

 m∑
i=1

β∗i j 1̂i

 +

∫
∞

0
x j · Bĥ + ε

∫
∞

0
x j · Bŵ0

+

∫
∞

0
x j · Bw̃0 + ε

∫
∞

0
x j · Bw̄1 ,

and

ĥ(0, t) = Būm +B

m∑
i=1

ĝm
i +Bĥ + εBŵ +Bw̃0 + εBw̄1

−

m∑
i=1

ĝm
i (0, t) − ūm(0, t) − εw̄1(0, t) − w̃0(0, τ) − ŵ0(0, t).

Thus to eliminate the bulk term on the boundary, the boundary layer should be the
solution to

ŵ0,α = CS(0)ŵ0, ŵ0(0, t) := Būm
− ūm(0, t).

The initial conditions for the system of above error equations take the following form:

1̂ j(a, 0) = 0,
and

ĥ(a, 0) = −ŵ0(a/ε, 0) − εw̄1(a, 0).

We note that, even with the boundary layer, we still have terms depending on t/ε and
this necessitates introduction of the corner layer.

6.4.4 Corner Layer

To eliminate the initial layer contribution on the boundary, we need to introduce
the corner layer by simultaneously rescaling time and space: τ := t/ε and α := a/ε.
As before, inserting the series expansions of v̆(α, τ) and w̆(α, τ) into the system (6.16),
(6.17) and comparing the coefficients of ε0 order we get respectively

ŭn j

0,τ = −ŭn j

0,α, (6.38)

w̆0,τ = −w̆0,α + CS(0)w̆0 , (6.39)

which is the unperturbed original equation in (α, τ)-variable with coefficient frozen
at a = 0. Hence, here we do have freedom of choosing both the boundary and initial
conditions (in (α, τ)-variables) which will help to eliminate the problematic terms
on the boundary. To find the proper side conditions, let us assume that we have a
solution to the above equations with, for the moment, unspecified boundary condition
and define the new error approximation

u(a, t) = (v(a, t),w(a, t))
≈ (v̄(a, t) + v̆(a/ε, t/ε), εw̄1(a, t) + w̃0(a, t/ε) + ŵ(a/ε, t) + w̆(a/ε, t/ε)) ,
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with the error of this approximation given by

Ĕ(a, t) := (1̆ j(a, t)e j, h̆(a, t))

= (1̂ j(a, t)e j − ŭn j

0 (a/ε, t/ε)e j, ĥ(a, t) − w̆0(a/ε, t/ε)).

Following the procedure described for the boundary layer, we find that to eliminate
the O(1) entries in the equation for the error on the boundary we have to impose the
following boundary conditions for (6.38) and (6.39) respectively.

ŭn j

0 (0, τ) =

∫
∞

0
x j · Bw̃0 ,

and
w̆0(0, τ) = Bw̃0 − w̃0(0, τ) − ŭm

0 (0, τ).

We complement the problem for the corner layer by the homogeneous initial condi-
tions: ŭn j

0 (a, 0) = 0, w̆0(a, 0) = 0.

Taking all layers into account, we find that the final error satisfies

1̆ j,t = −1̆ j,a + f′n j
· h̆ + f′n j

· w̆0 + f′n j
· w̃0 + f′n j

· ŵ0 + εf′n j
· w̄1 −

m∑
i=1

µ∗ji 1̆i

−

m∑
i=1

µ∗ji ŭn j

0 − x j ·Mh̆ − x j ·Mŵ0 − x j ·Mw̆0 − x j ·Mw̃0 − εx j ·Mw̄1, (6.40)

and

h̆t = −h̆a − w̃0,a − εw̄1,a −

m∑
j=1

(
f′n j
· h̆

)
e j −

m∑
j=1

(
f′n j
.w̆0

)
e j −

m∑
j=1

(
f′n j
· ŵ0

)
e j

−

m∑
j=1

(
f′n j
· w̃0

)
e j − ε

m∑
j=1

(
f′n j
· w̄1

)
e j −MS

m∑
i=1

ği − 1̆
mea − ŭm

0 ea −MSŭm
0

−MSh̆ −MSw̆0 −MSŵ0 −MSw̃0 − εMSw̄1 +
1
ε

(CS − CS(0))ŵ0

+
1
ε

CSh̆ − εw̄1,t − ŵ0,t +
1
ε

(CS − CS(0))w̆0, (6.41)

with boundary conditions,

1̆ j(0, t) =

∫
∞

0

 m∑
i=1

β∗ji 1̆i

 +

∫
∞

0

 m∑
i=1

β∗ji ŭni
0

 +

∫
∞

0
x j · Bh̆

+ ε

∫
∞

0
x j · Bw̆0 + ε

∫
∞

0
x j · Bŵ0 + ε

∫
∞

0
x j · Bw̄1 and

h̆(0, t) = B

m∑
i=1

ğm
i +Bŭm

0 +Bh̆ + εBw̆0 + εBŵ0 + εBw̄1 − ğm(0, t) − εw̄1(0, t).
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For the initial conditions, we have

1̆ j(a, 0) = 0, and h̆(a, 0) = −ŵ0(a/ε, 0) − εw̄1(a, 0).

For (6.40), (6.41) to be valid, the solution u and all terms of the asymptotic
expansion must be strongly differentiable with respect to t and belong to the domain
of the generator which implies u ∈ W1

1(R+,Rn) and u(0) = Bu, where W1
1 denotes the

standard Sobolev space. This is not always easy to achieve. In fact, in general an
initial condition φ which satisfies φ(0) = Bφ, will not satisfy the condition x j · φ =∫
∞

0

(∑m
i=1 β

∗

ji(s)φi(s)
)

ds, required for differentiability of the solution of the aggregated
problem.



CHAPTER 7

Integral Formulation

Considering the problem mentioned in Chapter 6, it turns out that we have to work
with mild solutions of the equations. To set the stage, let us consider our population
model (6.5)–(6.7) in a more compact form:

ut(a, t) = −ua(a, t) +K [u(·, t)],
u(a, 0) = φ(a), (7.1)
u(0, t) = B[u(·, t)].

The operatorsK : X→ X and B : X→ Rn are linear and bounded.

The system (7.1) can be reduced to an integral equation by integration along
characteristics. It turns out that the solution of this integral equation defines the
semigroup generated by the operator Au := −ua +Ku on the domain D(A) := {u ∈
W1

1(R+,Rn) : u(0) = Bu}.

Let us consider the integral equation obtained by integrating (7.1) along the
characteristics a − t = constant:

u(a, t) =


φ(a − t) +

∫ t

0
K [u(·, s)](s + a − t) ds, a > t;

B[u(·, t − a)] +

∫ t

t−a
K [u(·, s)](s + a − t) ds, a < t,

(7.2)

where here and afterwards the notation a < t and a > t is understood as the re-
spective inequality almost everywhere. Then the family of operators defined as

79
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[G(t)φ](a) := u(a, t), where u(a, t) is the solution of (7.2) withφ ∈ X is the semigroup on
X generated by (A,D(A)), see [65]. In the error estimates we shall need mild solutions
of the inhomogeneous problem associated with (7.1):

ut(a, t) = −ua(a, t) +K [u(·, t)] + f(a, t), (7.3)

with the same initial and boundary conditions as in (7.1), where t→ f(t) is a function
from (0,∞) to X. However, (7.3) does not make sense if u is not differentiable which,
in turn, cannot be achieved unless φ ∈ D(A) and f is an X-differentiable, or a D(A)-
continuous function. In general, we have to work with mild solutions of (7.3) defined
by

u(t) = G(t)φ +

∫ t

0
G(t − s) f(s) ds. (7.4)

This definition is not very helpful as it views (G(t))t≥0 somewhat globally without
noticing the structure visible in (7.2). However, we can prove the following result:

Proposition 7.1 A function u ∈ C(R+,X) is a mild solution of (7.3) if and only if

u (a, t) =


φ(a − t) +

∫ t

0
K [u (·, σ)](σ + a − t) dσ +

∫ t

0
f (σ + a − t, σ) dσ, a > t;

B[u (·, t − a)] +

∫ t

t−a
K [u (·, σ)] (σ + a − t) dσ +

∫ t

t−a
f (σ + a − t, σ) dσ, a < t.

(7.5)

Proof. First, to shorten notation, we denote, for arbitrary numbers a, σ, t,

σa,t := (σ + a − t, σ),

and, for any a-dependent operation A and function (a, t)→ u(a, t) we denote A[u(·, t)](a) =
[Au](a, t) (or[Au](t) if the output is a-independent).
It can be proved, [8], that a function u ∈ C(R+,X) is a mild solution to (7.3) with
f ∈ L1(R+,X) if and only if

∫ t

0
u(s) ds ∈ D(A) and

u(t) = φ +A

∫ t

0
u(s) ds +

∫ t

0
f(s) ds, t ≥ 0. (7.6)

Hence, u is a mild solution to (7.3) if and only if v(t) :=
∫ t

0
u(s) ds ∈ D(A) is the classical

solution to
vt(a, t) = φ(a) − va(a, t) +K [v(·, t)](a) + F(a, t), (7.7)
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with v(a, 0) = 0 and v(0, t) = B[v(·, t)], where F(a, t) =
∫ t

0
f(a, s) ds. Equation (7.7) is

satisfied pointwise and thus we can integrate them along characteristics

v(a, t) =



∫ t

0
K [v(·, s)](s + a − t) ds +

∫ t

0
F(sa,t) ds +

∫ t

0
φ(s + a − t) ds, a > t;

B[v(·, t − a)] +

∫ t

t−a
K [v(·, s)](s + a − t) ds +

∫ t

t−a
F(sa,t) ds

+

∫ t

t−a
φ(s + a − t) ds, a < t.

(7.8)

Then, by changing the order of integration and changing variables in respective terms,
we find

v(a, t) =



∫ t

0
φ(a − σ) dσ +

∫ t

0

(∫ s

0
K [u(·, σ)](σ + a − s) dσ

)
ds

+

∫ t

0

(∫ s

0
f(σa,s) dσ

)
ds, a > t;

∫ t

0
B[u(·, σ − a)] dσ +

∫ t

0

(∫ s

s−a
K [u(·, σ)](σ + a − s) dσ

)
ds

+

∫ t

0

(∫ t

s−a
f(σa,s) dσ

)
ds +

∫ a

0
φ(z) dz

+

∫ a

0

(∫ s

0
f(s, σ) dσ

)
ds +

∫ a

0

(∫ s

0
K [u(·, σ)](s) dσ

)
ds, a < t,

(7.9)

and, using v(a, t) =
∫ t

0
u(a, σ) dσ, upon differentiation we arrive at (7.5). �

Various terms of the asymptotic expansion appear in a direct form which is incom-
patible with (7.2) and must be re-written to allow for accommodation into the integral
formulation. First, from Lemma 6.8 we know that for sufficiently large λ there is a
classical solution of the stationary problem

λw = −wa +Kw, w(0, t) = Bw + g, (7.10)

where g may depend on t > 0. Moreover, w is differentiable with respect to a (as a
solution of a system of ODEs) and with respect to t, provided g(t) is differentiable.
Since equation (7.10) is satisfied point-wise, we can integrate it along characteristics
to obtain

λ

∫ t

0
w(σa,t) dσ = −

∫ t

0
w,1(σa,t) dσ +

∫ t

0
[Kw](σa,t) dσ, a > t;

λ

∫ t

t−a
w(σa,t) dσ = −

∫ t

t−a
w,1(σa,t) dσ +

∫ t

t−a
[Kw] (σa,t) dσ, a < t, (7.11)
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where w,i denotes the partial derivative with respect to the i-th variable. Now

∂
∂σ

w(σa,t) = w,1(σa,t) + w,2(σa,t),

and therefore, integrating with respect to σ from 0 to t we obtain

w(a, t) −w(a − t, 0) =

∫ t

0
w,1

(
σa,t

)
dσ +

∫ t

0
w,2

(
σa,t

)
dσ, a > t;

w(a, t) −w(0, t − a) =

∫ t

t−a
w,1

(
σa,t

)
dσ +

∫ t

t−a
w,2

(
σa,t

)
dσ, a < t.

Combining these with (7.11) we obtain

w(a, t) =



w(a − t, 0) +

∫ t

0
[Kw]

(
σa,t

)
dσ +

∫ t

0
w,2

(
σa,t

)
dσ − λ

∫ t

0
w

(
σa,t

)
dσ, a > t;

[Bw] (t − a) + g(t − a) +

∫ t

t−a
[Kw]

(
σa,t

)
dσ +

∫ t

t−a
w,2

(
σa,t

)
dσ

−λ

∫ t

t−a
w

(
σa,t

)
dσ, a < t.

(7.12)
It turns out that the inhomogeneous boundary data are better treated separately. By
linearity, we can consider the case with φ = 0 and f(t) = 0.

Denote by VK the fundamental solution matrix of the equation z′a(a) = K (a)z(a);
that is z(a) = VK (a)z0 satisfies the above equation with z(0) = z0. We note that here
K := Lε,0 = −M + 1

εC and using same l1 norm as in Lemma 6.8 with λ = 0 we have

sup
a∈R+

‖VK (a)‖Rn,1 ≤ 1. (7.13)

Lemma 7.2 Assume that, in addition to assumption of this section,K satisfies (7.13) and let
g ∈ C([0,∞),Rn). Then u is a continuous solution to

u(a, t) =



∫ t

0
K [u(·, s)](s + a − t) ds, a > t;

B[u(·, t − a)] + g(t − a) +

∫ t

t−a
K [u(·, s)](s + a − t) ds, a < t,

(7.14)

if and only if
u(a, t) =VK (a)ω(a, t), (7.15)

where

ω(a, t) =

0, a > t;(
(I −BVK )−1g

)
(t − a), a < t.
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Proof. For regular g we can re-write the problem as a differential equation (satisfied
in each triangle t < a and t > a) and, using invertibility ofVK , we see that ω defined
by (7.15) satisfies

ω(a, t) =

0, a > t;
BVK [ω(·, t − a)] + g(t − a), a < t.

The solution ω of this problem is given by the solution of the simple problem

ω(a, t) =

0, a > t;
ψ(t − a), a < t,

(7.16)

provided ψ(t) = BVK [ψ(t − ·)] + g(t). This is Volterra a equation which, considered
in C([0,T],Rn) for any fixed T < +∞, can be solved by using standard the Picard
iterations yielding a unique solution

ψ(t) =
[
(I −BVK )−1g

]
(t),

with
∥∥∥(I −BVK )−1

∥∥∥
C([0,T],Rn)

≤ emT, where

m = sup
s∈[0,T]

‖B(s)VK (s)‖Rn .

Let us take a sequence of W1
1 function gn converging uniformly on [0,T] to a continuous

function g. Then ψn = [(I −BVK )−1gn] converges uniformly on [0,T] to

ψ = [(I −BVK )−1g], (7.17)

as (I − BVK )−1 is a continuous operator on C([0,T],Rn) (in fact, on L∞([0,T],Rn)).
Thus,

ωn(a, t) =

0, t < a < T;
ψn(t − a), 0 < a < t,

converges uniformly on [0,T]× [0,T] toω given by (7.16) and henceVK (a)ωn(a, t) uni-
formly converges to a continuous function on [0, t]× [0,T] and to zero on (t,∞)× [0,T];
we denote the limit by ū(a, t). Clearly ū(a, t) is a solution of (7.14) as all opera-
tors in (7.14) are bounded. Moreover ū(a, t) treated as a function t → ū(·, t) is in
C([0,T],L1(R+)) by∫

∞

0
‖ū(a, t + h) − ū(a, t)‖Rn da =

∫ t

0
‖ū(a, t + h) − ū(a, t)‖Rn da +

∫ t+h

t
‖ū(a, t + h)‖Rn da,

and the uniform continuity of ū(a, t) as a function of two variables in the triangle
[0, t] × [0,T]. But the difference of two solutions to (7.14) satisfies its homogeneous
version (with g = 0) for which we can use the semigroup theory which ensures the
uniqueness. Hence, the only solution to (7.14) with continuous g is given by (7.15).
the converse statement follows similarly by applyingVK to the equation satisfied by
ω. �
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7.1 Error Analysis

As we noticed, in general, it is impossible to have differentiable solutions of all
problems involved in the construction of the asymptotic expansion. Thus we have
to re-write the error system (6.40), (6.41) in the form of integrated equation (7.5). For
1 ≤ j ≤ m, the mild solution of (6.5) in the projected form satisfy

un j(a, t) =



φ j(a − t) −
∫ t

0

 m∑
i=1

µ∗jiu
ni

 (σa,t) dσ −
∫ t

0

[
x j ·Mw

]
(σa,t) dσ

+

∫ t

0

[
f′n j
·w

]
(σa,t) dσ, a > t;

∫
∞

0

 m∑
i=1

β∗ji(s)uni(s, t − a)

 ds +

∫
∞

0
x j · B(s)w(s, t − a) ds

−

∫ t

t−a

 m∑
i=1

µ∗jiu
ni

 (σa,t) dσ −
∫ t

t−a

[
x j ·Mw

]
(σa,t) dσ

+

∫ t

t−a

[
f′n j
·w

]
(σa,t) dσ, a < t,

(7.18)

and

w(a, t) =



w0(a − t) −
∫ t

0
[MSum + umea] (σa,t) dσ −

∫ t

0
[MSw](σa,t) dσ

+

∫ t

0

m∑
j=1

(
f′n j
·w

)
e j(σa,t) dσ +

1
ε

∫ t

0
[CSw](σa,t) dσ, a > t;

[Bum](t − a) + [Bw](t − a) − um(0, t − a)

−

∫ t

t−a
[MSum + umea](σa,t) dσ −

∫ t

t−a
[MSw](σa,t) dσ

+

∫ t

t−a

m∑
j=1

(
f′n j
·w

)
e j(σa,t) dσ +

1
ε

∫ t

t−a
[CSw](σa,t) dσ, a < t.

(7.19)

In the same manner, the solution of the aggregated equations (6.29) satisfies

ūn j(a, t) =


φ j(a − t) −

∫ t

0

 m∑
i=1

µ∗jiū
ni

 (σa,t) dσ, a > t;∫
∞

0

β∗ji(s)
m∑

i=1

ūni(s, t − a)

 ds −
∫ t

t−a

 m∑
i=1

µ∗jiū
ni

 (σa,t) dσ, a < t.
(7.20)
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The cohort functions σ → ūn j(η, σ), η = a − t are continuously differentiable with
respect to σ for all η < 0 and almost all η > 0, with

d
dσ

ūn j(σ + η, σ) = −µ(σ + η) ūn j(σ + η, σ). (7.21)

In the next step we write w̄1 = C−1
S [MS(a)ūm + ūmea] in the integrated form. Using the

time derivative of the cohort function, we have

w̄1(a, t) − w̄1(a − t, 0) =

∫ t

0

d
dσ

w̄1(σa,t) dσ, a > t;

w̄1(a, t) − w̄1(0, t − a) =

∫ t

t−a

d
dσ

w̄1(σa,t) dσ, a < t.

But

d
dσ

w̄1(σa,t) =
d

dσ
C−1

S
[
MS(σ + a − t)ūm(σa,t) + um(σa,t)ea(σ + a − t)

]
= L(σ + a − t)ūm(σa,t), (7.22)

where the function L is bounded, again by Lemma 6.7 and assumptions on M.
Hence

w̄1(a, t) =



C−1
S

[
MSφm +φmea

]
(a − t) +

∫ t

0
L(σ + a − t)ūm(σa,t) dσ, a > t;

m∑
i=1

∫ ∞

0

 m∑
k=1

β∗ki(s) ūnk(s, t − a)

 ds

 ei

+

∫ t

t−a
L(σ + a − t)ūm(σa,t) dσ, a < t,

(7.23)

where φm :=
m∑

i=1
φiei.

Following the same strategy, we write the initial layer term w̃0(a, τ) = eτCSw0(a) into
the integrated form. For this we note that (6.36) is of the same form as (7.10) if we
introduce w̃ε(a, t) := w̃0(a, τ) and put λ = 0, K = (1/ε)CS and B = 0 (and with t and a
variables interchanged); that is,

w̃ε(a, t) =


w0(a − t) +

∫ t

0
w̃ε,1(σa,t) dσ +

1
ε

∫ t

0
[CSw̃ε](σa,t) dσ, a > t;

exp
( t − a
ε

CS(0)
)
w0(0) +

∫ t

t−a
w̃ε,1(σa,t) dσ +

1
ε

∫ t

t−a
[CSw̃ε](σa,t) dσ, a < t.

(7.24)
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In the same way for the boundary layer ŵε(a, t) := ŵ0(α, t) we obtain the representation

ŵε(a, t) =



exp
(a − t
ε

CS(0)
)

[Būm(·, 0) − ūm(0, 0)]

+
1
ε

∫ t

0
[CS(0)ŵε](σa,t) dσ +

∫ t

0
ŵε,1(σa,t) dσ, a > t;

[Būm](t − a) − ūm(0, t − a)

+
1
ε

∫ t

t−a
[CS(0)ŵε](σa,t) dσ +

∫ t

t−a
ŵε,2(σa,t) dσ, a < t.

(7.25)

where since φ ∈ W1
1(R+,Rn), the values φi(0) are well defined and so is ūm(0, 0). Also

Būm(·, 0) is well defined, indeed

B(ūm)→ B

 m∑
j=1

ūn j(a, t)e j

 ,
for t → 0+ as B is bounded and ūm =

∑m
j=1 ūn j(a, t)e j,

∑m
j=1 ūn j(a, t) being continuous in

t, X-valued solution to (7.18).

Finally, we find the integral representation of the corner layer. The corner layer
solves the equation of the same type as the original equation so there is no need
to perform any additional transformations. However, it is clear that the boundary
conditions of the corner layer correction are not compatible at α = τ = 0 with the
homogeneous initial conditions and thus the problem must be considered in the
integrated form.

First let us note that the equations in (6.38) and (6.39) are decoupled. The problem
for ŭn j

0 is of the form

ŭn j

0,τ(α, τ) = −ŭn j

0,α(α, τ), ŭn j

0 (α, 0) = 0, ŭn j

0 (0, τ) =: F (τ), (7.26)

where F (τ) :=
∫
∞

0

[
x j · B(s)eτCS(s)w0(s)

]
ds.

Hence,

ŭn j

0 (α, τ) =


0, α > τ;∫
∞

0

[
x j · B(s) e(τ−α)CS(s)w0(s)

]
ds, α < τ.

(7.27)

The kinetic part of the corner layer, w̆0, satisfies

w̆0(α, τ) =



∫ τ

0
[CS(0)w̆0](σα,τ) dσ, α > τ;

H(τ − α) +

∫ τ

τ−α

[CS(0)w̆0] (σα,τ) dσ, α < τ,

(7.28)
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where σα,τ := (σ + α − τ, σ) and

H(τ) := Bw̃0 − w̃0(0, τ) − ŭm
0 (0, τ). (7.29)

We note that (7.28) can be simplified as in Lemma 7.2. In this case the fundamental
solution matrix of the equation z′a(a) = CS(0)z(a) is simply the matrix exponential:
z(a) = eaCS(0). Using the fact that the initial value is 0 and B = 0, we immediately
obtain

w̆0(α, τ) =

0, α > τ;
eαCS(0) H(τ − α), α < τ.

(7.30)

To simplify notation, let

w̃0,ε(a, t) := w̃0(a, τ), ŵ0,ε(a, t) := ŵ0(α, t),

and
w̆0,ε(a, t) := w̆0(α, τ), ŭn j

0,ε(a, t) := ŭn j

0 (α, τ).

Combining the above, we arrive at the following equations of the error in the integral
form:
(i) for the aggregated (‘hydrodynamic’) part and a > t :

1̆ j(a, t) = −

∫ t

0

[ m∑
i=1

µ∗ji1̆i

]
(σa,t) dσ +

∫ t

0
[f′n j
· h̆](σa,t) dσ

+

∫ t

0
[f′n j
· (εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)](σa,t) dσ

−

∫ t

0
[x j.Mh̆](σa,t) dσ −

∫ t

0
[x j ·M(εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)](σa,t) dσ, (7.31)

where we have used the fact that ŭn j

0 = 0 for a > t;

(ii) for the aggregated part and a < t :

1̆ j(a, t) =

∫
∞

0

 m∑
i=1

β∗ji(s) 1̆i(s, t − a)

 ds +

∫
∞

0

 m∑
i=1

β∗ji(s) ŭni
0,ε(s, t − a)

 ds

+

∫
∞

0
x j · B(s)(εw̄1(s, t − a) + ŵ0,ε(s, t − a) + w̆0,ε(s, t − a)) ds

+

∫
∞

0
x j · B(s) h̆(s, t − a) ds −

∫ t

t−a

 m∑
i=1

µ∗ji 1̆i

 (σa,t) dσ

−

∫ t

t−a

[
x j ·Mh̆

]
(σa,t) dσ +

∫ t

t−a

[
f′n j
· h̆

]
(σa,t) dσ −

∫ t

t−a

[
µ∗ji ŭni

0,ε

]
(σa,t) dσ

+

∫ t

t−a

[
f′n j
· (εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)

]
(σa,t) dσ

−

∫ t

t−a

[
x j ·M(εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)

]
(σa,t) dσ, (7.32)
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(iii) for the complementary (‘kinetic’) part and a > t :

h̆(a, t) = −εC−1
S [MSφm +φmea](a − t) − exp

(a − t
ε

CS(0)
)
[Būm(·, 0) − ūm(0, 0)]

−

∫ t

0
[MS

m∑
i=1

ği + 1̆mea](σa,t) dσ −
∫ t

0
[MSh̆](σa,t) dσ +

∫ t

0

m∑
j=1

[f′n j
· h̆]e j(σa,t) dσ

+
1
ε

∫ t

0
[CSh̆](σa,t) dσ −

∫ t

0
[MSŭm

0 + ŭm
0 ea](σa,t) dσ

+
1
ε

∫
∞

0
[(Cs − CS(0))ŵ0,ε](σa,t) dσ +

1
ε

∫
∞

0
[(Cs − CS(0))w̆0,ε](σa,t) dσ

−

∫ t

0
[MS(εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)](σa,t) dσ

−

∫ t

0

m∑
j=1

[f′n j
· (εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)]e j(σa,t) dσ

− ε

∫ t

0
L(σ + a − t)ūm(σa,t) dσ −

∫ t

0
w̃0,ε,1(σa,t) dσ −

∫ t

0
ŵε,1(σa,t) dσ, (7.33)

(iv) for the complementary (‘kinetic’) part and t > a :

h̆(a, t) =
[
B

n∑
i=1

ğm
i

]
(t − a) −

n∑
i=1

ğm
i (0, t − a) + [Bh̆](t − a) + [Bŭm

0,ε](t − a)

+ [B(εw̄1 + ŵ0,ε + w̆0,ε)](t − a) − ε
m∑

i=1

∫ ∞

0

 m∑
i=1

β∗ki(s)ūnk(s, t)

 ds

 ei

−

∫ t

t−a

m∑
j=1

(
f′n j
· h̆

)
e j −

∫ t

t−a

m∑
j=1

[
f′n j
· (εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)

]
e j(σa,t) dσ

−

∫ t

t−a

[
MS

n∑
i=1

ği + 1̆mea

]
(σa,t) dσ −

∫ t

t−a
[MSh̆](σa,t) dσ +

1
ε

∫ t

t−a
[CSh̆](σa,t) dσ

−

∫ t

t−a
[MSŭm

0,ε + ŭm
0,εea](σa,t) dσ −

∫ t

t−a
[MS(εw̄1 + w̃0,ε + ŵ0,ε + w̆0,ε)](σa,t) dσ

− ε

∫ t

t−a
L(σ + a − t)ūm(σa,t) dσ +

1
ε

∫ t

t−a
[(CS − CS(0))(ŵ0,ε + w̆0,ε](σa,t) dσ

−

∫ t

t−a
w̃0,ε,1(σa,t) dσ −

∫ t

t−a
ŵ0,ε,1(σa,t) dσ. (7.34)

The initial value of the error Ĕ(a, 0) = (ğ(a, 0), h̆(a, 0)) is thus

Ĕ(a, 0) =


0

−εC−1
S

[
MSφm +φmea

]
(a) − e

a
εCS[Būm(·, 0) − ūm(0, 0)]

 , (7.35)
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the inhomogeneity in the equation is given by

F̆(a, t) = −


x j ·M(a)w̃0

(
a,

t
ε

)
− f′n j

(a) · w̃0

(
a,

t
ε

)

w̃0,a

(
a,

t
ε

)
+ MS(a)w̃0

(
a,

t
ε

)
+

m∑
j=1

(
f(a)′n j

· w̃0

(
a,

t
ε

))
e j



− ε


x j ·M(a)w̄1(a, t) − f′n j

(a) · w̄1(a, t)

L(a)ūm(a, t) +

m∑
j=1

(
f(a)′n j

· w̄1(a, t)
)

e j(a) + MS(a)w̄1(a, t)



−



x j ·M(a)ŵ0

(a
ε
, t
)
− f′n j

(a) · ŵ0

(a
ε
, t
)

m∑
j=1

(
f(a)′n j

· ŵ0

(a
ε
, t
))

e j + MS(a)ŵ0

(a
ε
, t
)

+ŵ0,t

(a
ε
, t
)
− ε−1(CS(a) − CS(0))ŵ0

(a
ε
, t
)



−



m∑
i=1

µ∗ji(a)ŭn j

0

(a
ε
,

t
ε

)
+ x j ·M(a)w̆0

(a
ε
,

t
ε

)
− f′n j

(a) · w̆0

(a
ε
,

t
ε

)
m∑

j=1

(
f(a)′n j

· w̆0

(a
ε
,

t
ε

))
e j(a) + MS(a)ŭm

0

(a
ε
,

t
ε

)
+ MS(a)w̆0

(a
ε
,

t
ε

)
+ŭm

0

(a
ε
,

t
ε

)
ea(a) −

1
ε

(CS(a) − CS(0))w̆0

(a
ε
,

t
ε

)



=: F1

(
a,

t
ε

)
+ F2(a, t) + F3

(a
ε
, t
)

+ F4

(a
ε
,

t
ε

)
, (7.36)

which is similar to (6.40) and (6.41) but for w̄1,t + w̄1,a which has been replaced, thanks
to (7.22), by the term Lūm which requires lower regularity from the data. Finally, the



CHAPTER 7. INTEGRAL FORMULATION 90

inhomogeneity on the boundary is given by

H(t) =



∫
∞

0

 m∑
i=1

β∗ji(s)ŭni
0,ε

 ds +

∫
∞

0
x j · B(s)(εw̄1(s, t) + ŵ0,ε(s, t) + w̆0,ε(s, t)) ds

Bŭm
0 +

[
B(εw̄1(·, t) + ŵ0,ε(·, t) + w̆0,ε(·, t))

]
−εC−1

S

MS(0)
m∑

i=1

∫ ∞

0

 m∑
k=1

β∗ki(s)ūnk(s, t)

 ds

 ei

+

m∑
i=1

∫ ∞

0

 m∑
k=1

β∗ki(s)ūnk(s, t)

 ds

 ea,i




. (7.37)

Theorem 7.3 Let us assume that C,B and M satisfy assumptions introduced in Subsection
6.3.1 and uε(a, t) := [Gε(t)φ](a) =

∑m
i=1 uni

ε (a, t)ei(a) + wε(a, t) be a solution to (6.5). Then,
for each T < ∞ there exists a constant C(T,M,B,C) such that for any φ ∈ W1

1(R+,Rn) and
uniformly on [0,T] we have∥∥∥un j

ε (·, t) − ūn j(·, t)
∥∥∥

L1(R+)
≤ εC(T,M,B,C)

∥∥∥φ∥∥∥
W1

1(R+,Rn)
, (7.38)

and ∥∥∥wε(·, t) − e
t
εC(·)w0(·)

∥∥∥
L1(R+,Rn)

≤ εC(T,M,B,C)
∥∥∥φ∥∥∥

W1
1(R+,Rn)

. (7.39)

Proof. We use linearity and first estimate the part of the error, denoted by Ĕ1, coming
from F̆ and the initial condition (7.35) with g = 0 using the semigroup formula (7.4)
and then we let the initial conditions and F̆ equal to zero and use (7.15) to estimate the
part of the error Ĕ2 due to the non-zero g.

Let us recall that the semigroup (Gε(t))t≥0 generated by the system (6.5)–(6.7) is equi-
bounded in ε: ‖Gε(t)‖ ≤ ewt with w independent of ε. By [65] and (7.31)–(7.34), Ĕ1

satisfies

Ĕ1(t) = Gε(t)Ĕ(·, 0) +

∫ t

0
Gε(t − s)F̆(s) ds.

Let us fix 0 < T < ∞. Then, for any t ∈ [ 0,T],

∥∥∥Ĕ1(t)
∥∥∥

X
≤ eωT

(∥∥∥Ĕ(·, 0)
∥∥∥

X
+

∫ t

0

∥∥∥F̆(s)
∥∥∥

X
ds

)
.

In what follows, constants ci depend only on the coefficients of the problem and T but
not on the initial data. Due (6.27) and assumptions on M we have∥∥∥∥εC−1

S

[
MSφm +φmea

]∥∥∥∥
X
≤ εc1

∥∥∥φm

∥∥∥
W1

1(R+,Rn)
.
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Similarly, due to (6.8) and the assumptions on B, for some 0 < σ < −ζ, we have∥∥∥∥∥exp
(a
ε

CS(0)
)

[Būm(·, 0) − ūm(0, 0)]
∥∥∥∥∥

X
≤ c2

∥∥∥φm

∥∥∥
W1

1(R+,Rn)

∫
∞

0
e−σ

s
εds

≤ εc2σ
−1

∥∥∥φm

∥∥∥
W1

1(R+,Rn)
.

Next let us consider F1(a, t/ε). First we observe that the term w̃0,a(a, t/ε) is well defined
due to the assumption that

∑m
i=1 φiei ∈W1

1(R+,Rn), Lemma 6.8 (as w0 = φ −
∑m

i=1 φiei).
Thus, the error estimates involving F1 are all of the form

∫ t

0
e−σ

t
εdt ≤ ε/σ, where σ is as

above. Hence ∥∥∥∥∥∥
∫ t

0
Gε(t − s)F1(s) ds

∥∥∥∥∥∥
X

≤ εc3(T)
∥∥∥φ∥∥∥

W1
1(R+,Rn)

. (7.40)

Let us consider the contribution of F2 to the error. By (6.27) we immediately find that∥∥∥∥∥∥
∫ t

0
Gε(t − s)F2(s) ds

∥∥∥∥∥∥
X

≤ εc4(T)
∥∥∥φ∥∥∥

X
. (7.41)

Estimates related to F3 and some other terms of the error are more involved. Before
we go on, let us mention some additional properties of the operator in (7.17). First
as in [27, Theorem 4.3], (I − BVK )−1 can be extended to a continuous operator on
L1([0,T],Rn) with ∥∥∥(I −BVK )−1 g

∥∥∥
L1([0,T],Rn)

≤ emT
∥∥∥g

∥∥∥
L1([0,T],Rn)

. (7.42)

Next, we need estimates of the derivative of v̄(0, ·) = {ūn j(0, ·)}1≤ j≤m. The fact that
v̄(0, ·) ∈W1

1,loc(R+,Rn) follows from e.g., [27, Theorem 4.1]. Denoting ψ(t) = v̄(0, t) and
using (6.31), we find that ψ is determined from the equation

ψ(t) :=
∫ t

0
Bv(a)Lv(a)ψ(t − a) da +

∫
∞

t
Bv(a)Lv(a)L−1

v (a − t)φm(a − t) da. (7.43)

If ψ is differentiable, then using the results on differentiability of convolutions (e.g.,
[4, Proposition 1.3.6]), we get

ψ′(t) =

∫ t

0
Bv(a)Lv(a)ψ′(t − a) da + q(t), (7.44)

where

q(t) = Bv(t)ψ(0) − Bv(t)Lv(t)φm(0) −
∫
∞

t
Bv(a)Lv(a)(L−1

v )′(a − t)φm(a − t) da

−

∫
∞

t
Bv(a)Lv(a)L−1

v (a − t)(φm)′(a − t) da. (7.45)
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By (7.17),
ess sup

t∈[0,T]

∥∥∥ψ′(t)∥∥∥ ≤ C ess sup
t∈[0,T]

∥∥∥q(t)
∥∥∥ ,

and thus, by (7.43),∥∥∥ψ(0)
∥∥∥ ≤ ess sup

t∈[0,T]

∥∥∥ψ(t)
∥∥∥ ≤ C1 ess sup

t∈[0,T]

∫
∞

t

∥∥∥Bv(a)Lv(a)L−1
v (a − t)φ(a − t)

∥∥∥ da

≤ C2

∥∥∥φm
∥∥∥

X
. (7.46)

Therefore

ess sup
t∈[0,T]

∥∥∥ψ′(t)∥∥∥ ≤ C3

(∥∥∥φm
∥∥∥

X
+

∥∥∥φm(0)
∥∥∥
Rn +

∥∥∥φm
∥∥∥

X
+

∥∥∥(φm)′
∥∥∥

X

)
≤ C4

∥∥∥φm
∥∥∥

W1
1(R+,Rn)

. (7.47)

To estimate F3, first consider

1
ε

∫ t

0

∥∥∥∥∥(CS(·) − CS(0)) ŵ0

(
·

ε
, s

)∥∥∥∥∥
X

ds =
1
ε

∫ t

0

(∫
∞

0

∥∥∥(CS(a) − CS(0))e
a
εCSŵ0(0, s)

∥∥∥
Rn da

)
ds

≤ c′4

∫ t

0

(∫
∞

0

a
ε

e−σ
a
ε da

)
‖ŵ0(0, s)‖Rn ds

≤ εc′′4

∫ t

0
‖ŵ0(0, s)‖Rn ds

= εc′′4

∫ t

0
‖Būm(·, s) − ūm(0, s)‖Rn ds

≤ εc′′′4

(∫ t

0
‖ūm(·, s)‖X ds

+

∫ t

0
‖ūm(0, s)‖X ds

)
≤ εciv

4 ‖φm‖X. (7.48)

In the last inequality we have used (7.42). The next term which requires some reflection
is ŵ0,t(a/ε, t). The differentiability of t →

∫
∞

0
B(s)ūm(s, t) ds follows by writing it as in

(7.43) and arguing in the same manner. Hence∥∥∥∥∥ŵ0,t

(a
ε
, t
)∥∥∥∥∥

X
≤

∫
∞

0

∥∥∥∥∥ŵ0,t

(a
ε
, t
)∥∥∥∥∥
Rn

da =

∫
∞

0

∥∥∥e
a
εCS(a)ŵ0,t

∥∥∥
Rn da

≤ ε

(∫
∞

0
e−σα dα

) ∥∥∥ŵ0,t(0, t)
∥∥∥
Rn

≤ εc′5
∥∥∥Būm

t (a, t) − ūm
t (0, t)

∥∥∥
Rn

≤ εc′′5
∥∥∥φm

∥∥∥
W1

1(R+,Rn)
. (7.49)
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The other two terms in F3 can be easily estimated by cε
∥∥∥φm

∥∥∥
X
. Consequently∥∥∥∥∥∥

∫ t

0
Gε(t − s)F3(s) ds

∥∥∥∥∥∥
X

≤ εc5(T)
∥∥∥φm

∥∥∥
W1

1(R+,Rn)
.

Next let us move to F4. Using (7.27) and (7.30), we find∥∥∥∥∥∥
∫ t

0
Gε(t − s)F4

(
·,

s
ε

)
ds

∥∥∥∥∥∥
X

≤ eωT
∫ t

0

(∫ s

0

∥∥∥∥∥F4

(a
ε
,

s
ε

)∥∥∥∥∥
Rn

da
)

ds

= εeωT
∫ t

0

(∫ s/ε

0

∥∥∥∥∥F4

(
α,

s
ε

)∥∥∥∥∥
Rn

dα
)

ds. (7.50)

By (7.36) estimates of F̆4 involve four type of expressions. First, by (7.27), the terms
involving ŭn j

0 satisfy∫ t

0

(∫ s/ε

0

(∫
∞

0

∥∥∥e(s/ε−α)CS(a)w0(a)
∥∥∥
Rn da

)
dα

)
ds

≤

∫ t

0

(∫ s/ε

0

(∫
∞

0
e−σ(s/ε−α)

‖w0(a)‖Rn da
)

dα
)

ds

≤ ε‖w0‖X

∫ t/ε

0

∫ η

0
e−σ(η−α) dα dη ≤ tσ−1

‖w0‖X. (7.51)

Second, we have the terms involving w̆0. By (7.29), the first and last terms contain
w̃0(a, τ) = eτCS(a)w0(a) and, similarly to the above, they can be estimated as∫ t

0

∫ s/ε

0

∥∥∥∥∥eαCS(0)

(∫
∞

0
e( s

ε−α)CS(a)w0(a) da
) ∥∥∥∥∥
Rn

dα ds

≤

∫ t

0

∫ s/ε

0
eζα

∫
∞

0
e−σ( s

ε−α)
∥∥∥w0(a)

∥∥∥
Rn da dα ds

≤ ε‖w0‖X

∫ t/ε

0
e−σηη dη ≤ ε σ−2

‖w0‖X. (7.52)

The second term in (7.29) is w̃0(0, τ) = eτCS(0)w0(0) which is well defined under the
assumption w0 ∈W1

1(R+,Rn). Estimates related to this case are as follows∫ t

0

∫ s/ε

0

∥∥∥eαCS(0)e( s
ε−α)CS(0)w0(0)

∥∥∥
Rn dα ds

≤

∫ t

0

∫ s/ε

0
e−σαe−σ( s

ε−α)
‖w0(0)‖Rn dα ds ≤ εσ−2

‖w0‖W1
1(R+,Rn) . (7.53)
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The last term requiring our attention is ε−1(CS(a) − CS(0))w̆0(a/ε, t/ε). As above we
have two cases depending on the terms in (7.29).
The first two can be estimated by the following terms

1
ε

∫ t

0

(∫ s/ε

0

∥∥∥∥∥(CS(a) − CS(0))eαCS(0)
∫
∞

0
e( s

ε−α)CS(a)w0(a) da
∥∥∥∥∥
Rn

dα
)

ds

≤ c′
∫ t/ε

0

(∫ η

0
αe−σα

∫
∞

0
e−σ(η−α)

‖w0‖Rn da dα
)

dη

≤
1
2

c′‖w0‖X

∫
∞

0
η2e−ση dη = c′‖w0‖X. (7.54)

The estimate of the term containing w̃0(0, τ) = eτCS(0)w0(0) is follows:

εewT 1
ε

∫ t

0

(∫ s/ε

0

∥∥∥∥eαCS(0)(CS(a) − CS(0))e( s
ε−α)CS(0)w0(0)

∥∥∥∥
Rn

dα
)

ds

≤ εc′(T)
∫ t

0

(∫ s/ε

0

∥∥∥αe−σ
s
εCS(0)w0(0)

∥∥∥
Rn dα

)
ds

≤
1
ε

c′(T) ‖w0‖W1
1(R+,Rn)

∫ t

0
e−σ

s
ε s2 ds ≤ ε2c′(T) ‖w0‖W1

1(R+,Rn) .

Inserting the above estimates into (7.50) we obtain∥∥∥∥∥∥
∫ t

0
Gε(t − s)F4

(
·,

s
ε

)
ds

∥∥∥∥∥∥
X

≤ εc6(T)
∥∥∥φ∥∥∥

W1
1(R+,Rn)

. (7.55)

It remains to estimates the contribution of the boundary terms. For this we use
equation (7.15) in which K (a) := −M(a) + ε−1C. By Lemma 7.2,VK is bounded on R+

and thus ∥∥∥Ĕ2(t)
∥∥∥

X
≤ ‖ω(·, t)‖X =

∫ t

0

∥∥∥∥[(I −BVK )−1g
]

(t − a)
∥∥∥∥
Rn

da.

Therefore, by (7.42), ∥∥∥Ĕ2(t)
∥∥∥

X
≤ ‖ω(·, t)‖X ≤ c7(T)

∥∥∥g
∥∥∥

L1([0,T],Rn)
.

Since t→ ūn j(·, t) is a mild solution to (6.29), it is strongly continuous and thus the L1

norms of the terms

ε

∫
∞

0
x j · B(s) w̄1(s, t) ds, εBw̄1(·, t),

and

εC−1
S

MS(0)
m∑

i=1

∫ ∞

0

 m∑
k=1

β∗ki(s)ūnk(s, t)

 ds

 ei +

m∑
i=1

∫ ∞

0

 m∑
k=1

β∗ki(s)ūnk(s, t)

 ds

 ea,i
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are bounded by εc8(T)‖φm‖X, where c8(T) is related to the type of the solution ūn j . Next,
consider the corner layer terms:∫

∞

0

 m∑
i=1

β∗ji(s) ŭn j

0,ε(s, t)

 ds,
∫
∞

0
x j · B(s)w̆0,ε(s, t) ds, Bŭm

0 , Bw̆0,ε(·, t),

and using (7.27), (7.29) and (7.30), we see that all the terms in these expressions have
the generic form∫ t

0
B1(s)

(∫
∞

0
B2(σ) e

t−s
ε CS(σ)x(σ) dσ

)
ds or

∫ t

0
B1(s) e

t−s
ε CS(0)x(0) ds,

where x ∈ W1
1(R+,Rk), Bi ∈ L∞(R+,BRk×Rl), i = 1, 2, with k, l equal to either 1 or n.

Hence, the estimates of the L1 norm of them are of the same type as (7.50) combined
with (7.51)–(7.53). Finally, the estimates of the boundary layer terms∫

∞

0
x j · B(s)ŵ0,ε(s, t) ds and Bŵ0,ε(·, t)

follow from (7.48) due to the boundedness of the coefficients of B.

Now, using the spectral decomposition of uε, we have

uε =

n∑
j=1

un j
ε e j + wε

=

n∑
j=1

(
un j
ε − ūn j − ŭn j

0

)
e j + (wε − εw̄1 − w̃0 − ŵ0 − w̆0)

+

n∑
j=1

(
ūn j + ŭn j

0

)
e j + (εw̄1 + w̃0 + ŵ0 + w̆0) ,

and thus, using all estimates done above, we have proved that for any T < ∞ there is
a constant C = C (T,M,B,C) such that∥∥∥∥∥∥∥uε −

n∑
j=1

(
ūn j + ŭn j

0

)
e j − (εw̄1 + w̃0 + ŵ0 + w̆0)

∥∥∥∥∥∥∥
X

=

∥∥∥∥∥∥∥
n∑

j=1

(
un j
ε − ūn j − ŭn j

0

)
e j + (wε − εw̄1 − w̃0 − ŵ0 − w̆0)

∥∥∥∥∥∥∥
X

≤ εC (T,M,B,C)
∥∥∥φ∥∥∥

W1
1(R+,Rn)

. (7.56)

However ∥∥∥∥∥ŭn j

0

(
·,

t
ε

)∥∥∥∥∥
L1(R+)

≤

∫ t

0

∥∥∥∥∥∥
(∫

∞

0

(
x j · B(s)e( t−a

ε )CS(s)w0(s)
)

ds
)∥∥∥∥∥∥
Rn

da

≤ εc6

∫ t
ε

0
e−σ( t−a

ε )

 dα ‖w0‖X ≤
εc6 ‖w0‖X

σ
,
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and ∥∥∥∥∥w̆0

(
·,

t
ε

)∥∥∥∥∥
X
≤ c7 ‖w0‖W1

1(R+,Rn)

∫ t

0
e−σ

a
ε da

≤ εc7 ‖w0‖W1
1(R+,Rn)

(
max
z∈R+

ze−σz
)
≤
εc7

σe
‖w0‖W1

1(R+,Rn) .

Also, we note that

‖εw̄1(·, t)‖X ≤ εc8(T)
∥∥∥φ∥∥∥

X
.

Combining the above estimates, we can move εw̄1 as well as the boundary and corner
layer terms to the right-hand side and re-write (7.56) as∥∥∥∥∥∥∥uε −

n∑
j=1

ūn je j − w̃0

∥∥∥∥∥∥∥
X

≤ εC1(T,M,B,C)
∥∥∥φ∥∥∥

W1
1(R+,Rn)

(7.57)

uniformly in t ∈ [0,T].



CHAPTER 8

An Illustrative Example

In this chapter we are going to apply the asymptotic analysis method to the
McKendrick models with 5 patches with migrations between them described by a
reducible, Kolmogorov matrix. To simplify calculations, we assume that the migration
matrix C, mortality matrix M and the birth matrix B are all age independent and also
take simple numerical values of C. Let the reducible migration matrix be

C :=


−1 1 0 0 0
1 −1 0 0 1
0 0 −1 1 0
0 0 1 −1 1
0 0 0 0 −2

 .
This matrix C has zero as the dominant eigenvalue with multiplicity two and the null
space is also two dimensional. The rest of the eigenvalues have negative real parts.
Let k := (k1, k2, k3, k4, k5) be a right eigenvector corresponding to the zero eigenvalue of
C. Then k has the following structure:

k1 = k2 = α (say), k3 = k4 = α′ (say) and k5 = 0.

We can choose the corresponding right basis (normalized) vectors for the two dimen-
sional null space of C as follows:

e1 :=
(1
2
,

1
2
, 0, 0, 0

)
and e2 :=

(
0, 0,

1
2
,

1
2
, 0

)
.

97
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Let x := (x1, x2, x3, x4, x5) be a left eigenvector corresponding to the zero eigenvalue of
C. Then x has the following structure:

x1 = x2 = p (say), x3 = x4 = p′ (say) and x5 =
1
2

(p + p′).

The adjoint basis vectors of the two dimensional adjoint null space of C can be repre-
sented as follows:

y1 :=
(
1, 1, 0, 0,

1
2

)
and y2 :=

(
0, 0, 1, 1,

1
2

)
.

Let the population vector be denoted by u := (u1,u2,u3,u4,u5). Following the same
method as in Chapter 6, the projection operators P j, where 1 ≤ j ≤ 2, are defined as
follows:

P ju :=
(
y j · u

)
e j = u je j ,

where
u1 := u1 + u2 +

1
2

u5 and u2 := u3 + u4 +
1
2

u5.

The complementary projection is given by Qu := u − Pu and the corresponding
subspace of image of Q is given by

S := =Q :=
{
u ∈ R5 : P1u = 0,P2u = 0

}
.

Therefore whole space R5 can be split as

R5 = [e1] ⊕ [e2] ⊕ S.

The subspace S is 3 dimensional and the corresponding basis vectors can be chosen as

f1 := (1,−1, 0, 0, 0) , f2 := (0, 0, 1,−1, 0) , and f3 :=
(
0,−

1
2
, 0,−

1
2
, 1

)
.

So, in terms of the basis vectors, Qu can be represented as follows:

Qu := w = uq1f1 + uq2f2 + uq3f3 ,

where

uq1 :=
1
2

u1 −
1
2

u2 −
1
4

u5, uq2 :=
1
2

u3 −
1
2

u4 −
1
4

u5, and uq3 := u5.
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We observe that the fractional contributions of hydrodynamic and kinetic parts in
terms of the original variables are as follows:

u1 =
1
2

u1 + uq1,

u2 =
1
2

u1
− uq1

−
1
2

uq3,

u3 =
1
2

u2 + uq2,

u4 =
1
2

u2
− uq2

−
1
2

uq3,

u5 = uq3,

and adding these equations we get

u1 + u2 + u3 + u4 + u5 = u1 + u2.

Now, using the basis vectors, u can be represented as

u = P1u + P2u + Qu = u1e1 + u2e2 + uq1f1 + uq2f2 + uq3f3.

Define the mortality matrix M and the birth matrix B as

M := [µi j]1≤ i, j≤ 5 and B := [βi j]1≤ i, j≤ 5.

Therefore, using above structures of u, C, M and B, our perturbed model becomes

ut = ua −Mu +
1
ε

Cu, (8.1)

u(0, t) =

∫ w

0
B(s)u(s, t) ds, (8.2)

u(a, 0) = φ(a), (8.3)

where φ(a) :=
(
φ1(a), φ2(a), φ3(a), φ4(a), φ5(a)

)
, describes the initial population distri-

bution.

Applying projections P j, where 1 ≤ j ≤ 2, and Q on (8.1), we get respectively

u1
t e1 = −u1

ae1 − P1M (P1u + P2u) − P1MQu, (8.4)

u2
t e2 = −u2

ae2 − P2M (P1u + P2u) − P2MQu, (8.5)
and

wt = −wa −QM (P1u + P2u) −QMQu +
1
ε

QCQu, (8.6)
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where we have used Lemma 5.2 and Lemma 6.13. Now, let us find the explicit
expressions of the terms involved in the projected equations (8.4), (8.5) and (8.6). First
consider

P1M (P1u + P2u) =
(
y1 ·M

(
u1e1 + u2e2

))
e1 =:

(
µ∗1u1 + µ∗2u2

)
e1, (8.7)

where
µ∗1 :=

1
2

(
µ11 + µ12 + µ21 + µ22 +

1
2
µ51 +

1
2
µ52

)
,

and
µ∗2 :=

1
2

(
µ13 + µ14 + µ23 + µ24 +

1
2
µ53 +

1
2
µ54

)
.

Similarly
P2M(P1u + P2u) = (µ∗3u1 + µ∗4u2)e2, (8.8)

where
µ∗3 :=

1
2

(
µ31 + µ32 + µ41 + µ42 +

1
2
µ51 +

1
2
µ52

)
,

and
µ∗4 :=

1
2

(
µ33 + µ34 + µ43 + µ44 +

1
2
µ53 +

1
2
µ54

)
.

Next, we take

P1MQu =
(
y1 ·MQu

)
e1 =

(
µ∗1qu

q1 + µ∗2qu
q2 + µ∗3qu

q3
)

e1 , (8.9)

where
µ∗1q :=

(
µ11 − µ12 + µ21 − µ22 +

1
2
µ51 −

1
2
µ52

)
,

µ∗2q :=
(
µ13 − µ14 + µ23 − µ24 +

1
2
µ53 −

1
2
µ54

)
,

and

µ∗3q :=
(
−

1
2
µ12 −

1
2
µ14 + µ15 −

1
2
µ22 −

1
2
µ24 + µ25 −

1
4
µ52 −

1
4
µ54 +

1
2
µ55

)
.

Similarly, we have
P2MQu =

(
µ∗4qu

q1 + µ∗5qu
q2 + µ∗6qu

q3
)

e2 , (8.10)

where
µ∗4q :=

(
µ31 − µ32 + µ41 − µ42 +

1
2
µ51 −

1
2
µ52

)
,

µ∗5q :=
(
µ33 − µ34 + µ43 − µ44 +

1
2
µ53 −

1
2
µ54

)
,

and

µ∗6q :=
(
−

1
2
µ32 −

1
2
µ34 + µ35 −

1
2
µ42 −

1
2
µ44 + µ45 −

1
4
µ52 −

1
4
µ54 +

1
2
µ55

)
.
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Next, considering terms from equation (8.6), we have

QM(P1u + P2u) = u11f1 + u12f2 + u13f3 , (8.11)

where
u11 :=

(1
2
(
µ11 + µ12

)
−

1
2
µ∗1

)
u1 +

(1
2
(
µ13 + µ14

)
−

1
2
µ∗2

)
u2,

u12 :=
(1
2
(
µ31 + µ32

)
−

1
2
µ∗3

)
u1 +

(1
2
(
µ33 + µ34

)
−

1
2
µ∗4

)
u2,

and
u13 :=

(1
2
(
µ51 + µ52

))
u1 +

(1
2
(
µ53 + µ54

))
u2.

Similarly
QMQu = QMw = uq11f1 + uq22f2 + uq33f3 , (8.12)

where

uq11 :=
(
µ11 − µ12 −

1
2
µ∗1q

)
uq1 +

(
µ13 − µ14 −

1
2
µ∗2q

)
uq2 +

(
−

1
2
µ12 −

1
2
µ14 + µ15 −

1
2
µ∗3q

)
uq3,

uq22 :=
(
µ31 − µ32 −

1
2
µ∗4q

)
uq1 +

(
µ33 − µ34 −

1
2
µ∗5q

)
uq2 +

(
−

1
2
µ32 −

1
2
µ34 + µ35 −

1
2
µ∗6q

)
uq3,

and
uq33 :=

(
µ51 − µ52

)
uq1 +

(
µ53 − µ54

)
uq2 +

(
−

1
2
µ52 −

1
2
µ54

)
uq3.

Further
QCw =

(
−2uq1

−
1
2

uq3
)

f1 +
(
−2uq2

−
1
2

uq3
)

f2 − (2uq3)f3. (8.13)

Now, using the expressions from (8.7) and (8.9), the projected equation (8.4) on the
hydrodynamic space can be written as follows:

u1
t = −u1

a − (µ∗1u1 + µ∗2u2) − (µ∗1qu
q1 + µ∗2qu

q2 + µ∗3qu
3q). (8.14)

Similarly, with the use of expressions (8.8) and (8.10), the equation (8.5) becomes

u2
t = u2

a − (µ∗3u1 + µ∗4u2) − (µ∗4qu
q1 + µ∗5qu

q2 + µ∗6qu
3q). (8.15)

For the projected equation (8.6) on the kinetic part, the expressions (8.11), (8.12) and
(8.13) will be used.

Using projections P j, where 1 ≤ j ≤ 2, and Q, we can derive the corresponding
expressions of the boundary equations on the hydrodynamic space as

u1(0, t) := γu1 =

∫
∞

0

(
β∗1u1 + β∗2u2

)
+

∫
∞

0

(
β∗1qu

q1 + β∗2qu
q2 + β∗3qu

3q
)
,
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and

u3(0, t) := γu2 =

∫
∞

0

(
β∗3u1 + β∗4u2

)
+

∫
∞

0

(
β∗4qu

q1 + β∗5qu
q2 + β∗6qu

3q
)
.

The projected initial conditions on the hydrodynamic space are as follows:

u1(a, 0) =: φ∗1(a),

u2(a, 0) =: φ∗2(a).

On the kinetic space, the respective boundary and the initial conditions are

w(0, t) =

∫
∞

0
QB(s) (P1u(s, t) + P2u(s, t)) ds +

∫
∞

0
QB(s)w(s, t) ds,

and
w(a, 0) =: w0.

Bulk approximation
Following Section 6.4.1, first we want to find the expression of the term w̄1. To do

this, let
w̄1 := ūq1

1 f1 + ūq2
1 f2 + ūq3

1 f3 .

Now, inserting the series expansion w = w0 + εw1 + · · · , keeping the hydrodynamic
part as it is, into the projected system (8.6) and comparing terms at the ε order level,
we get

QCw̄1 = QM
(
ū1e1 + ū2e2

)
or,

(
−2ūq1

1 −
1
2

ūq3
1

)
f1 +

(
−2ūq2

1 −
1
2

ūq3
1

)
f2 +

(
−2ūq3

1

)
f3 = ū11f1 + ū12f2 + ū13f3 ,

where
ū11 :=

(1
2
(
µ11 + µ12

)
−

1
2
µ∗1

)
ū1 +

(1
2
(
µ13 + µ14

)
−

1
2
µ∗2

)
ū2,

ū12 :=
(1
2
(
µ31 + µ32

)
−

1
2
µ∗3

)
ū1 +

(1
2
(
µ33 + µ34

)
−

1
2
µ∗4

)
ū2,

and
ū13 :=

(1
2
(
µ51 + µ52

))
ū1 +

(1
2
(
µ53 + µ54

))
ū2.

Solving for ūq1
1 , ūq2

1 , ūq3
1 we get

ūq1
1 =

1
8

ū13
−

1
2

ū11, ūq2
1 =

1
8

ū13
−

1
2

ū12, and ūq3
1 = −

1
2

ū13.

Therefore
w̄1 =

(1
8

ū13
−

1
2

ū11
)

f1 +
(1
8

ū13
−

1
2

ū12
)

f2 +
(
−

1
2

ū13
)

f3.
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Similarly to the system (6.29), we have the following set of equations for ū j, where
1 ≤ j ≤ 2. ū

1
t

ū2
t

 = −

ū
1
a

ū2
a

 −
µ
∗

1 µ∗2

µ∗3 µ∗4


ū

1

ū2

ū
1(0, t)

ū2(0, t)

 =

∫
∞

0

β
∗

1 β∗2

β∗3 β∗4


ū

1

ū2

 ,
ū

1(a, 0)

ū2(a, 0)

 =

φ
∗

1(a)

φ∗2(a)

 .
This system can be written in matrix form as follows:

ūt = −ūa − µū,

ū(0, t) =

∫
∞

0
βū,

ū(a, 0) = φ∗(a).

Let L(a) be the fundamental solution to

d
da

L(a) = −µL(a), L(0) = I.

Define
L(a, b) := L(a)L−1(b).

Then the solution of the above system can be represented as

ū(a, t) =

L(a)ū(0, t − a), a < t;
L(a, a − t)φ(a − t), a > t,

where

ψ(t) := ū(0, t) =

∫
∞

0
β(a)L(a)ψ(t − a) da +

∫
∞

t
β(a)L(a)L−1(a − t)φ∗(a − t) da.

Initial Layer
For the initial layer, considering the ε0 order kinetic equation (6.36), as done in Chapter
6, we have

w̃0,τ = QCw̃0 ,

and in component form,

ũq1
0,τf1 + ũq2

0,τf2 + ũq3
0,τf3 =

(
−2ũq1

0 −
1
2

ũq3
0

)
f1 +

(
−2ũq2

0 −
1
2

ũq3
0

)
f2 + (−2ũq3

0 )f3 .

Comparing components and solving, we have

ũq1
0 = e−2τwq1

0 , ũq2
0 = e−2τwq2

0 , and ũq3
0 = e−2τwq3

0 ,
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where
Qu(a, 0) := wq1

0 f1 + wq2
0 f2 + wq3

0 f3.

Therefore
w̃0(a, τ) = e−2τwq1

0 (a)f1 + e−2τwq2
0 (a)f2 + e−2τwq3

0 (a)f3.

Boundary Layer
Similarly, following the ε0 kinetic equation for the boundary layer we have

ŵ0,α = QCŵ0 ,

which yields

ûq1
0 = e−2αŵ1

0(0, t), ûq2
0 = e−2αŵ2

0(0, t), and ûq3
0 = e−2αŵ3

0(0, t).

where
ŵ0(0, t) :=

(
ŵ1

0(0, t), ŵ2
0(0, t), ŵ3

0(0, t)
)
,

and

ŵ0(0, t) :=
∫
∞

0
B(s)

2∑
i=1

ūi(s, t)ei ds −
2∑

i=1

ūi(0, t)ei.

Therefore
ŵ0(α, t) = e−2αŵ1

0(0, t)f1 + e−2αŵ2
0(0, t)f2 + e−2αŵ3

0(0, t)f3.

Corner Layer
For the corner layer we have the following system of equations as found in Chapter 6:

ŭ1
0,τ + ŭ1

0,α = 0,

ŭ1
0(α, 0) = 0,

ŭ1
0(0, τ) =

∫
∞

0
(y1 · Bw̃0)

= e−2τ
∫
∞

0

(
β∗1qw

q1
0 + β∗2qw

q2
0 + β∗3qw

q3
0

)
,

which upon solving, gives

ŭ1
0(α, τ) =


0, τ < α;

e−2(τ−α)
∫
∞

0

(
β∗1qw

q1
0 + β∗2qw

q2
0 + β∗3qw

q3
0

)
, τ > α.

Similarly, for ŭ2
0, the solution can be represented as

ŭ2
0(α, τ) =


0, τ < α;

e−2(τ−α)
∫
∞

0

(
β∗4qw

q1
0 + β∗5qw

q2
0 + β∗6qw

q3
0

)
, τ > α.
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For the kinetic part we have the following system of equations:

w̆0,τ = −w̆0,α + QCw̆0,

w̆0(α, 0) = 0,

w̆0(0, τ) =

∫
∞

0
Bw̃0 − w̃0(0, τ) −

2∑
i=1

ŭi
0(0, τ)ei ,

which upon solving, yields

w̆0(α, τ) =

0, τ < α;
e−2αw̆0(0, τ − α), τ > α.

where
w̆0(0, τ) = w̆1

0(0, τ)f1 + w̆1
0(0, τ)f1 + w̆1

0(0, τ)f1,

with

w̆1
0(0, τ) = e−2τ

(
wq1

0 (a) − wq1
0 (0)

)
−

1
2

e−2τ
∫
∞

0

(
β∗1qw

q1
0 + β∗2qw

q2
0 + β∗3qw

q3
0

)
,

w̆2
0(0, τ) = e−2τ

(
wq2

0 (a) − wq2
0 (0)

)
−

1
2

e−2τ
∫
∞

0

(
β∗4qw

q1
0 + β∗5qw

q2
0 + β∗6qw

q3
0

)
,

and
w̆3

0(0, τ) = e−2τ
(
wq3

0 (a) − wq3
0 (0)

)
.

Error estimates
Let us work out the error estimates of the layer terms which subsequently will help
us to use the final form (7.57) of the error as done in Chapter 7.

1.

‖w̃0(·, τ)‖X ≤
∫ t

0

∥∥∥e−2τwq1
0 (s)f1 + e−2τwq2

0 (s)f2 + e−2τwq3
0 (s)f3

∥∥∥ ds

≤ e−2τ
∫ t

0
‖w0(s)‖ ds.

2.

‖ŵ0(·, t)‖X ≤ ε
∫ τ

0
e−2α

∥∥∥∥∥∥∥B(s)
2∑

i=1

ūi(s, t)ei ds −
2∑

i=1

ūi(0, t)ei

∥∥∥∥∥∥∥ dα

≤ εG
∫ τ

0
e−2α dα =

1
2
εG

(
1 − e−2τ

)
,

where, G is a positive constant.
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3.∥∥∥ŭ1
0(·, τ)

∥∥∥
L1(R+)

≤

∫ t

0

∥∥∥∥∥e−2(τ−α)
∫
∞

0

(
β∗1qw

q1
0 + β∗2qw

q2
0 + β∗3qw

q3
0

)∥∥∥∥∥ da

≤ ε

∫ τ

0

(∫
∞

0

(∥∥∥β∗1q(s)
∥∥∥ ∥∥∥wq1

0 (s)
∥∥∥ +

∥∥∥β∗2q(s)
∥∥∥ ∥∥∥wq2

0 (s)
∥∥∥ +

∥∥∥β∗3q(s)
∥∥∥ ∥∥∥wq3

0 (s)
∥∥∥) ds

)
e−2(τ−α) dα

≤ εD
(∫ τ

0
e−2(τ−α) dα

)
‖w0‖ =

ε
2

D
(
1 − e−2τ

)
‖w0‖.

where, D is a positive constant.

4. Similarly ∥∥∥ŭ2
0(·, τ)

∥∥∥
L1(R+)

≤
ε
2

E
(
1 − e−2τ

)
‖w0‖.

where, E is a positive constant.

5.

‖w̆0(·, τ)‖X ≤
∫ t

0

∥∥∥e−2α w̆0(0, τ − α)
∥∥∥ da

≤ ε

∫ τ

0

∥∥∥e−2α w̆0(0, τ − α)
∥∥∥ dα

≤ εF
(∫ τ

0
e−2α. e−2(τ−α) dα

)
‖w0‖

= εF
(∫ τ

0
e−2τ dα

)
‖w0‖

≤ εF ‖w0‖

(
max
z∈R+

ze−2z
)
≤
εF
2e
‖w0‖.

where, F is a positive constant.

Finally in order to apply (7.57) for the error estimates, we write uε −
∑2

j=1 ūn je j − w̃0

into components as
u1

u2

u3

u4

u5

 − ū1


1/2
1/2
0
0
0

 − ū2


0
0

1/2
1/2
0

 − e−2τwq1
0


1
−1
0
0
0

 − e−2τwq2
0


0
0
1
−1
0

 − e−2τwq3
0


0
−1/2

0
−1/2

1

 .
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Now, using (7.57), we have the following set of error estimates:∣∣∣∣∣u1 −
1
2

ū1 − e−2τwq1
0

∣∣∣∣∣ ≤ O(ε),∣∣∣∣∣u2 −
1
2

ū1 + e−2τwq1
0 +

1
2

e−2τwq3
0

∣∣∣∣∣ ≤ O(ε),∣∣∣∣∣u3 −
1
2

ū2 − e−2τwq2
0

∣∣∣∣∣ ≤ O(ε),∣∣∣∣∣u4 −
1
2

ū2 + e−2τwq2
0 +

1
2

e−2τwq3
0

∣∣∣∣∣ ≤ O(ε),∣∣∣u5 − e−2τwq3
0

∣∣∣ ≤ O(ε).

This completes our error analysis with the illustrative example.



CHAPTER 9

Conclusion

The main aim of this work was to extend the exiting results on multidimensional
singularly perturbed age-structured population model and this has been achieved in
various ways.

After reviewing the necessary mathematical framework in Chapter 2, we gave
an overview of the deterministic population models in Chapter 3. For long time
behaviour of the classical McKendrick-Von Foerster model, we referred to [65]. We
included an introduction to the multiregional demography which was an essential
part of our perturbed model.

In Chapter 4, we introduced our singularly perturbed population model.
We discussed in details the spectral properties of our irreducible migration matrix.
Following [28] and using Hille–Yosida theorem, we proved the well-posedness of the
perturbed problem.

We showed how application of classical techniques of asymptotic analysis and, in
particular, of the Chapman–Enskog procedure, can yield the aggregation of variables
in more systematic way and deliver a simpler approximation formula than the ad
hoc method of [5], [16]. We explicitly calculated layer correction terms namely, initial,
boundary and corner layers. The solution of the perturbed problem and all terms of the
asymptotic expansion must be strongly differentiable with respect to t and belong to
the domain of the generator which, as mentioned, equals {u ∈W1

1(R+,Rn) : u(0) = Bu}.
This is not always easy to achieve in practice. We deferred the work with mild solution
to Chapter 7, where we did rigorous error analysis using the integral formulation.

In literature, most of the works on multipatch population models have been done
with the assumption of irreducibility of the migration matrix. The advantage with
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this assumptions is the existence of unique (up to scalar multiple) positive eigenvector
corresponding to the dominant eigenvalue of the migration matrix. But in practice,
it is quite reasonable to consider reducible migration structure. Chapter 6 dealt with
formal asymptotic calculations with reducible migration matrix. We also note that
typically in linear models the matrix M is diagonal which reflects the fact that death is
an intra-patch phenomenon. However, linear models with general matrix M, with off-
diagonal positive entries, not only reflect the mortality but also migration occurring on
a slower time scale. On the other hand, births in a particular patch can easily depend
on the population density in other patches (e.g. females could move to a safer patch
just to give birth) and thus considering full matrix B is perfectly reasonable. This
made our analysis more general than that in [5, 16, 36], where only diagonal matrices
M and B are considered.

Aggregation for our singularly perturbed model has been studied quite extensively
in [5, 6, 16] and in [36]. The results of the former are similar to our final error estimates
described in Theorem 7.3. However, to get estimates valid up to t = 0, the authors
used the solution of the full problem restricted to the subspace complementary to right
Perron vector k(a) so that in practice finding the approximation presents difficulties
comparable to solving the original problem. In our approach the asymptotic analysis
provides the necessary correction in a systematic way as an explicit solution of a
linear autonomous system of differential equations so that using this approximation
is computationally viable. Moreover, there are some gaps in the argument of [5],
one of them being that the projected boundary conditions in [5] are correct only if
k is independent of age. Moreover, classical solutions of the perturbed system and
the aggregated system exist only with initial data satisfying nonlocal compatibility
conditions and, unless additional necessary constraints are imposed on the initial
data, both problems should be considered in their mild form, as discussed in Chapter
7. This approach, though computationally more involved, allows to remove several
technical assumptions imposed in [5].

The essential difference between the reducible and irreducible structure of our
migration matrix is that the reducible structure yields multidimensional null space of
the migration matrix and the basis vector corresponding to the adjoint null space is age
dependent, which contributes a substantial changes in asymptotic analysis in Chapter
6 and Chapter 7 compare to Chapter 5. Physical significance of multidimensional
hydrodynamic space occurred in reducible case is still not well understood.

It may seem strange that the constructed elaborate hierarchy of layers is only used
in intermediate steps of the analysis but, apart from the initial layer, does not appear
in the final approximation. In our opinion this is one of the advantage of the method
which, while providing all potentially significant terms of the expansion, allows for
discarding all these which are not absolutely necessary. In our case the absence of
the boundary and the corner layers in the final approximation is due to the choice of
the state space L1(R+,Rn). The norm of L1(R+,Rn) averages the terms of layers which
decay exponentially fast in a/ε and thus makes them negligible. It can be shown [10]
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that these terms would be essential to get uniform approximation if the L∞(R+,Rn)
norm was used.

From realistic point of view this model still may be oversimplified. Various
generalizations are possible. For instance, instead of linear model one can consider
nonlinearity and analyze the situation. The migration matrix can be considered irre-
ducible for up to certain age limit and after that it can be reduced into groups which
is also a quite natural assumption.
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