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ABSTRACT

In the past few decades’ human action recognition (HAR) from video has gained a lot of attention in the computer vision domain. The analysis of human activities in videos span a variety of applications including security and surveillance, entertainment, and the monitoring of the elderly. The task of recognizing human actions in any scenario is a difficult and complex one which is characterized by challenges such as self-occlusion, noisy backgrounds and variations in illumination. However, literature provides various techniques and approaches for action recognition which deal with these challenges. This dissertation focuses on a holistic approach to the human action recognition problem with specific emphasis on spatial-temporal analysis.

Spatial-temporal analysis is achieved by using the Motion History Image (MHI) approach to solve the human action recognition problem. Three variants of MHI are investigated, these are: Original MHI, Modified MHI and Timed MHI. An MHI is a single image describing a silhouettes motion over a period of time. Brighter pixels in the resultant MHI show the most recent movement/motion. One of the key problems of MHI is that it is not easy to know the conditions needed to obtain an MHI silhouette that will result in a high recognition rate for action recognition. These conditions are often neglected and thus pose a problem for human action recognition systems as they could affect their overall performance.

Two methods are proposed to solve the human action recognition problem and to show the conditions needed to obtain high recognition rates using the MHI approach. The first uses the concept of MHI with the Bag of Visual Words (BOVW) approach to recognize human actions. The second approach combines MHI with Local Binary Patterns (LBP). The Weizmann and KTH datasets are then used to validate the proposed methods.

Results from experiments show promising recognition rates when compared to some existing methods. The BOVW approach used in combination with the three variants of MHI achieved the highest recognition rates compared to the LBP method. The original MHI method resulted in the highest recognition rate of 87% on the Weizmann dataset and an 81.6% recognition rate is achieved on the KTH dataset using the Modified MHI approach.
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CHAPTER 1 - INTRODUCTION

Every day, we perform actions and activities to accomplish some purpose, regardless of how insignificant those actions/activities may be. For instance, a person playing a sport, such as cricket responds and interacts with the environment using his/her legs, arms, torso etc. The human vision system can easily identify these actions and activities. However, in the computer vision domain, this can be a very difficult task to accomplish. In the past two decades, a lot of attention has been given to the human action recognition problem, so much so that it has become one of the most researched areas in computer vision, machine learning and pattern recognition in recent times. This is due to its many potential applications, such as monitoring of patients or the elderly, entertainment, automated surveillance systems, human computer interaction and health care systems [1] [2] [3] [4]. Some of the reasons why human action recognition has gained a lot of attention include events such as the September 11th aeroplane hijackings and the Boston marathon bombings. The rapid spread of surveillance cameras has deemed the manual analysis of video data to be a time-consuming and an expensive task. By using computer vision and artificial intelligence, this task can be made cost effective and the analysis of large video data easier.

In this chapter, a brief introduction into the history of motion is presented in section 1.1. Section 1.2 provides the motivation behind this research. In section 1.3, the problem statement is defined. Section 1.4 presents the main goals and specific objects for this work. In section 1.5 the contributions made in this work is established. Section 1.6 provides the dissertation outline for this work.

1.1 Brief History of Human Motion

The interest in human motion goes far back in human history. Many disciplines, such as, Mathematics (Functional analysis, Probability, Statistics, Linear algebra, Geometry, etc.), Science (Physics, Chemistry, Botany, Ecology, Biology, etc.), Medicine (Cardiology, anatomy, etc.) and art (sculptures, paintings etc.) have been, and continue to be interested in different aspects of motion [5].
1.1.1 Artistic Representation
One of the first artists to take interest in human representation was Leonardo Da Vinci. In one of his sketch books (referring to Figures 1.1a and 1.1b), Da Vinci (1452–1519) wrote [5]:

“it is indispensable for a painter, to become totally familiar with the anatomy of nerves, bones, muscles, and sinews, such that he understands for their various motions and stresses, which sinews or which muscle causes a particular motion”

“I ask for the weight [pressure] of this man for every segment of motion when climbing those stairs, and for the weight he places on b and on c. Note the vertical line below the centre of mass of this man. “

![Figure 1.1 - (a) Man Going up a Stairs, (b) Man climbing up a ladder [5]](image)

1.1.2 Biomechanics
Giovanni Alfonso Borelli (1608–1679) was the first to understand that muscles function according to mathematical principles and bones function as levers [5]. His studies included muscle analysis and mathematical representations of movements such as running or jumping as shown in Figure 1.2.
1.1.3 Motion Perception

Etienne-Jules Marey (1830–1904) made experiments that were influential in the field of cinematography [5] [6]. His research was based on the process of capturing and displaying moving images. He conducted motion studies through which he collected data using various instruments, which can be seen in Figure 1.3. He also made movies that were at a high speed of 60 images per second and of excellent quality.

Figure 1.3 - Left: a man in a black dress; limbs are marked by white lines. Right, top: a chronophotograph of a striding man dressed partially in white, and partially in black. Right, bottom: white lines in a chronophotograph of a runner [5] [6]
Gunnar Johansson [7] [8] was at the forefront of studies for programmed human motion analysis based on the use of image sequences. He used LED’s (“Moving Light displays) to identify people. Figure 1.4 shows an instance of the use of moving light display of a man walking.

![Image](image1.png)

Figure 1.4 - Gunnar Johansson use of moving light display for motion of a man walking [7]

### 1.2 Motivation

The need for systems to recognize human actions has become more apparent in the world we are living in. There are various applications in security, health, entertainment and the robotic industries requiring action recognition systems to reduce costs and to aid when there is not enough manpower to monitor video captured in order to take adequate action, or to use intelligent robots to penetrate spaces were human life could be threatened.

#### 1.2.1 Security/Surveillance

Today, surveillance cameras can be found at almost every corner of a city, and their major purpose is to increase the security level by detecting unwanted behaviours, such as violence, theft and vandalism. However, due to the large amount of surveillance data captured from these cameras, it becomes tedious and almost impossible for human operators to analyse the footage or to assess them in real time in an error free manner. The camera feed is often monitored by an operator in real time or through recorded footage in order to detect abnormal behaviour. Whilst this method has worked to an extent, it remains tedious and prone to human errors. Automated human action recognition can play a vital role in aiding security personnel to identify a person’s criminal actions and alert the relevant authorities swiftly. By using action
recognition systems, surveillance cameras can be analysed 24 hours a day, 7 days a week, without needing much human intervention. The use of automated human action recognition for monitoring unwanted criminal behaviour can help alert security personal instantly when a crime has taken place. Human action recognition in security and surveillance systems can greatly improve safety and help reduce crime rates by helping to identify dangerous situations.

1.2.2 Health care

Action recognition in health care can aid doctors in monitoring a patient’s state of well-being by detecting potential physical and mental problems early. For instance, hospitals that are understaffed can use action recognition systems to monitor their patients’ physical state (their eating habits, walking and sleeping patterns, etc.) and alert medical doctors should a problem arise. A practical example is the case of patients who suffer from diseases such as Alzheimer’s and dementia, who are known to be more susceptible to falling. An action recognition system can be used to detect this incident and alert the relevant hospital staff immediately.

1.2.3 Robotics

Robotics combines branches of science and engineering and is found in various industries such as manufacturing, health care and mining. Action recognition can be very useful in robotics. For example, a domestic service robot can clean a floor after seeing that a person has performed the action of “cooking in a kitchen” [9].

1.2.4 Autonomous vehicles

Human action prediction approaches have the possibility of becoming very important in building autonomous vehicles. Action prediction approaches can determine a person’s intention in a short space of time. The use of action prediction in autonomous vehicles can enable the vehicle to predict a pedestrian’s future motion and path, which could be critical in avoiding an accident [10].

1.2.5 Human Computer Interaction

Human computer interaction deals with how users/people interface with computer technology. Today, people interact with computer devices in various ways, such as voice recognition, eye tracking (e.g. instead of using a mouse to control a pc), virtual reality, etc. Action recognition can be used in this field to recognize human actions aimed at performing certain tasks on a
Training flight deck controllers to conduct helicopter training can be an expensive task. Human action recognition can be used to analyse the deck controllers’ motion and feed the actions that were performed into a helicopter training simulator to allow for dual training of a pilot and a deck controller [11]. This will save a lot money and as well as the effort required to train deck landing controllers and pilots, improving the overall competency of the above-mentioned personnel. The Microsoft Kinect sensor [12] [13] is one of the most popular gesture recognition tools found in millions of homes. This device senses motion and allows users to interact and control user interfaces on a television/computer using gestures. The sensor however is limited to recognizing short actions or gestures. Action recognition using video can allow people to use their phone cameras or cheap cameras at home to interface with devices such as televisions and computers instead of purchasing additional equipment such as the Kinect.

1.2.6 Entertainment

Gaming attracts a large number of people due to its entertainment value and as computing and graphics devices have become more and more powerful in the recent years, the gaming industry has grown vastly [10]. Newer games whose gameplay involves the entire body, such as sport and dancing games have caught the interest of people of various ages. In order to achieve accurate recognition of human actions, these games rely on RGB-D sensors such as the Kinect from Microsoft and the Wii’s handheld sensors used for tracking a person’s movement.

Recognizing human actions is a difficult task, and as a result, the above-mentioned applications require uniquely modified systems for recognizing specific movements in a given domain. For example, a person swinging a cricket bat to cause harm to someone may be very difficult for a system to distinguish from a normal cricket shot or a malicious intent to cause injury. Apart from each of the above-mentioned applications having its own problems for action recognition, the computer vision domain presents various challenges for recognizing a movement, and even more so, an action or activity.
1.3 Problem Statement

In dealing with human action recognition (HAR), many challenges arise, including actions/activities that have to be recognised against noisy images, noise in backgrounds and losses in feature extraction. Even though there is no complete system for human action recognition, a lot of effort has been made to solve the individual action recognition problems. To state the problem in simpler terms, given a sequence of images/video with one or more persons performing an action, can a system be designed to automatically recognize what action is being performed? In order to better understand the human action recognition problem, the terms “Action” and “Activity” need to be defined. Although the terms action and activity are often interchanged, they have different meanings as is given below:

- An **action** can be defined as a single movement by a person. For example, the waving of hands or jumping. Actions usually last a few seconds.
- **Activities** are more complex and can be defined as a sequence of actions being performed to accomplish a certain task. For example, playing sport or cooking.

One of the more recognized methods of representing human actions from a video is the MHI method [14]. The problem with MHI is that its relevant parameters are not so easy to tune. This plays a crucial role on how much of history information should be stored for feature extraction and results in an adverse effect on recognition rates. These parameters are often neglected and optimizations are done at other stages of a recognition system. This dissertation will take a closer look at MHI and its various conditions that will aid in a systems performance for action recognition and to propose a new method for solving the action recognition problem by combining MHI with Bag of Visual Words.

1.4 Main Goal and Specific Objectives

The main goals of this dissertation are to investigate the conditions under which human action recognition can be efficiently performed using MHI and to propose a new method for human action recognition by using the Bag of Visual Words approach.
The specific objectives of this work are as follows:

- Conduct a literature review of current human action recognition techniques.
- Propose a method for solving the action recognition problem using Local Binary Patterns and Bag of Visual Words.
- Investigate the effects of the relevant parameters of MHI in order to improve recognition rates of human action recognition. These parameters determine how much motion information to keep for an MHI, and play a crucial role in the human action recognition system’s overall recognition rate.
- Compare the results achieved to the state-of-the-art

1.5 Contributions

This work contributes to the existing domain knowledge in the following ways:

- Propose a new HAR method that combines MHI and Bag of Visual Words to obtain feature vectors for training.
- Demonstrate the effects of using Local Binary Patterns (LBP) with MHI for human action recognition.
- Revisit MHI for human action recognition with respect to the selection of parameters that achieve better recognition rates.

1.6 Dissertation outline

In Chapter 2, a full literature review is presented. The review presents current methods of spatial-temporal analysis and a general review of various techniques used for human action recognition.

Chapter 3 introduces the concept of Motion History Images and its mechanics. Variants of the Motion History Image algorithm are presented and their strengths and shortcomings are outlined. This chapter forms part of the basic foundation for the proposed method of using MHI with BOVW.
Chapter 4 introduces the proposed approach namely MHI using BOVW. A common approach for human action recognition is introduced which is MHI using LBP. Various feature extraction methods that can be used to obtain feature vectors from the resultant MHI are also investigated in this chapter. The feature extraction methods are: Local Binary Patterns (LBP), Speed Up Robust Features (SURF), Scale Invariant Feature Transform (SIFT) and Bag of Visual Words (BOVW).

Chapter 5 presents the experiments and discusses the results achieved from the two approaches: MHI using BOVW and MHI using LBP. The experiments also show the overall recognition rates achieved for these two methods when the relevant parameters of MHI is varied.

Chapter 6 concludes the dissertation and outlines future works.
CHAPTER 2 - LITERATURE REVIEW

2.1 Introduction

Recognizing human actions is a fundamental problem in the computer vision and artificial intelligence domains. It lends itself to many practical applications [1] [2] [15]. The aim of human action recognition is to recognize human actions from a video stream or a sequence of images. The recognition of the identity of a person’s activity, based on his/her global body structure and the global body dynamics are discussed in existing sources. Of particular interest regarding identity recognition of an activity is the human gait [16]. Other approaches using global body structure and dynamics are concerned with the recognition of simple actions such as running and walking. Almost all methods are silhouette or contour-based. Subsequent techniques are mostly holistic (the entire silhouette or contour is evaluated without taking individual body parts into account). Dimensionality reduction and spatiotemporal analysis examines the entire human silhouette or image. It does not consider each part of the human and is therefore considered as a holistic approach. Many approaches for human activity recognition have been proposed in the literature. Good surveys on the subject can be found in [2] [4] [17]. Given the promising endeavour’s taken to develop fool proof systems for human action recognition, it still faces many challenges. These include:

- **Each action has varied dimensionality and data redundancy:**
  When an action video is subdivided into spatio-temporal patches, it may cause high dimensional data samples. Data redundancy may also occur from the high temporal sampling rate [3].

- **Some actions/activities share common movements:**
  Actions such as jogging, running and walking share similar movements and may be very difficult to distinguish. This can be seen when using the famous Weizmann and KTH datasets. It is noticeable from these datasets that some running actions by some subjects/people look like jogging and vice versa [3].

- **Variations in illumination:**
  With famous datasets such as KTH and Weizmann, lighting conditions are usually fixed. Therefore, indoor and constant illuminations produce easier datasets to evaluate. This is not true in reality because of variations in light during the day, for example,
sunlight in the morning vs sunlight at noon. Weather variations also cause different lighting conditions, for example, cloudy vs raining vs sunny. Due to these large variations in lighting, the recognition process, thus becomes more difficult [3].

- **Occlusion Issue:**
  The presence of cluttered backgrounds in a video scene makes action analysis a difficult task [3].

In this chapter, a closer look into some common techniques for human action recognition will be reviewed in detail. Section 2.2 reviews human action recognition using Dimensionality Reduction. Section 2.3 introduces human action recognition using Spatio-Temporal Analysis. In Section 2.4 a review of human action recognition using Hidden Markov Models is conducted. Section 2.5 explores human action recognition using Deep Learning. Section 2.6 reviews human action recognition using other methods that are commonly used. Section 2.7 summarises the results found in literature.

### 2.2 Human Action Recognition using Dimensionality Reduction

High data dimensionality leads to significant issues with regards to the robustness and accuracy of recognition due to insufficient knowledge about the data population and a limited number of training samples. Dimensionality reduction thus becomes a separate and possibly the most critical task of a recognition system. Dimensionality reduction functioning as a feature extraction technique has two objectives. The first objective is to reduce the computational complexity of the subsequent classification with minimal loss of classification accuracy. The second objective is to circumvent the generalization problem of the subsequent classification and hence, enhance its accuracy and robustness. Many works have used various linear subspace methods to achieve dimensionality reduction [15] [18] [19]. Methods such as Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Fisher Linear Discriminant Analysis (FLDA) form an integral part of a recognition system as they first reduce the dimension and then, extract crucial features needed for the system.

The problem with image representation is its high dimensionality. Consider a two-dimensional $p \times q$ grayscale image that spans in a $m = pq$-dimensional vector space, an image with 100 x 100 pixels will reside in a 10000 - dimensional image/vector space. The question is: are all
dimensions equally useful for us? A decision can only be made if there is some variance in the data. Using dimensionality reduction techniques, the components that account for the most information can be kept [20].

2.2.1 Eigenfeature Regularization and Extraction

The aim of eigenfeature regularization and extraction is to replace the original eigenvalues with modelled eigenvalues which make regularizing eigenfeatures corresponding to small and zero eigenvalues easier. The model is derived from the within-class (action set) scatter matrix. It also aims to fulfil a discriminant assessment in the entire eigenspace. This is accomplished from the intensity of the data found in the action video stream [15].

Bappaditya et al. [15] [21] proposed a holistic based eigenfeature regularization approach based on a 3-parameter model. Since the human body is not a rigid object and can present many shapes and postures along with self-occlusions, a robust modelling of the object is difficult to obtain. The major challenges to such models are viewpoint dependence, appearance variability, presence of occlusion, statistical or deterministic representation of a sequence of motion segments, and a parsing mechanism that can temporally align the input signal with known activity patterns [15].

The result of the discriminant evaluation according to the Fisher criteria is not directly applicable to the human action recognition area because the scatter matrix is often singular, this is due to the limited number of training samples and temporal dependencies in the image capture of the same activity [15].

Eigenfeature regularization and extraction aim to address the aforementioned problems. In the 3-parameter case the Eigen spectrum is modelled such that the principal and noise space have a slower decay compared to the real Eigen spectrum.

The experiments conducted for this approach showed very high accuracy in recognition rates. Tests were done on different datasets and the 3-parameter eigenfeature regularization and extraction method out-performed PCA, FLDA and the 2-parameter Eigenfeature Feature Regularization Extraction methods. The method however under-performs for certain activities when using the Dynamic Time Warping (DTW) process.
Lee et al. [18] used the 2-parameter model for Eigen Feature Regularization and Extraction proposed by Jiang et al. [21] to perform action recognition on gait sequences. The authors used motion contour images as inputs into this dimensionality reduction feature extraction technique. The method is restricted to the recognition of the action associated with walking and hence, its ability to recognize other actions is unknown.

### 2.2.2 Principal Component Analysis

Principal component analysis (PCA) is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. The number of principal components is less than or equal to the number of original variables or the number of observations. This approach is designed where the first principle component computed has the largest possible variance. It accounts for as much variability in the data as possible. Each succeeding component computed after that in turn has the highest variance possible under the constraint that it is orthogonal to the preceding components. An uncorrelated orthogonal basis set is then formed in to vectors. PCA is sensitive to the relative scaling of the original variables [22]. PCA works well in the image processing domain. Its purpose is to reduce the large dimensionality of the data space (observed variables) to the smaller intrinsic dimensionality of feature space (independent variables to describe the data economically. Using principle component analysis, feature extraction and training can use less data, allowing for faster computation and lower memory usage.

Jyotsna et al. [23] used a silhouette-based approach together with PCA and Independent Component Analysis (ICA) to recognize human actions. By using PCA, the computation is less complex and the feature extraction step can be done much faster. However, by using more optimized subspace methods, the recognition performance of the human action recognition system can be further improved. Their method is limited to 4 action classes being performed from the Weizmann dataset. A more appropriate test would be to test the entire dataset which includes 10 action classes. This would test the robustness of their proposed method and how well it would be able to distinguish between run, jump and walk actions, which share similar movement traits.
2.2.3 Action recognition using other subspace methods

Shoa and Chen [24] used spectral discriminant analysis on silhouette based human action recognition. The Bag of Words model was combined with the Histogram of body poses sampled from silhouettes in the video sequence to recognize human actions. This method of discriminant analysis achieved a high recognition rate. However, it must be noted that testing was done using the Weizmann dataset only. To boost the robustness of the method, testing should be done on other datasets.

Wang and Suter [25] exploited Local Preserving Patterns (LPP) for dimensionality reduction. This led to low-dimensional embedding of human actions. By using LPP, silhouettes of an associated video were projected into a low-dimensional space and therefore the spatiotemporal property of the action can be characterized. This also preserved the geometric structure of the action. The median Hausdorff distance or normalized spatiotemporal correlation was used for similarity measures to match the embedded actions. K-Nearest Neighbours (KNN) was then used to classify the actions. The proposed method however did not take into account both kinematic and shape information. A fusion of both approaches would possibly improve the accuracy and reliability of the system.

2.3 Human Action Recognition using Spatio-Temporal Analysis

2.3.1 Motion History Images and Motion Energy Images

The first steps to spatiotemporal analysis were taken by Bobick and Davis [14]. Motion Energy Images (MEI) and Motion History Images (MHI) were used as temporal templates to recognize aerobic movements. The basis of the representation was a temporal template or a static vector image where the vector value at each point is a function of the motion properties at the corresponding spatial location in an image sequence. Matching was done using the seven Hu invariant moments approach. A challenge to this approach is the condition when one person partially occludes another, making separation difficult, if not impossible [14].

Bradski and Davis [26] modified the basic MHI [14] to encode the actual time directly using a floating-point representation in the format (seconds, milliseconds). This representation proved to be independent of the system speed and frame rates. This representation can be used to determine the current pose of the object and to segment and measure the motions induced by
the object in a video scene. The segmented regions are not “motion blobs”, but rather motion regions naturally connected to the moving parts of the object of interest. Bradski and Davis [26] then used Hu moments to recognize pose. The gradient of the Timed Motion History Image (TMHI) was used to determine the normal optical flow (e.g. motion flow orthogonal to object boundaries). The motion was then segmented relative to object boundaries and the motion orientation and magnitude of each region are obtained [26]. Although their method achieved a high recognition rate, it was not tested on more challenging datasets, such as Weizmann, KTH and the INRIA IXMAS datasets.

Davis [27] later proposed a hierarchical extension to motion history images in order to compute dense motion flow from the extracted MHI. Hierarchical MHI was then achieved by constructing image pyramids from the gradients. The pyramids were obtained by recursively computing a low pass filter and sub-sampling the image. Motion gradients were calculated to obtain the speeds of the motion from the motion template. The motion gradients obtained were then convolved at each level of the pyramid. Davis [27] then used polar histograms to categorize the action. The method aimed to address the sensitivities of the occlusion issue and the limitations that arose from global analysis. Although the issue of occlusion was addressed, one limitation of this method was that it depends on the background being static, and thus may need to be tested on datasets that have dynamic backgrounds.

A 3D extension of the temporal templates was proposed by Weinland et al. [28]. The authors used multiple cameras to build motion history volumes (MHV) and performed action classification using Fourier analysis in cylindrical coordinates. An obvious problem for the false detections, is the nearly infinite class of possible motions. Modelling unknown motions may require more than a single threshold and class. Multiple classes and explicit learning on samples of unknown motions thus becomes vitally important. Another problem was that many motions cannot be modelled by a single template. Small motions may seem very similar, but over time belong to very different actions. For example, the turnaround motion is split into several small steps that may easily be confused with a single side step. In such cases temporal networks over templates for example could be used to resolve these ambiguities. [28]

Kellokumpu et al. [1] proposed two methods for spatio-temporal analysis. The first one used MHI to capture movement dynamics and then used texture features to characterize the observed
movements. They then extended this idea into a spatio-temporal space and described human movements with dynamic texture features. Local binary patterns and Three Orthogonal Planes of local binary patterns (LBP-TOP) were used as texture descriptors for feature extraction. Both methods were trained using Hidden Markov Models (HMM) and Support Vector Machines (SVM). The approaches were then evaluated using the KTH and Weizmann datasets.

Ahsan et al. [29] used Local Binary Patterns (LBP) to extract highlighted features from spatio-temporal templates, the features were computed as a histogram to construct feature vectors. Rather than using MHI, they use Directional MHI (DMHI) to formulate the motion template. Shape features were taken from selective silhouettes which were then concatenated with LBP histograms. The performance of the proposed action representation method along with some variants were evaluated using the Weizmann action dataset. A problem with their proposed method was that they did not incorporate any mechanism for scale and rotation invariance or view point changes. The proposed method also employed a basic 3x3 local binary pattern neighbourhood, which may not be the most optimal local binary pattern algorithm to use.

Naiel et al. [30] used MHI and MEI with 2-dimensional principal component analysis (2DPCA) to recognize actions from the Weizmann and INRIA IXMAS datasets. The 2-Dimensional Principal Component Analysis is more efficient in terms of computation and complexity compared to the conventional Principal Component Analysis. This approach however only considered the challenge of view invariant human action recognition and not challenges such as occlusions.

Meng et al. [31] propose a new approach to motion templates called the Hierarchical Motion History Histogram (HMHH). They combine the MHI with the new Hierarchical Motion History Histogram approach and extract a low dimension feature vector to be used in training Support Vector Machines.

Chuanzhen Li et al. [32] proposed a method for action recognition that takes advantage of both global and local representation of video sequences. Dense Harris corners were first extracted as local interest points and then masked using MHI. For global descriptors, they proposed a new method to estimate the distribution of rectangular patches which the authors call histogram of local rectangles (HLOR). In order to get enough temporal information, the Histogram of
Gradients (HOG) method was used on the extracted MHI. The feature vector obtained from both the HLOR and MHI-HOG methods were concatenated and trained using support vector machines. They achieve a recognition rate of 97.53% and 93.52% on the famous Weizmann and KTH datasets respectively. However, for this approach the descriptor would need to be extended to actions with complex backgrounds.

Huang et al. [33] used the Histogram of Gradient (HOG) method on MHI, they then trained their method using Support Vector Machines (SVM). The KTH dataset was used to evaluate their method. The method achieved good recognition rates. However, the method did not consider dynamic movements.

Rahman et al. [34] extended the MHI algorithm to solve the occlusion problem. Gradient based optical flow vectors were extracted from each video sequence and split into 4 different direction vectors. From these four direction vectors, Motion History Images are computed. Classification was performed using K-Nearest Neighbours on an aerobic dataset.

Li et al. [35] propose a Multiple Key Motion History Image. Multiple Key MHI were extracted from a video stream. Spatial pyramid matching (SPM) with 2D entropy was then used to obtain spatio-temporal characteristics from the action. The spatial pyramid matching the 2D entropy was combined with spatial pyramid Zernike moment from the Motion History Image Edge (MHIE) to form a feature vector. The method was trained using Support Vector Machines and validated using the KTH dataset.

Murtaza et al. [36] use the Histogram of Gradient (HOG) description method to extract features from MHI to recognize human actions. The features are trained using k-nearest neighbours (KNN). Testing of this approach was done on the MuH AVI-14 and MuHAVI-8 datasets. Further testing on other datasets would need to be considered in order to verify the performance of the system based on other types of activities, actors and video environments.

Murtaza et al. [37] build on their approach of using Histogram of Gradients descriptors on MHI by using a median filter to remove noise from the MHI before applying the Histogram of Gradients feature extractor. The authors test this approach on the MuHAVI-uncut dataset. This approach can be further optimized by finding an optimal tau value or using other classifiers and
descriptors such as Support Vector Machines (SVM) and Speed Up and Robust Features (SURF) respectively.

2.3.2 Bag of Visual Words

The Bag of Visual Words (BOVW) model was first introduced by Csurka et al. [38]. The model has been used in various applications such as object recognition, text classification, Natural language processing and human action recognition. The aim of the model is to take a set of images, extract feature descriptors from them, and then build a vocabulary of features using K-Means clustering [38].

Laptev and Lindeberg [39] extended the Harris detector into space–time interest points and detected local structures that have significant local variation in both space and time. The authors then estimate the spatio-temporal extents of the detected events and then computed and extracted descriptors using the scale-invariant Harris descriptor. Using this extension, they classified events and constructed a video representation in terms of labelled space-time points. The representation was then applied to human action recognition using SVM [40]. However, they did not compensate for an extension which would consider the invariance of spatio-temporal descriptors with respect to the direction of motion, changes in image contrast and rotations. This method also only tested the walking activity and the results obtained could be lower for other activities as there was a strong focus on walking.

Niebles and Fei-Fei [41] used a collection of spatial and spatial temporal features extracted from static and dynamic interest points. A hierarchical model was proposed, which was characterized as a constellation of bags-of-features. This enabled them to combine both spatial and spatial-temporal features. Their results were promising, though the lack of large and challenging video datasets to thoroughly test their algorithm poses an interesting topic for future investigation. The authors also did not consider a unified framework by combining generative and discriminative models for human action recognition. For similar actions (e.g., “running” and “walking”), classification may benefit from a discriminative model.

Niebles et al. [42] presented an unsupervised learning method for human action categories. Given a collection of unlabelled videos, they aimed to automatically learn different classes of actions present in the data, and applied the learned model to action categorization and
localization in the new video sequences. A video sequence was represented as a collection of spatial-temporal words by extracting space-time interest points. The method automatically learned the probability distributions of the spatial-temporal words corresponding to the human action categories. The learning of probability distributions was achieved by using the probabilistic Latent Semantic Analysis (pLSA) model. Given a video sequence, the model could categorize and localize the human action(s) contained in the video. Due to the nature and complexity of the datasets used for testing, their accuracy was fairly low compared to other methods proposed in literature.

Scovanner et al. [43] introduce a 3-dimension Scale Invariant Feature Transform (SIFT) descriptor for video or 3D imagery. Bag of visual words were used to represent the videos in order to produce a feature vector for training. Training was done using SVM and a leave-one-out cross validation approach. The method was then evaluated using the Weizmann dataset.

Akila et al. [44] combined local and global features to improve action recognition. Speed Up Robust Features (SURF) was extracted as the local features and HOG features were used for the global features. SURF and HOG features were extracted directly from video sequences. The BOVW model was then used to obtain feature vectors from the extracted SURF and HOG features. Training was done using SVM and the method was validated using the KTH dataset.

Foggia et al. [45] proposed a method that modelled each action using a high-level feature vector. The feature vector was computed as a histogram of visual words. The visual words extracted was obtained by analysing the global descriptors of a scene. The proposed method was broken into two levels. The first level extracted MHI, Average Depth Images (ADI) and Difference Depth Images (DDI) from the input video stream. Hu moments were performed on the MHI and ADI images, and the radon transform was used on the DDI images. The extracted features from the Hu moments and radon transform were then clustered to form a codebook. This resultant feature vector is then trained using a Support Vector Machine classifier. The method was validated on the MIVIA [46] and the MHAD datasets [47]. Their method could be further optimized by considering other values of tau for generating the MHI. On lower level semantic datasets such as MHAD, their method did not perform well. Lower level semantic datasets contained actions such as running and walking whereas higher-level semantic datasets contained actions such as eating and drinking.
Shukla et al. [48] used depth maps obtained from the Microsoft Kinect sensor. The Bag of Words model was then used to extract the difference in features across the temporal domain. A temporal Bag of Words model was then used on top of spatial-temporal features. The resultant feature vector was used to train a SVM.

### 2.3.3 Spatio-temporal analysis using other techniques

Yilmaz and Shah [49] built space–time volumes in (x, y, t) space by utilizing time as the third-dimension. Space–time volumes were matched using features from Poisson equations and geometric surface properties, respectively. A sequence of such 2D contours with respect to time generates a spatio-temporal volume (STV) in (x, y, t) space. This can be treated as a 3D object in the (x, y, t) space. The STV was analysed by using the differential geometric surface properties, such as peaks, pits, valleys and ridges, which are important action descriptors that capture both spatial and temporal properties. The short fall of this method was the presence of sequences containing large velocities where the displacement exceeds the size of the local neighbourhood resulting in the motion feature being un-detected.

Su et al. [50] used Local Binary Patterns to analyse the spatio-temporal pattern of activity width vectors obtained from the 2D representation. The activity width vectors were converted to the grey value successively according to the order in activity sequence and the grey image was formed in spatio-temporal space. In their work, the envelope of the activity and the texture of the silhouette was not considered.

Singh et al. [51] derived directionality-based feature vectors (directional vectors) from silhouette contours and used the distinct data distribution of directional vectors in a vector space for clustering and recognition. The algorithm could handle changes in view angle, scale, background and clothing and was translation independent. It could also deal with limited occlusion of the subject. However, for people with significantly different body shape the algorithm would need to be trained on a completely different training set and would no longer be compatible with the previous training data.

Chen et al. [52] presented a local spatio-temporal descriptor for action recognition from depth video sequences, which was capable of distinguishing similar actions as well as coping with varying speeds of actions. This descriptor was based on three processing stages. In the first
stage, the shape and motion cues were captured from a weighted depth sequence by temporally overlapped depth segments, leading to three improved Depth Motion Maps (DMMs). In the second stage, the improved DMMs were partitioned into dense patches, from which the local binary patterns histogram features were extracted to characterize local rotation invariant texture information. In the final stage, a Fisher kernel was used for generating a compact feature representation, which was then combined with a kernel-based extreme learning machine classifier. This method however only achieved a recognition rate of 84% on the MSRDailyActivity3D dataset. This was due to noise and the cluttered backgrounds of the dataset. This was a clear flaw in the method as it did not consider noise and the possibility of the cluttered backgrounds of a dataset which are very evident in a real-world scenario.

Duan-Yu et al. [53] proposed an approach which enclosed a star figure by a bounding convex polygon to effectively and uniquely represent the extremities of the silhouette of a human body. This then enabled the human action to be represented as a sequence of the star figures parameters. The convex polygon-based star figure parameters were represented as Gaussian Mixture Models (GMM). This method however could not accurately recognize skipping, this was because when skipping, one foot is usually kept as high as the knee of the other foot and the foot kept off the ground is usually moving forward and backward near periodically. In this case, this action pattern is highly similar to walking action and thus would be falsely detected.

DeMenthon and Doerman [54] used spatio-temporal descriptors for video retrieval to recognize human actions in surveillance video. The method was tested using actions such as pulling and closing drawers.

2.4 Human Action Recognition using Hidden Markov Models

One of the most popular state space models is the Hidden Markov Model (HMM). In the discrete Hidden Markov Model formalism, the state space is considered to be a finite set of discrete points. The temporal evolution is modelled as a sequence of probabilistic jumps from one discrete state to the other.

One of the earliest approaches to recognizing human actions via HMMs was proposed by Yamato et al. [55]. They recognized tennis shots including, the backhand stroke, backhand
volley, forehand stroke and forehand volley etc. Features extracted were formed from time-sequential images. The feature vectors were then converted into a symbol sequence by using vector quantization. HMM’s were then used to learn the resultant feature symbols and predict the actions being performed.

Wu et al. [56] performed human activity recognition based on the combination of SVM and HMM. They first used a RGBD sensor (Microsoft Kinect) as the input sensor and extracted a set of the fusion features, including motion, body structure features and joint polar coordinates features. The authors then combined SVM and HMM, which involved SVM characteristics that can reflect the difference between the samples and the HMM characteristics that was suited to deal with the continuous activities.

Xu et al. [57] used the Hidden Markov Models approach to recognize human actions for gesture and intent recognition. Features were extracted using the Fast Fourier Transform (FFT) method. The extracted features were then fed into the HMM for training and classification.

Afsar et al. [58] presented an automatic human detection and action recognition system using Hidden Markov Models and Bag of Words. Background subtraction was performed using the Gaussian Mixture Model (GMM). They reported that the algorithm was able to perform robust detection in a cluttered environment with severe occlusion.

Qu et al. [59] used the Hidden Markov Model and vector quantization algorithms as well as the LBG algorithm to process the codebook for vector quantization. They then process this into an HMM to perform action recognition.

Hoang et al. [60] proposed a human action recognition system that converts every sequence of human gestures into sequences of Skeletal Joint Mapping (SJM). They then assign corresponding observation symbols to each SJM. These observation sequences were then used to train the hidden markov models corresponding to human actions such as walking.

Nie and Ji [61] proposed a novel human action recognition algorithm that was able to capture both global and local dynamics of joint trajectories by combining a Gaussian-Binary Restricted Boltzmann Machine (GB-RBM) with a HMM. They presented a method to use RBM as a
generative model for multi-class classification. Experimental results on benchmark datasets demonstrated the capability of the proposed method to exploit dynamic information at different levels. Temporal motion of body joints carries crucial information about human actions. However, current dynamic models typically assume stationary local transition and therefore are limited to local dynamics. The performance of the method was below the method reported in [62]. Such result was reasonable because their method only used a subset of the joints, and did not use any features from the depth images.

Lu and Peng [63] addressed the problem of achieving accurate skeleton information from the segmentation method by depth sensors to obtain depth images, and subsequently the human skeleton. Hidden Markov Models were then used to train the features which were obtained from coordinate transformations. With their proposed method they achieve an 80% recognition rate on the MSR-Action3D dataset. Complex actions such as fights and hand shaking were a challenge for this method.

2.5 Human Action Recognition and Deep learning

Deep learning is growing rapidly in the artificial intelligence and data science fields. It is a subset of machine learning approaches that aims to learn feature hierarchies. Every layer of the feature hierarchy makes obtaining further features an easier problem. Many deep learning approaches to human action recognition have already been proposed in literature [64] [65] [66]. Its use for human action recognition is widely reported in the literature. Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) head the way for deep learning in the human action recognition space.

Wang and Yeh [65] investigated the use of CNNs for feature extraction. Their model was trained using Support Vector Machines (SVM) and K-Nearest Neighbours. Their experiments showed that by using Convolutional Neural Networks (CNN) with classifiers such as Support Vector Machines and K-Nearest Neighbours, better performance was achieved than by just using Convolution Neural Networks by itself. They, however, did not perform their test on the entire dataset and used a leave-one-out-cross validation approach to further validate the robustness of their proposed approach.
Chao li et al. [66] transformed a skeleton sequence into an image and then performed end to end learning of deep CNNs. The generated skeleton-based image contains temporal information. The method was tested on the NTU RGB+D dataset and a pre-trained 5-layer CNN.

Ji et al. [67] use 3D CNNs to recognize human actions. Their proposed model extracted features from both the spatial and temporal dimensions by performing 3D convolutions. The developed model generated multiple channels of information from the input frames, and the final feature representation was obtained by combining information from all channels. The model was tested using the KTH and TRECVID 2008 datasets. The 3D CNN is made up of 1 hardwired layer, 3 convolutional layers, 2 sub-sampling layers and 1 full connection layer. The developed 3D CNN model was trained using a supervised algorithm and required a large number of labelled samples. The system could be further optimized by reducing the number of labelled samples. This can be done by using a pre-trained model from unsupervised algorithms [67].

Li et al. [68] used a skeleton based approach using Long Short-Term Memory (LSTM) and CNN to recognize human actions. They used skeleton sequences as a feature extraction technique and passed these features into the LSTM and CNN network. One of the challenges using CNN based methods was to effectively capture spatio-temporal information of a skeleton sequence using image-based representation. It was inevitable to lose temporal information during the conversion of 3D information into 2D information.

Nair et al. [69] used Generalized Regression Neural Networks (GRNN) to compute the functional mapping from action features to its reduced eigenspace representation. Histogram of Flow (HOF) and Local Binary Patterns (LBP) were combined to formulate a feature vector from a human silhouette. The algorithm however could not distinguish between jump, jumping jack and side motion from the Weizmann dataset. This was due to the fact that these motions are similar in a video.

Zhdanov et al. [70] proposed a CNN-based hierarchical recognition approach that recognizes 20 actions from the kinetics dataset. Their method aims to address the problem of learning actions that have similarities between them for human action recognition. The model built uses a two-level structure to recognizes actions. The first layer takes in a video and extracts the high-
level action group using a high-level classifier. This is then fed in to the second layer which is conditioned on the predicted group and is then used to predict the final action [70].

Laptev et al. [71] proposed long-term temporal convolutions for recognizing actions from their full temporal extent. They combined long term convolutions with CNN models. In their work, the impact of different low-level representations such as optical flow vector fields and raw video pixels were studied. To achieve the proposed method, Laptev et al. [71] used a 5-layer CNN network with 3x3x3 filters. Max pooling and ReLU were used in between all the layers. The inputs into the network were a 2 channel (flow-x, flow-y) or three channels (R, G, B) at different temporal resolutions. The method was then validated on the UCF101 and HMDB51 datasets.

2.6 Human Action Recognition Using Other Methods

Sun et al. [72] introduced the concept of joint self-similarity volume (SSV) for modelling dynamic systems. They showed that by using an optimized rank-1 tensor approximation of joint self-similarity volumes, low dimensional descriptors can be obtained. The method is generic and can be applied to different low-level features such as histograms of gradients and silhouettes. Their method achieved rather good results on 3 different datasets, however the occlusion problem was not addressed and the system will need to be tested against occlusions to verify its performance and robustness.

Sepena et al. [73] applied Dynamic Time Warping (DTW) on feature vectors to recognize human actions. Features were extracted from body part tracking using depth cameras. This technique was used to recover human joints body part information and classification done using K-Nearest Neighbours. The approach was tested only on 4 activities and may not be robust enough for distinguishing for activities such as run and walk, for example.

Wing et al. [74] proposed a data driven approach to selecting the number of visual of words by using the localized generalized error of the Radial Basis Function Neural Network (RBFNN). The approach trained a radial basis function neural network for each bag of word size, with a pre-selected pool of bag of word size. The localized generalized error was then computed for the different bag of words sizes. The approach was validated on the KTH and UCF datasets.
Wang et al. [75] presented a novel descriptor for 3D motion trails. The proposed descriptor, described the motion pattern in the 3D motion trail. The 3D motion trail model represents the movements of the action. A Gabor descriptor was then used to obtain features for training. Classification was done using a kernel extreme learning machine. The method was then evaluated using the MSR Action3D dataset.

2.7 Summary of Performance of HAR Methods from Literature

From Table 1, it can be seen that from the holistic approaches provided in the literature, Bappaditya [15] achieved the highest recognition rate on the Weizmann and KTH datasets. A drawback to approaches found in literature is that they are not tested on all datasets available. By extensively testing the method on different datasets, a given system can be refined to a more robust and generic one.

<table>
<thead>
<tr>
<th>Name</th>
<th>Accuracy (%) (Weizmann dataset)</th>
<th>Accuracy (%) (KTH dataset)</th>
<th>Accuracy (%) (IXMAS dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niebles [41]</td>
<td>72.8</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Zhao [1]</td>
<td>98.7</td>
<td>90.8</td>
<td>n/a</td>
</tr>
<tr>
<td>Weinland (MHV) [28]</td>
<td>n/a</td>
<td>n/a</td>
<td>93</td>
</tr>
<tr>
<td>Weinland (MEV) [28]</td>
<td>n/a</td>
<td>n/a</td>
<td>80</td>
</tr>
<tr>
<td>Bappaditya [15]</td>
<td>100</td>
<td>92</td>
<td>n/a</td>
</tr>
<tr>
<td>Nair [69]</td>
<td>93</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Sconanner [43]</td>
<td>82.6</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Niebles [42]</td>
<td>90</td>
<td>83.33</td>
<td>n/a</td>
</tr>
</tbody>
</table>
2.8 Conclusion

This chapter has surveyed various techniques and approaches within the human action recognition domain. Popular approaches based on spatio-temporal analysis were reviewed in detail. From the literature, it is evident that many great strides have been taken towards solving the human action recognition problem in the computer vision domain. This dissertation will focus on Motion History Images based on spatial temporal analysis.
CHAPTER 3 – MOTION HISTORY IMAGES AND ITS VARIANTS

3.1 Introduction

This chapter introduces the concept of Motion History Images (MHI) and its variants and provides background into MHI, which is the foundation of the human action recognition proposed method presented in this dissertation. Section 3.2 introduces background subtraction techniques which will be used to obtain silhouettes from action recognition videos. The silhouettes obtained will be required to compute MHI images. Section 3.3 explores the various MHI approaches and how to compute them as well as its limitations and how to choose the tau and delta values. Section 3.4 introduces MEI and discusses why it is not suitable for this work. The contribution of this chapter is to show the various MHI approaches and discuss the importance each of its relevant parameters plays when using MHI for human action recognition.

3.2 Background Subtraction Techniques

Background modelling/subtraction in the human action recognition domain is very important, as this is the first step in detecting and identifying moving objects in a video. In order to obtain an MHI, the silhouette of an image first needs to be obtained. This is achieved by extracting the motion object of the video through various frame differencing techniques. The process of detecting or finding out the moving regions of interest from a video or a sequence of images play a crucial role in many vision applications. In order to recognize a human action from a video, the silhouette of the human needs to be extracted, the following approaches can be used to extract silhouettes from a given video [3]:

- Static background subtraction
- Dynamic background subtraction
- Frame subtraction or frame differencing
- Three-frame subtraction
3.2.1 Static Background Subtraction
Among the approaches mentioned, the static background subtraction method is the easiest. The static background approach assumes that the background is static and the indoor environment is in the presence of constant illumination. Background subtraction is then achieved by subtracting the static background image. Assuming there is only one object in each frame, the moving object can be extracted as the foreground. Given a sequence of image $I$, a typical background subtraction approach for extracting the foreground, $I_{fg}$ is defined as [3]:

$$I_{fg}(x,y,t) = | I(x,y,t) - I_{bg}(x,y,t) |$$

(3-1)

where,
- $I(x,y,t)$: is the grey level at location $(x,y)$ of the current frame $t$,
- $I_{bg}(x,y,t)$: is the grey level at location $(x,y)$ of the static background image at frame $t$,
- $I_{fg}(x,y,t)$: is the grey level at location $(x,y)$ of the extracted foreground at frame $t$.

3.2.2 Dynamic Background Subtraction
Dynamic background subtraction methods are more difficult to compute. This is because the background first needs to be modelled in order to get the moving object of interest. A smart background model should have the ability to analyse the most recent information about an image sequence or video and continuously update the fast changes of the scene’s background. The following background subtraction methods can be used to build a background model:

- Background as the average [76] or median [77] of the previous $N$ frames.
- Background as a running average [3].
- Gaussian Mixture Model (GMM) [78].

3.2.2.1 Background Subtraction using Averaging Filtering
Given a sequence of images $I$, this type of background subtraction technique takes the mean of the $n$ previous frames and subtracts it from the current frame to obtain the foreground. The average background of the $n$ previous frames, $B(x,y,t)$ at pixel location $(x,y)$ at frame $t$ is defined as [3] [76]:
\[ B(x, y, t) = \frac{1}{n} \sum_{i=0}^{n-1} I(x, y, t - i) \]  

(3-2)

where, \( I(x, y, t - i) \): the grey level at position \((x,y)\) at frame \(t - i\) of the image sequence \(I\).

The value of the foreground \( I_{fg}(x, y, t) \), at position \((x,y)\) at frame \(t\) is then obtained as follows [3]:

\[ I_{fg}(x, y, t) = \begin{cases} 
1, & |I(x, y, t) - B(x, y, t)| > Th \\
0, & \text{otherwise} 
\end{cases} \]  

(3-3)

where \( Th \) is the threshold applied to obtain the foreground image.

### 3.2.2.2 Background Subtraction using Median Filtering

This approach to background subtraction is similar to the mean approach, however instead of taking the mean of the previous \(n\) frames, the median is considered. Given a sequence of images \(I\), the median background \(B(x, y, t)\) at pixel location \(x, y\) at time \(t\) is defined as [3] [77]:

\[ B(x, y, t) = \text{median}_{i \in \{0, \ldots, n-1\}} I(x, y, t - i) \]  

(3-4)

where \( I(x, y, t - i) \) is the grey level at position \((x,y)\) at frame \(t\) of the sequence of images \(I\).

The value of the foreground \( I_{fg}(x, y, t) \) at position \((x,y)\) at frame \(t\) is then obtained as follows [3]:

\[ I_{fg}(x, y, t) = \begin{cases} 
1, & |I(x, y, t) - B(x, y, t)| > Th \\
0, & \text{otherwise} 
\end{cases} \]  

(3-5)

where \( I(x,y,t) \) is the grey value of the images sequence at time \(t\) and \( Th \) is threshold applied to obtain the foreground.

### 3.2.2.3 Background Subtraction as a Running Average

The background running average model at each pixel location is based on the pixel’s recent history. The history is the average of the previous \(n\) frames or the weighted average where recent frames have higher weight. The weighted average is computed as the chronological average from the pixel’s history and no spatial correlation is used between different pixel
locations. Considering the background as a running average, the grey value of the background image $I_{bg}(x, y, t)$ at position $(x, y)$ at frame $t$ is then defined as follows [3]:

$$I_{bg}(x, y, t) = \alpha I(x, y, t) + (1 - \alpha) I_{bg}(x, y, t - 1)$$

(3-6)

where, $\alpha$ is the learning rate which is typically a value of 0.05 [3].

$I(x, y, t)$ is the grey level of the current frame $t$ and $I_{bg}(x, y, t - 1)$ is the grey level of the previous background image at frame $t - 1$.

3.2.2.4 Gaussian Mixture Model

One of the most famous dynamic background subtraction approaches is the Gaussian mixture model (GMM). It was first introduced by Stauffer et al. [78]. The idea of the GMM approach is to present a pixel based multimodal description of the background in order to eliminate repetitive motion. K Gaussian distributions are used to model the recent history of each pixel, $\{X_1, \ldots, X_t\}$. The probability of observing the current pixel value is defined as follows [78]:

$$P(X_t) = \sum_{i=1}^{K} \omega_{i,t} \cdot \eta(X_t, \mu_{i,t}, \Sigma_{i,t})$$

(3-7)

where, 

$K$: the number of Gaussian distributions,

$\omega_{i,t}$: an estimate of the weight for the $ith$ Gaussian distribution at time $t$

$\mu_{i,t}$: the mean value of the $ith$ Gaussian distribution at time $t$,

$\Sigma_{i,t}$: the covariance matrix of the $ith$ Gaussian distribution at time $t$,

$\eta$: probability density function given as [78]:

$$\eta(x_t, \mu, \Sigma) = \frac{1}{(2\pi)^{\frac{\dim(x)}{2}} |\Sigma|^{\frac{1}{2}}} e^{-\frac{1}{2}(x_t - \mu)^T \Sigma^{-1} (x_t - \mu)}$$

(3-8)

The prior weights of the $K$ distributions at time $t$, $\omega_{k,t}$ are adjusted as follows [78]:
\[ \omega_{k,t} = (1 - \alpha)\omega_{k,t-1} + \alpha(M_{k,t}) \]  

(3-9)

where,
\( \alpha \): is the learning rate,
\( M_{k,t} \): is 1 for a model that matched and 0 for the remaining models.

The remaining parameters \( \mu_t \) and \( \sigma^2 \) of the distribution that matches the new observation are then updated as follows [78]:

\[ \mu_t = (1 - \rho)\mu_{t-1} + \rho X_t \]  

(3-10)

\[ \sigma^2 = (1 - \rho)\sigma_{t-1}^2 + \rho(X_t - \mu_t)^T(X_t - \mu_t) \]  

(3-11)

where,
\( \sigma^2 \): is the standard deviation and,
\( \rho = \alpha \eta(X_t|\mu_k,\sigma_k) \)

The first \( B \) distributions are then chosen as the background model and is given as [78]:

\[ B = \arg\min_b \left( \sum_{k=1}^{b} \omega_k > T \right) \]  

(3-12)

where, \( T \) is a measure of the minimum portion of the data that should be accounted for by the background.

Figure 3.1 - Walking Action with different learning rates for GMM. (a) learning rate of 0.5, (b) learning rate of 0.1, (c) learning rate of 0.01
Examples of silhouettes obtained for different learning rates using GMM can be seen in Figure 3.1 above.

### 3.2.3 Frame Differencing or Frame Subtraction

In this computationally simple approach, frames are subtracted from each other and the moving regions are accumulated to get the foreground. However, just like other background subtraction methods, this method can suffer from missing information. A typical approach for frame differencing in order to obtain the foreground image $I_{fg}$, is to compute its grey values, $I_{fg}(x,y,t)$ at pixel location $(x,y)$ at time $t$ as [3]:

$$I_{fg}(x,y,t) = |I(x,y,t) - I(x,y,t - 1)|$$

(3-13)

where, 

$I (x, y, t - 1)$: is the pixel grey value at time $t - 1$, 

$I (x, y, t)$: is the pixel grey value at time $t$.

Figure 3.2 and Figure 3.3 show the resultant images obtained for the frame differencing technique at a time $t$.

![Figure 3.2 - (a) Walking Action at Frame 10, (b) Walking Action at Frame 10 - Grey scale, (c) Walking Action at Frame 10 – Binary Silhouette](image-url)
3.3 Motion History Images

One of the most well-known methods for action representation and recognition are the Motion History Image (MHI) and Motion Energy Image (MEI) approaches. These approaches were first introduced by Bobick and Davis [14] as discussed in chapter 2 of this dissertation. The MHI approach is a view-based temporal template method which is simple but robust in representing movements and is widely employed by various research groups for action recognition, motion analysis and other related applications. MHI is a single image by which moving parts of a video can be identified. This single image representation of the sequence results in the entire motion flow of the video. An MHI shows how motion has occurred for a video or sequence of images. It is a greyscale image where the more recent movements have brighter values.
MHI have the following important features:

- MHI can represent a motion sequence in a compact manner. This results in dominant motion information been preserved where the silhouette sequence is condensed into a grey scale image.
- MHI can be implemented in low illumination conditions where the structure of the person can easily be detected.
- MHI keeps the history of temporal changes at each pixel location. The temporal changes at each pixel location decays over time.

3.3.1 Original Motion History Image

The Motion History Image of a sequence of images \( I \), is the function \( H_\tau(x, y, t) \) and is defined as [14]:

\[
H_\tau(x, y, t) = \begin{cases} 
\tau, & \text{if } \varphi(x, y, t) = 1 \\
\max(0, H_\tau(x, y, t - 1) - 1), & \text{otherwise}
\end{cases}
\]

(3-14)

where,

- \((x, y)\): is the pixel position
- \(t\): is the frame index
- \(\tau\): is the temporal duration of the MHI
- \(\varphi(x, y, t)\): signals object motion (or presence) in the current video image, which is the binarization of the difference of frames by considering a threshold \(\beta\), and is defined as follows [14]:

\[
\varphi(x, y, t) = \begin{cases} 
1, & \text{if } D(x, y, t) > \beta \\
0, & \text{otherwise}
\end{cases}
\]

(3-15)

where \( D(x, y, t) \): is the absolute value of the silhouette difference between frames \( t \) and \( t - 1 \), the absolute difference between consecutive frames, \( D(x, y, t) \) is defined as follows [3] [14]:

\[
D(x, y, t) = | I(x, y, t) - I(x, y, t - 1) |
\]

(3-16)

where,

- \( I(x, y, t) \) is the pixel grey level at frame \( t \).
- \( I(x, y, t - 1) \) is the pixel grey level at frame \( t - 1 \).
Algorithm 3.1 below shows how to compute the original MHI from a video stream.

<table>
<thead>
<tr>
<th>Algorithm 3.1: Original Motion History Images</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs:</strong></td>
</tr>
<tr>
<td>Video/Image Sequence – $Z = (I_t)_{t=0,1,2...,n}$ and $I_t$ is the $n \times m$ sized image/frame at time $t$.</td>
</tr>
<tr>
<td>Duration Parameter - $\tau$</td>
</tr>
<tr>
<td><strong>Outputs:</strong></td>
</tr>
<tr>
<td>MHI image – $MH_t(x,y)$</td>
</tr>
<tr>
<td>1: <strong>For Each</strong> time $t$</td>
</tr>
<tr>
<td>2: $B_t: = \text{absolute_difference} (I_t,I_{t-1}) &gt; \text{threshold}$</td>
</tr>
<tr>
<td>3: <strong>End For</strong></td>
</tr>
<tr>
<td>4: <strong>For Each</strong> time $t$</td>
</tr>
<tr>
<td>5: <strong>For Each</strong> pixel $(x,y)$</td>
</tr>
<tr>
<td>6: If $B_t(x,y) = 1$</td>
</tr>
<tr>
<td>7: $MH_t(x,y): = \tau$</td>
</tr>
<tr>
<td>8: Else If $MH_{t-1} \neq 0$</td>
</tr>
<tr>
<td>9: $MH_t(x,y): = MH_{t-1}(x,y) - 1$</td>
</tr>
<tr>
<td>10: Else</td>
</tr>
<tr>
<td>11: $MH_t(x,y): = 0$</td>
</tr>
<tr>
<td>12: <strong>End If</strong></td>
</tr>
<tr>
<td>13: <strong>End For</strong></td>
</tr>
<tr>
<td>14: <strong>End For</strong></td>
</tr>
</tbody>
</table>
3.3.2 Modified Motion History Image

The Original MHI equation (3-14), as presented in section 3.3.1, does not accommodate for situations where it might be necessary to reduce more pixel values for each frame. In the original equation, the older pixel values are reduced by ‘1’ [27] [79]. We can then define a decay parameter δ which can be ‘1’ or more. The Modified MHI function, \( H_\tau(x,y,t) \), can then be written as [27] [79]:

\[
H_\tau(x,y,t) = \begin{cases} 
\tau & \text{if } \varphi(x,y,t) = 1 \\
\max (0,H_\tau(x,y,t-1) - \delta) & \text{otherwise}
\end{cases}
\]

where,
\( \tau \): is the duration,
\( \delta \): is the decay parameter,
\( \varphi(x,y,t) \): is the binarization of the difference of the frames which shows where the motion is and is defined in equation (3-15) is section 3.3.1.

3.3.3 Timed Motion History Image

Bradski and Davis [26] generalized the basic MHI to directly encode actual time in a floating-point format, called Timed Motion History Image (TMHI). The new silhouettes values are copied in with a floating-point time stamp. The timestamp format thus becomes “seconds, milliseconds”. By using time to encode the silhouettes, the system becomes independent of speed or frame rates. This ensures that a given gesture will cover the same MHI area at different capture rates.

The Timed Motion History Images function, \( tMHI_\alpha(x,y) \), can be defined as follows [26]:

\[
tMHI_\alpha(x,y) = \begin{cases} 
\tau & \text{if current silhouette at } (x,y) \\
0 & \text{else if } tMHI(x,y) < (\tau - \alpha)
\end{cases}
\]

where,
\( \tau \): Current timestamp,
\( \alpha \): The maximum time duration constant (typically a few seconds) associated with the template.
\( (x,y) \) : is the grey level pixel position
3.3.4 Choosing \( \tau \) (\( \tau \)) and Delta (\( \delta \))

3.3.4.1 Selection of Tau (\( \tau \)) for Original MHI

The value of the duration parameter \( \tau \) can range from 0 – 255 for a grayscale image. When choosing \( \tau \), it is vital to choose a suitable value in order to obtain just the right amount of information required for recognizing human actions. Factors such as the number of frames per video may affect the choice of this value. From Figure 3.4 below, it can be seen that there is a lot of noise in the image, this is due to a combination of the \( \tau \) value and the threshold value from the frame differencing technique. Choosing both these values becomes vital in a recognition system. If the \( \tau \) value is smaller than the number of frames, then we lose prior information of the action in its MHI. For example, when \( \tau=20 \) for an action having 40 frames, motion information of the first frame after 20 frames will be lost if the value of the decay parameter (\( \delta \)) is 1. However, on the other hand, if the temporal duration value is set to a very high value compared to the number of frames (e.g., 250 in the case for an action with 40 frames), then the changes of the pixel values in the MHI template is less significant. Therefore, this point should be considered when producing an MHI. When MHI is used to represent an action as a whole, setting the duration parameter \( \tau \) is critical. This is not always easy as the duration of different actions as well as different instances of the same action can vary a lot. The problem with the temporal template representation is that actions that occupy the same space at different times cannot be modelled properly as the observed features will overlap and new observations will erase old ones. This problem is solved by fixing \( \tau \) to give a short-term motion representation and modelling the actions as a sequence of templates.

![Figure 3.4 - (a) One Hand Waving Action MHI with Noise, (b) Two Hand waving Action MHI with Noise](image)
3.3.4.2 Selection of Delta (δ) for Modified MHI

In the basic MHI method [14], δ is replaced by 1. While retrieving frames, if there is no presence of movement in a specific pixel, where earlier there was movement, the pixel value is reduced by δ. However, having different δ values may provide slightly different information; hence the value can be chosen empirically. When using MHI, users need to consider this parameter as higher values for δ remove the earlier trail of a motion sequence. Experiments of this can be seen in chapter 5 of this dissertation.

It is evident that both the values of τ and δ combined, determine how long it takes for an objects movement to decay to 0, and therefore determines the temporal window size. However, different configurations can lead to the same temporal window (e.g., τ = 10 and δ = 1 leads to the same temporal window as τ = 100 and δ = 10). The combination of a large τ and a small δ yields a slowly-changing continuous gradient, whereas a large τ and large δ gives a more step-like response. An attempt to model τ and choosing δ was done by Rahman et al [3] [80]. This provides an insight into what parameters and design choices one has to make as well as the impact of choosing different parameters or designs when using MHI.

3.3.5 Limitations of the Motion History Image method

Although MHI have many advantages and uses, especially in the action recognition domain, it does have limitations. The search for a method to generically identify actions is a difficult task, and no single method can address the various problems of human action recognition [3]. Some of the short falls of the MHI approach are discussed in the sub-sections below.

3.3.5.1 Motion Overwriting

The first limitation of MHI is the motion overwriting problem. A prime example of this would be the running motion for an MHI. If a person runs from left to right and then right to left, the resultant MHI will have no clue of the fact that the person ran from left to right earlier. From this example, it easy to notice that the resultant MHI will have lost some direction information from the video. This problem can be solved by using multiple cameras or splitting optical flow vectors which will preserve the information [81].
3.3.5.2 Multiple People in a scene
MHI does not account for two people being in the scene doing either the same activity or different activities, a possible solution to this is to use a bounding box around the person to track each individual’s movement [3].

3.3.5.3 Camera Movements
Camera movements is another limitation to the MHI method. If you have a person running across the scene and the camera is moving, then the resultant MHI will cover more regions of movement which will result in unwanted information being generated [3].

3.3.5.4 Multiple Actions
MHI cannot differentiate an action when multiple actions are being performed, such as, if a person is waving while running and the action to be recognized is waving hands. This will require some sort of tracking to distinguish the walking action from the waving action [3].

3.4 Motion Energy Images

Motion Energy Images (MEI) is a cumulative binary motion image that can describe where a movement is in the video sequence. It was first introduced by Davis et al [14] as a temporal template for human actions. It is computed from the start frame of the video to the final frame. The moving object’s sequence is maintained throughout the action region of the image.

If two consecutive images have some change in it, i.e., have some existence of movement, then the resultant MEI image will have pixel values of ‘1’ for pixels where there is some presence of motion. Similarly, if the next image has any movement, then the additional pixels will be changed from ‘0’ to ‘1’. Through this manner, a cumulative binary image is constructed that presents the history of the motion presence as a binary image. MEI coarsely describes the spatial distribution of motion energy for a given view of a given action [3]. Figure 3.5 shows an example of MEI obtained at different times of a video.

The Motion Energy Images function, $MEI_t(x, y)$, at pixel location $(x, y)$ at time $t$, can then be calculated by the following mathematical expression [14]:

\[ MEI_t(x, y) = \begin{cases} 1 & \text{if } \exists \text{movement at time } t \\ 0 & \text{otherwise} \end{cases} \]
\[ MEI_t(x, y, t) = \bigcup_{i=0}^{\tau} S(x, y, t - i) \]  

(3-19)

Where, \( S(x, y, t - i) \) is the absolute difference between frames \( t \) and \( t - 1 \)

MEI is a very useful approach when needing to find how the entire motion of an object occurred. It describes an object’s overall pose and shape of motion. Hence its main uses are for template matching in order to recognize an action or objects movement. This however will not be suitable in this work since the MEI is a binary image and extracting features such LBP will have no meaningful value. LBP requires you to threshold the neighbouring pixels in order to obtain the texture of an image, however since the thresholding will take place for binary values where only two values are possible, the LBP code of the image will have no meaningful information about the direction of motion. This was seen in Zhao et al [1] work where they used LBP to extract features from the MEI and was later discarded as it lowered the recognition rates considerably.

Figure 3.5 - Motion Energy Image of Sitting Down Motion [14]
3.5 Conclusion

This chapter introduced the concept of MHI and how it can be computed. The theory behind the method was presented, including some common variants of the MHI method. Background subtraction methods were explored in order to obtain silhouettes needed for the MHI algorithm. It was demonstrated how frame differencing techniques is used to obtain the silhouette’s in order to compute an MHI in this dissertation. As discussed earlier, MEI is not suitable for extracting features that will be needed for our work. MHI has been chosen in this work as it is simple to implement and is computationally efficient.
4.1 Introduction

In this chapter, the proposed method – MHI using Bag of Visual Words (BOVW) is investigated and is introduced in section 4.7. Section 4.2 introduces the LBP approach and how to compute it. Section 4.3 presents the use of MHI with LBP which, is a common approach in literature for action recognition. Section 4.4 introduces the Scale Invariant Feature Transform (SIFT). In section 4.5 the Speed Up Robust Features (SURF) is introduced. SIFT and SURF are commonly used for the BOVW model. Section 4.6 introduces the BOVW model. It is shown why the use of LBP is not an efficient approach for the human action recognition problem when using MHI.

4.1.1 Proposed Method: Motion History Images using Bag of Visual Words

In this work MHI and BOVW are combined to solve the human action recognition problem. Figure 4.1 shows the overall process of human action recognition for this work. MHI is first generated from an action scene (video or sequences of images). Based on the work done in [38] on BOVW, the SURF method is then used for detecting features, descriptors are then extracted and clustered using K-Means. At the K-Means clustering step, a feature vector is produced. Feature vectors produced are fed into an SVM classifier for training. Testing is done by inputting new action samples which was not trained in order to evaluate the proposed approach. The results achieved from this approach is then compared to the MHI using LBP method and to the state-of-the-art

![Figure 4.1 – MHI using BOVW – Proposed Method System Design](image-url)
4.2 Local Binary Patterns (LBP)

LBP is a type of visual descriptor used for feature extraction in the image processing and computer vision domain [82] [83]. It is a simple, yet very efficient texture operator which labels the pixels of an image by thresholding the 3x3 neighbourhood of each pixel using the centre value, thus resulting in a binary number. The resultant binary number is then translated into a histogram [84] [85] to form a feature vector. These labels or their statistics, most commonly the histogram, are then used for image analysis. The most widely used versions of the operator are designed for monochrome still images but it has been extended also for color (multi-channel) images as well as videos and volumetric data. Its applications include, texture classification, facial recognition and human action recognition.

4.2.1 Basic Local Binary Patterns

Ojala et al. [82] first introduced LBP to measure local image contrast. The LBP operator worked with the eight neighbours of a pixel by using the centre pixel value as a threshold. If the centre pixel is greater than the neighbouring pixel, write a “0” else write a “1”. Binary numbers are then achieved by concatenating the binary codes in a clockwise direction, which starts from the top-left of the current image patch. The coinciding decimal value is then used for labelling the image [86]. An illustration of this can be seen in Figure 4.2 below.

```
Example Image Patch
6  5  2
7  6  1
9  8  7

Threshold
1  0  0
1  0
1  1  1

Weights
1  2  4
128  8
64  32  16
```

Figure 4.2 - Example of Local Binary Pattern, 3x3 Neighbourhood

Binary number = 11110001
Decimal value = 1 + 16 + 32 + 64 + 128 = 241
After applying the LBP operator on the image, a feature vector can be obtained by computing the histogram over the image. The histogram can be seen as a 256-dimensional vector.

### 4.2.2 Circular/Extended Local Binary Patterns

One limitation of the basic LBP operator is that its small 3x3 neighbourhood cannot capture dominant features with large scale structures. To deal with this, Ojala et al. [87] extended the basic LBP approach into a circular symmetric representation as can be seen in Figure 4.3. A local neighbourhood is defined as a set of sampling points evenly spaced on a circle which is centred at the pixel to be labelled, and the sampling points that do not fall within the pixels are interpolated using bilinear interpolation, thus allowing for any radius and any number of sampling points in the neighbourhood. The extended/circular $LBP_{p,R}$ can be expressed as follows [87]:

$$LBP_{p,R} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p$$

(4-1)

where,

- $g_c = I(x_c, y_c)$: is the grey value of the centre pixel of a local neighbourhood
- $g_p (p = 0, ..., p - 1)$: Are the grey values of $(x_p, y_p)$ equally spaced pixels on a circle of radius $R$ ($R > 0$) that form a circularly symmetric set of neighbours.

And $s(g_p - g_c) = s(x)$ is defined as [87]:

$$s(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0 
\end{cases}$$

(4-2)

$g_p (P = 0, ..., P - 1) = I(x_p, y_p)$.

Where $x_p$ and $y_p$ is defined as [87]:

$$x_p = x_c + R \cos \left( \frac{2\pi p}{P} \right)$$

(4-3)

$$y_p = y_c - R \sin \left( \frac{2\pi p}{P} \right)$$

(4-4)
By the definition from equation 4-1, the extended LBP operator is invariant to monotonic grey-scale transformations preserving pixel intensity order in the local neighbourhoods. The operator LBP (P, R) produces $2^p$ different output values, corresponding to $2^p$ different binary patterns formed by P pixels. If the image is rotated, these surrounding pixels in each neighbourhood will move correspondingly along the perimeter of the circle, resulting in a different LBP value, except patterns with only 1s and 0s. Algorithm 4.1 shows how to compute the extended Local Binary Pattern approach.

![Diagram](image)

Figure 4.3 - (a) R = 1; P = 8, (b) R = 2; P = 16, (c) R = 2; P = 8 [85]
In this proposed approach, LBP are extracted from the generated MHI as feature vectors. It is then trained using K-Nearest Neighbours (KNN) and Support Vector Machines (SVM). A high-level view of this design can be seen in Figure 4.4 and a detailed description of the computation can be seen in Algorithm 4.2. The local binary pattern codes extracted from the MHI, encode information about the direction of motion. By using the extended LBP approach, large scale

Algorithm 4.1: Circular Local Binary Patterns Algorithm

<table>
<thead>
<tr>
<th>Inputs:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image $I$ – $I$ is an $n \times m$ sized image</td>
</tr>
<tr>
<td>Radius – $R$</td>
</tr>
<tr>
<td>Number of sampling points – $P$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outputs:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP feature vector/histogram $V$ – $V$ is $1 \times n$ size vector</td>
</tr>
</tbody>
</table>

1: **For Each** Neighborhood
2: **For Each** pixel $(x, y)$ in $I$
3: Compute the intensity difference of the current pixel $(x, y)$ with the $P$ neighboring pixels.
4: Threshold the intensity difference in order for the negative differences are set to 0 and all positive differences are set to 1, forming a bit vector $B$.
5: Convert the $B$-bit vector to its corresponding decimal value and replace the intensity value at $I(x, y)$ with this decimal value.
6: **End For**
7: **End For**
8: $V \leftarrow$ compute the histogram for the LBP code Image $I$ and store in $V$

### 4.3 Motion History Images Using Local Binary Patterns

In this proposed approach, LBP are extracted from the generated MHI as feature vectors. It is then trained using K-Nearest Neighbours (KNN) and Support Vector Machines (SVM). A high-level view of this design can be seen in Figure 4.4 and a detailed description of the computation can be seen in Algorithm 4.2. The local binary pattern codes extracted from the MHI, encode information about the direction of motion. By using the extended LBP approach, large scale
structures can be preserved. His approach is computationally simple and efficient. However, it should be noted that the outer edges of the MHI may be misleading as there is no useful motion information when using the LBP method. LBP also does not accommodate for scale, rotational and translation invariance which will be key to obtaining descriptive features from an action extracted by an MHI, which could lead to low recognition rates.

In the Local Binary Pattern step, a radius of 1 is used together with 4 sampling points. A bin size of 16 is used to obtain the feature vector. This is then fed into an SVM and KNN classifier for training. An example of the histogram extracted for the walking action of an MHI can be seen in Figure 4.5.
Algorithm 4.2: MHI using Local Binary Patterns

**Inputs:**
Sequence of Motion History Images – \( M \) where \( M \) is \( n \times m \) sized image.
Radius – \( R \)
Sampling Points - \( P \)

**Outputs:**
Feature Vector – \( V \) where \( V \) is a \( 1 \times n \) vector

1: Initialize variables
   \( R = 1 \)
   \( P = 4 \)

2: Split training and testing sets

3: For each \( M \) in training set
   \( V \rightarrow \) Extract LBP features
   \( \text{label} \rightarrow \) Assign Label for current \( M \) action

End for

4: Train feature vector \( V \) with label \( L \) using SVM/KNN

![Local Binary Patterns](image)

**Figure 4.5 - Local Binary Pattern Feature Vector for Walking Action**
4.4 Scale Invariant Feature Transform (SIFT)

Scale Invariant Feature Transform (SIFT) was first introduced by Lowe [88] [89] to recognise objects. SIFT is a feature detection algorithm used to detect interest points in an image. The features obtained from SIFT are invariant to image rotation, scaling and translation. The transform is also partially invariant to illumination changes and affine or 3D changes [88]. Its applications include; object recognition, gesture recognition, image stitching and video tracking to name a few. SIFT has been used in human action recognition in various works [43] [90].

4.4.1 SIFT Algorithm

The main stages of the SIFT algorithm is as follows:

- Scale-space extrema detection
- Key point localization
- Orientation Assignment
- Key point Descriptor

4.4.1.1 Scale-space extrema Detection

The first step of the process is to detect points of interest or key points. In this step the difference of Gaussian (DoG) is first computed. The difference of Gaussian (DoG) method is an approximation of the Laplacian of Gaussian (LoG). This is done by using convolution on the input image using Gaussian filters at different scales. In order to get the key points, the maxima/minima of the DoG are taken at different scales.

The approximation of LoG by DoG can be obtained as follows [89]:

$$\sigma^2 \nabla^2 G = \frac{\partial G}{\partial \sigma} = \frac{G(x, y, k\sigma) - G(x, y, \sigma)}{k\sigma - \sigma}$$

(4-5)

This results in the Difference of Gaussian as an approximation of the Laplacian of Gaussian as [89]:

$$G(x, y, k\sigma) - G(x, y, \sigma) \approx (k - 1) \sigma^2 \nabla^2 G$$

(4-6)
Where $G(x, y, \sigma)$ is defined as [89],

$$
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x^2+y^2)}{2\sigma^2}}
$$

(4-7)

$x, y$ is the pixel location and $\sigma$ is the standard deviation and $k$ is the scaling factor.

Typical values: $k = \sqrt{2}, \sigma = 1.6$,

The Difference of Gaussian, $D(x, y, \sigma)$ can then be defined as [89]:

$$
D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) * I(x, y)
= L(x, y, k\sigma) - L(x, y, \sigma)
$$

(4-8)

where,

$L(x, y, k\sigma)$ is the convolution of the original image $I(x, y)$ and the Gaussian blur $G(x, y, k\sigma)$ at a scale $k\sigma$.

And the convolution of the original image, $I(x, y)$ and the Gaussian blur $G(x, y, k\sigma)$, $L(x, y, k\sigma)$ is then defined as [89]:

$$
L(x, y, k\sigma) = I(x, y) * G(x, y, k\sigma)
$$

(4-9)

Noting also that the difference between scales $k\sigma$ and $\sigma$ is basically the difference of the Gaussian blur images. Figure 4.6 shows the DoG at different scales for an Image.
Figure 4.6 - The input image is convolved continuously with Gaussians at each octave in the scale space. The difference of the Gaussians is then computed by subtracting the adjacent Gaussians. [69]

4.4.1.2 Key point localization

Since the scale space extrema detection step produces too many key point candidates, the key point localization step performs a detailed fit to the nearby data for accurate location and scale information. This step rejects low contrast information which is sensitive to noise. In order to accurately determine a key point location, interpolation is used on the nearby data. Interpolation is done using the quadratic Taylor expansion of the Difference of Gaussians scale space function $D(x, y, \sigma)$ with the candidate key point at the origin. The Taylor expansion, $D(x)$ is then defined as [89]:

$$D(x) = D(\mathbf{x}) + \frac{\partial D}{\partial \mathbf{x}} \mathbf{x} + \frac{1}{2} \mathbf{x}^T \frac{\partial^2 D}{\partial \mathbf{x}^2} \mathbf{x}$$

(4-10)

where,

$D$ is the Gaussian Scale space function, $D(x, y, \sigma)$ and its derivatives are evaluated at the candidate point, and $\mathbf{x} = (x, y, \sigma)^T$ is the offset from the sample/candidate point.
In order to eliminate edge responses, the principle curvature of the edge is determined using a hessian matrix, \( H \). This is given as \([89]\):

\[
H = \begin{bmatrix}
D_{xx} & D_{yx} \\
D_{xy} & D_{yy}
\end{bmatrix}
\]

(4-11)

4.4.1.3 **Orientation Assignment**

In order to obtain invariance to image rotation, each key point is assigned a consistent orientation based on local image properties. For an image sample, \( L(x,y) \) at scale \( \sigma \), the gradient magnitude, \( m(x,y) \) and orientation, \( \theta(x,y) \) are precomputed using pixel differences and is defined below as \([89]\):

\[
m(x,y) = \sqrt{(L(x+1,y) - L(x-1,y))^2 + (L(x+1,y) - L(x,y - 1))^2}
\]

(4-12)

\[
\theta(x,y) = \arctan \left( \frac{L(x+1,y) - L(x,y - 1)}{L(x+1,y) - L(x,y - 1)} \right)
\]

(4-13)

Within a region of the key point, an orientation histogram is formed from the gradient orientations. This orientation histogram has 36 bins covering the 360-degree range of orientations. Every sample added to the histogram is weighted by a Gaussian weighted circular window and by its gradient magnitude. The Gaussian weighted window is weighted with a \( \sigma \) that is 1.5 time the scale of the key point.

4.4.1.4 **Key point Descriptor**

In the descriptor step, the gradient magnitude and orientation at each image sample point is computed in a region around the key point location. This can be seen in Figure 4.7 below obtained from \([89]\). The created key point descriptors are then weighted by a Gaussian window, which can be seen by the overlaid circle in Figure 4.7.
Algorithm 4.3 below shows how to compute the SIFT detector in order to obtain feature descriptors.

Algorithm 4.3: SIFT Detection and Description [91]

<table>
<thead>
<tr>
<th><strong>Input:</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>An $n \times m$ Image – $I$</td>
</tr>
<tr>
<td>Number of Octaves – num_octaves</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Output:</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector of key points $K_p$</td>
</tr>
</tbody>
</table>

1: **Initialization**

- Resample image to double size

2: **For each** num_octaves

- Generate Gaussian blur intervals
- Generate DoG intervals
- Compute edges for each interval

3: Search octaves that have extrema stability

4: Generate key points at dominant orientations of extrema

5: **For each** key point

- Rotate sample grid to key point orientation
  - Sample Region and create descriptor

6: **Save Descriptors in $K_p$**

![Figure 4.7 - Key Point Descriptor computed from Image Gradients][1]
4.5 Speed Up Robust Features (SURF)

Speed Up Robust Features (SURF) is a local feature detector and descriptor. It is used in various applications such as object recognition, classification and image registration. It was introduced by Bay et al. [92] as an improvement to the SIFT method. It is computationally faster than SIFT, hence the name Speed Up Robust Features.

4.5.1 SURF Detection

Squared shaped filters are used as an approximation of Gaussian smoothing, which is done instead of using the Difference of Gaussian approach, as used in the SIFT method. Square shaped filters are faster when using integral images for image convolutions. Given an Image $I(x,y)$, an integral image, $S(x,y)$, at pixel location $x,y$, can be defined as [92]:

$$S(x,y) = \sum_{i=0}^{x} \sum_{j=0}^{y} I(x,y)$$

(4-14)

The integral image thus represents the sum of all pixels of the input image $I$ within a rectangular area. In order to find the points of interest, a blob detector based on the hessian matrix is used. The determinant of the Hessian matrix measures the local changes around a point. Points for which the determinant of the Hessian matrix is at a maximum are chosen. Scale selection is also returned by the determinant.

Given a point $p = (x, y)$ of an image $I$, the Hessian matrix $H(p, \sigma)$ at the point $p$ and scale $\sigma$ is defined as [92]:

$$H(p, \sigma) = \begin{pmatrix} L_{xx}(p, \sigma) & L_{xy}(p, \sigma) \\ L_{xy}(p, \sigma) & L_{yy}(p, \sigma) \end{pmatrix}$$

(4-15)

where,

e.g. $L_{xy}(p, \sigma)$ is the convolution of the second order derivative $\frac{\partial^2 g(\sigma)}{\partial x \partial y}$ of the Gaussian with the image $I(x, y)$ at the point $x$.  
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A box filter size of 9x9 is used as an approximation of a Gaussian with $\sigma = 1.2$, this represents the highest spatial resolution.

4.5.1.1 Scale space representation

Scale spaces are obtained by applying box filters of different sizes. Bay et al. [92] divided the scale space into octaves. The octaves represent a series of filter response maps. These maps are obtained by convolving the same input image with a filter that increases in size. Instead of iteratively reducing the image size, the scale space is analysed by upscaling the filter size.

4.5.1.2 Interest point localization

Bay et al. [92] apply a non-maximum suppression to a 3x3x3 neighbourhood to localise interest points in the image and over the scales. The determinant of the Hessian matrix is then computed and interpolated in scale space.

4.5.2 SURF Descriptor

The goal of any descriptor is to uniquely describe an image feature robustly. The SURF descriptor describes the intensity content distribution within an interest point neighbourhood [92]. First order Haar wavelet responses in the x and y direction are computed by exploiting the integral images and thus produces a feature vector of 64 dimensions. This is different from the SIFT method as the SIFT algorithm use gradient information to describe the detected features.

4.5.2.1 Orientation Assignment

In order to obtain rotation invariance, Haar wavelet responses are used in the horizontal and vertical for a circular neighbourhood of 6s around the point of interest, where s is the scale at which the point of interest was detected. i.e. $s = 1.2$. After the wavelet responses are calculated with the Gaussian ($\sigma = 2s$) around the point of interest, they are then represented as points in a space. The superior orientation is calculated by summing all the responses within a sliding window of size $\frac{\pi}{3}$. This can be seen in Figure 4.8 below space. The superior orientation is calculated by summing all the responses within a sliding window of size $\frac{\pi}{3}$. This can be seen in Figure 4.8 below.
The computation for SURF can be seen in Algorithm 4.4 below.

**Algorithm 4.4: Speed up Robust Features (SURF) Algorithm**

**Input:**
An n x m Image – I

**Output:**
Feature descriptor - Kp

1: *Detect Interest Points (I)*
2: **For each** I in each Activity
   - Compute Integral Image for Image I
**End For**
3: **For each** Octave
   - Compute Hessian Matrix(I)
   - Kp – Generate Key points from determinant of Hessian Matrix
**End For**
4: Compute Descriptor (Kp)
5: Calculate Haar wavelet responses
6: Calculate dominant orientation of an interest point
7: Extract feature descriptor
4.6 Bag of Visual Words

The Bag of Visual words (BOVW) model has become one of the more popular methods for image classification, however in the human action recognition domain, it is becoming increasing popular as seen in related works presented in chapter 2 of this dissertation. Csurka et al. [38] proposed a novel method for generic visual categorization by obtaining bag of key points based on a vector quantization of affine invariant descriptors of image patches. The aim of the model is to take a set of images, extract features from them, and then build a vocabulary of features using K-Means clustering. Many approaches for the BOVW model use the SIFT feature descriptor or HOG descriptors for extracting key points. In this work, the SURF descriptor is used with the BOVW model. SURF features as seen in section 4.5 is computationally faster than SIFT and is scale, rotational and translation invariant. This forms part of the main contribution of this work.

The method to obtain the Bag of Features can be described as follows:

- Description and detection of image patches for a given set of labelled training images is conducted.
- A visual vocabulary is then constructed. Each cluster centre is a code vector (visual word of the visual vocabulary), with respect to which descriptors are vector quantized.
- Bags of key points are then extracted for the vocabularies. The bag of key points is trained using Support Vector Machines.

The Bag of Visual Words approach proposed by Csurka et al [38] using the SURF extractor can be seen in Figure 4.9 below.

---

Figure 4.9 - Bag of Visual Words Algorithm
4.6.1 Speed Up Robust Features (SURF)

In the BOVW approach, the SURF method has two main steps, these are to detect interest points, and then describe them. The descriptors are then fed into the K-Means clustering algorithm to cluster each of them, resulting in a visual word vocabulary. SURF features serve as a shape descriptor for the MHI image that is scale, view and rotational invariant. Figure 4.10 shows SURF features detected for actions obtained from the MHI images.

Figure 4.10 - (a) SURF Key Points for one Hand Waving MHI, (b) SURF Key Points for two Hand Waving MHI, (c) SURF Key Points for Walking MHI
4.6.2 K-Means Clustering

K-Means is a clustering algorithm that partitions \( n \) observations in \( K \) clusters where each observation belongs to the cluster to which the mean value of elements is the closest to [93]. The pseudocode of this clustering method is shown in Algorithm 4.5. K-Means is an optimization problem, where the objective function is defined as [93]:

\[
\arg\min_S \sum_{i=1}^{k} \sum_{x \in S_i} |x - c_i|^2
\]

(4-16)

where,

- \( x \): is an element of the set of observations \( \{x_1, x_2, ... x_n\} \) and each of these observations is a \( d \)– dimensional vector,
- \( c_i \): is the \( ith \) cluster,

K-Means aims to partition the \( n \) observations in to \( k \leq n \) sets \( S \), and \( S = \{S_1, S_2, ..., S_k\} \)

In the K-Means clustering step, the key points are the observations that are clustered to form a vocabulary containing training features. The effects of the K-Means clustering method from Algorithm 4.5 can be seen in Figure 4.11.

![Figure 4.11 - Example of clustering centres that represents the key points from the SURF step to obtain a visual vocabulary](image)
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Algorithm 4.5: K-Means Clustering [94]

**Input:**

$K$ (number of clusters)

$x = \{x_1, x_2, ..., x_n\}$ (set of observations to be cluster

$MaxI ters$ (limit of iterations)

**Output:**

$C = \{c_1, c_2, ..., c_k\}$ – Set of Clustered centroids

$L = \{l(x) \mid x = 1,2,..n\}$ – Set of clustered labels of $x$

1: **Initialize:** cluster centroids $c_1, c_2, ..., c_k \in \mathbb{R}^n$ randomly

   - For each $c_i \in C$ do
     - $c_i \leftarrow x_j \in X$ – (Random selection)
   - End For

   - For each $x_i \in X$ do
     - $l(x_i) \leftarrow \arg\min_{j \in \{1,\ldots,k\}} \text{Distance}(x_i, c_j)$
   - End For

   - changed $\leftarrow$ false
   - iter $\leftarrow 0$

2: **For each** $c_i \in C$ do

   - UpdateCluster$(c_i)$

   - End For

3: **For Each** $x_i \in X$ do

   - minDist $\leftarrow \arg\min_{j \in \{1, \ldots, k\}} \text{Distance}(x_i, c_j)$

   - If minDist $\neq l(x_i)$ then
     - $l(x_i) \leftarrow \text{minDist}$
     - changed $\leftarrow$ true
   - End If

   - End For

4: **Repeat** 2 and 3 until changed $= \text{true}$ and iter $\leq \text{MaxI ters}$

5: **Return** Set of Clustered Centers $C$, Set of Clustered Labels $L$
4.7 Proposed Method – MHI using Bag of Visual Words

This section introduces the proposed method for solving the human action recognition problem and for testing the effects that the relevant parameters of MHI has on the overall recognition rate. The main contribution of this work is proposing a new method to solve the human action recognition problem by combing MHI with the Bag of Visual Words (BOVW) method. This approach takes on the ideas of MHI and the BOVW approach and proposes to combine them to solve the human action recognition problem. For each frame of a video, the MHI for each activity is computed. The resultant image is then labelled according to the action being performed. The BOVW extraction method is then used to obtain features. Training is done using the SVM classifier. An overview of the proposed design can be seen in Figure 4.12 and a detailed description of the computation can be seen in Algorithm 4.6. In the BOVW step, the SURF descriptor is chosen instead of the SIFT approach as it is computationally faster.

![Figure 4.12 - MHI using Bag of Visual Words - Proposed Method](image)
In the proposed approach, SURF features are extracted with a grid step of [8 8] and a Block Width of [32 64 96 128]. In the K-Means clustering step, 500 clusters are used to create a visual word vocabulary. The resultant feature vector obtained can be seen in Figure 4.13 below:

![Figure 4.13 - Feature vector from Bag of Visual Words Model for Walking Action](image)

**Algorithm 4.6: Proposed Method using MHI and Bag of Visual Words**

**Inputs:**
MHI images $M$ – $M$ is $n \times m$ image  
$K$ – number of clusters for K-Means

**Outputs:**
Feature Vector $V$ – $V$ of size $1 \times n$

1: **Initialize variables:**  
 $K \rightarrow 500$ (Number of clusters for k-means)  
 $MHI \rightarrow M$ (M is a single MHI image)

2: Split MHI into training and testing sets

3: **For each** $MHI$ in each training action set  
 $V \rightarrow$ extract feature vector from bag of visual words (see section 4.4)  
 label $\rightarrow$ assign label for current action

**End For**

4: Train feature vector $V$ using SVM.
4.8 Conclusion

In this chapter, the proposed method was introduced. It combines MHI with BOVW in order to recognize human actions. MHI using BOVW first extracts SURF features from the MHI and then clusters them using K-Means. The resultant features are then learned using SVM. It is clear that by using the SURF approach in the BOVW model, the features extracted from MHI is scale, rotational and view point invariant and is computationally simple. This is more descriptive as compared to using LBP which just gives information about the direction of motion. In the LBP using MHI approach, LBP features are extracted from the MHI, the histogram of the resultant LBP image is then computed and thus resulting in a feature vector which is then used to train SVM and KNN. This chapter also introduced various feature extraction techniques namely; SURF, SIFT, LBP and BOVW used in the human action recognition domain. The BOVW is used to extract key points using the SURF approach from an image that are combined to form the base of a novel approach to the human action recognition problem in this work. The extraction of SURF features from MHI have enabled us to obtain a motion template that has the potential of boosting the recognition rate of human action recognition.
CHAPTER 5 - EXPERIMENTAL RESULTS AND DISCUSSION

5.1 Introduction

The experiment investigates the effects of MHI and its variations using BOVW and the LBP feature extraction methods that form the proposed method. The investigation also aims to show the effects of the relevant MHI parameters and how it affects the overall recognition rate when used in the human action recognition domain. In section 5.2 the experimental setup is described. Section 5.3 describes the testing procedures used to evaluate the proposed approaches. In Section 5.4 experiments are conducted to show the effects that each parameter in the MHI method has on preserving movement history of a silhouette. Section 5.5 shows the results of the MHI using LBP method. Section 5.6 shows the results obtained using MHI and the BOVW approach. Section 5.7 summarizes the results obtained in this work. Section 5.8 compares the results obtained to the state-of-the-art.

5.2 Experimental Setup

In all our experiments, the Weizmann and KTH datasets are used to validate the proposed methods. The machine used is an intel i5 4500U at 2.60 GHz with 4GB RAM. The experiment is split into three sections, which are:

- Effects of MHI with its relevant parameters
- MHI using Local Binary Patterns (LBP)
- MHI using Bag of Visual Words (BOVW)

5.2.1 Effects of MHI with Its relevant Parameters

This experiment aim to show the amount of history information that is present when using each variant of the MHI approach. This is done by changing its relevant parameters. In the original MHI approach, the value of τ is varied. In the Modified MHI method, τ is set to a constant value (150) and the δ parameter is varied. In the Timed MHI approach the parameter α is varied. By showing this, we can then identify what values are required to obtain a good representation of the history of an action motion for a given dataset.
5.2.2 MHI using LBP
This experiment shows the results obtained using MHI with the LBP approach to solve the human action recognition problem. Training is done using K-Nearest Neighbours and Support Vector Machines. The hold-out validation approach is used to validate this approach by employing an 80-20 split for training and testing respectively. Training is then done five times. The average of the results is computed and plotted. Training Parameters are as follows:

- Local Binary Patterns
  - Radius = 1
  - Sampling Points = 8
- K-Nearest Neighbours
  - K = 2
- Support Vector Machine
  - Multiclass SVM
  - Kernel – Linear

The training parameters chosen gave the most optimal system performance. These were chosen based upon previous works from the literature. The aim was to keep these parameters constant throughout the experimental setting in order to test the effects of the various parameters of the MHI algorithm.

5.2.3 MHI using BOVW
This experiment evaluates the proposed method which is combining MHI with the BOVW approach. The hold-out validation approach is used with an 80-20 split used for training and testing respectively. Training is done 5 times in order to randomize both the test and training sets. The average of the 5 trials are then computed and plotted.

SURF features are extracted with a grid step of [8 8] and a Block Width of [32 64 96 128]. In the K-Means clustering step, K is set to 500.

Training is done using SVM with the following parameters:

- Multiclass SVM
- Kernel – linear
5.3 Testing Procedures

5.3.1 Hold Out Validation
The hold-out validation approach was chosen for validating the two proposed methods. The hold-out validation approach splits up the dataset into two sets, these are training and test sets. The training set is what the model is trained on, and the test set is used to see how well the model performs. In the machine learning domain, a common split of 80% for training and 20% for testing is used. In order to show the performance of the proposed method in this dissertation the hold-out validation approach is run 5 times; this randomizes the training and test sets. The average of the recognition rate is then taken as the final recognition rate for evaluating the model. The accuracy for each trial is computed as follows [1]:

\[
\text{Accuracy (\%)} = \frac{\text{Number of correctly identified Images in test set}}{\text{Total Number of Images in test set}} \times 100
\]  

(5-1)

5.4 Motion History Images and Its variations

In this section, the experiment aim to show the effects of the various parameters of MHI and the impact they have on the amount of information stored for the moving regions.

5.4.1 Original Motion History Images
MHI are extracted and shown in Figure 5.1 below. Various values of \( \tau \) are used to generate the images. The choice of the value of \( \tau \) influences performance when generating MHI.

It can be seen from Figure 5.1 that increasing the value of \( \tau \), increases the intensity of the pixels of the image. The increase in the \( \tau \) value also stores more movement information. Therefore, considering a value for \( \tau \) should be based on the number of frames a video has or number of images in a sequence. Having a \( \tau \) value which is too high or too low may hinder the overall performance of the system. The effects of this on recognition rates can be seen in sections 5.5 and 5.6 of this chapter.
Figure 5.1 – One Hand Waving Action: (a) Tau = 50, (b) Tau = 150, (c) Tau = 250

5.4.2 Modified Motion History Images
The Modified Motion History approach employs a $\delta$ value in the equation. By increasing the $\delta$ value, as seen in Figure 5.2 below, more information is lost from the silhouette. This modified approach of MHI, allows for $\tau$ to be constant and minimizes the effort involved in going through all $\tau$ values. i.e. 0 – 255 to find the optimum solution. $\delta$ values are usually small and have a range between 1 and 10 for higher recognition rates. $\tau$ can be set to a constant value and by using the $\delta$ parameter, the amount of information needed can be fine-tuned. The effects of $\delta$ can be seen in Figure 5.2. The effect on recognition rates can be seen in sections 5.5 and 5.6.
Figure 5.2 – One Hand Waving Action: (a) Delta = 3, (b) Delta = 5, (c) Delta = 10, (d) Delta = 20  
(Tau = 150 for all images*)

5.4.3 Timed Motion History Images
In the Timed MHI approach, the parameter α symbolises the maximum duration. The effects of changing α can be seen in the Figure 5.3 below. It is clear that by increasing the value of α, more history is preserved. In the human action recognition application, choosing a value of α may be vital to achieving good recognition rates for this variant of the MHI approach.
Figure 5.3 – One Hand Waving Action: (a) Alpha = 0.5s, (b) Alpha = 1.0s, (c) Alpha = 2.0s, (d) Alpha = 4.0s

5.5 Motion History Images using Local Binary Patterns

In this section, the three variants of MHI mentioned in this work are tested using the Local Binary Patterns approach. Local Binary Patterns are used to extract feature vectors, which are then trained using SVM and KNN. Results for each dataset and MHI variant are obtained and plotted.
5.5.1 Results for Weizmann Dataset

5.5.1.1 Original Motion History Image

From the results in Figure 5.4 below, it can be seen that the two classification algorithms yield similar results. For K-Nearest Neighbours the highest recognition rate achieved is 57% when $\tau$ is 150. Using Support Vector Machines, a recognition rate of 60% is achieved when $\tau$ is set to 100. The recognition rates shown are rather low, this could be due to the fact that the running, walking, jumping and side motions in the Weizmann dataset yield the same Original MHI and therefore extracting LBP features will yield almost similar histograms for training and testing.

![Average Recognition Rate vs $\tau$ - Weizmann Dataset](image)

Figure 5.4 - Average Recognition Rate (%) vs $\tau$ for Weizmann Dataset - Original MHI using LBP

5.5.1.2 Modified Motion History Image

It can be seen in Figure 5.5 that the two classification methods yield a similar trend in recognition rates for the modified MHI approach. By changing $\delta$ values when $\tau$ is 150, the recognition rate improves significantly. This shows that when designing an action recognition model based on MHI, $\tau$ and $\delta$ play an important role in obtaining higher recognition rates. The highest recognition rate is obtained when $\delta$ is set to 3 for both classification methods. A recognition rate of 61% is obtained for Support Vector Machines and 48% is achieved for K-Nearest Neighbours. It can also be seen that the recognition rate reaches its peak at $\delta = 3$ and
slowly decays as $\delta$ is increased, this is so as increasing $\delta$ removes more motion information in the Modified MHI approach as discussed in section 5.4.2

Figure 5.5 - Average Recognition Rate (%) vs $\delta$ for Weizmann Dataset - Modified MHI using LBP

5.5.1.3 **Timed Motion History Image (TMHI)**

Figure 5.6 shows that the TMHI approach also yields poor recognition rates. It can be seen that changing the duration parameter $\alpha$ on the Weizmann dataset yields almost similar recognition rates for both classifiers.

Figure 5.6 - Average Recognition Rate (%) vs $\alpha$ for Weizmann Dataset - timed MHI using LBP
The highest recognition rate for KNN is achieved when $\alpha$ is set to 4.0s with a recognition rate of 48%. The SVM classifier’s highest recognition rate is when $\alpha$ is set to 2.0s with a recognition rate of 57.78%. The recognition rate improves by almost 15%, with the SVM classifier when $\alpha$ is 2.0s compared to the KNN classifier.

5.5.2 Results for the Kth Dataset
The trend for low recognition rates for the LBP method is also observed for the KTH dataset.

5.5.2.1 Original Motion History
From Figure 5.7 we can observe that the KNN classifier outperforms the SVM classifier for all values of $\tau$ on the KTH dataset. The highest recognition rate is achieved when $\tau$ is 100 for KNN with a recognition rate of 52.00%. SVM yields a high recognition rate of 35.67% when $\tau$ is 170.

![Average Recognition Rate vs $\tau$ - Kth Dataset](image)

**Figure 5.7 - Average Recognition Rate (%) vs $\tau$ for KTH Dataset - Original MHI using LBP**

5.5.2.2 Modified Motion History Image
In Figure 5.8, it is shown that changing $\delta$ values for the KTH dataset does not improve the recognition rate as expected, when using the SVM classifier. By setting $\delta$ to 1, the same results are achieved as the Original MHI approach for $\tau = 150$. As $\delta$ increase, it is evident that there is downward trend in recognition rates. This is as expected as more pixel’s decay resulting in less information being present in the MHI. The highest recognition rates for both classifiers are
rather low with SVM producing a recognition rate of 25.166% at $\delta = 1$ and KNN has its highest recognition rate when $\delta$ is 3 with a recognition rate of 50.00%.

![Average Recognition Rate vs $\delta$ - (\(\tau = 150\)) - KTH Dataset](image)

Figure 5.8 - Average Recognition Rate (%) vs $\delta$ for KTH Dataset - Modified MHI using LBP

### 5.5.2.3 Timed Motion History Image

Figure 5.9 shows the recognition rates of the Timed MHI approach using KNN and SVM. It can be seen that the KNN classifier outperforms SVM when using the LBP method. The highest recognition achieved is 49.9% for KNN when $\alpha$ is 0.5s and 22.67% for SVM when $\alpha$ is 4.0s. Although there is a big difference in recognition rates achieved between the two classifiers, the LBP approach does not give good results when combined with the Timed MHI approach. This is due to the fact that the Timed MHI for running, walking and jogging for the KTH dataset are similar and this makes recognition of each action much more difficult.
Figure 5.9 - Average Recognition Rate (%) vs $\alpha$ for KTH Dataset - timed MHI using LBP

5.6 Motion History Images using Bag of Visual Words

In this section, the three variants of MHI mentioned in this work are tested using the BOVW approach. BOVW are used to extract feature vectors, which are then learned using SVM.

5.6.1 Results for the Weizmann Dataset

5.6.1.1 Original Motion History Image

Figure 5.10 shows the recognition rate obtained for the Weizmann dataset. The recognition rate is the average of five runs conducted for each value of $\tau$. A value of 50 for $\tau$ yields the highest recognition rate of 87%. By changing values of $\tau$, it can be seen that the choice of $\tau$ is vital in order to produce an optimal recognition rate. The value of $\tau$ should be chosen based on the number of frames in the sequence of images. The choice of the $\tau$ value is often neglected in many works however, the results show that this is an important step for human action recognition.
Figure 5.10 - Average Recognition Rate (%) vs $\tau$ for Weizmann Dataset – Original MHI using BOVW

5.6.1.2 Modified Motion History Image

In order to test the Modified MHI approach, $\tau$ is set to 150. By doing this, the effects of $\delta$ can be observed. The results for the different $\delta$ values on the Weizmann dataset can be seen in Figure 5.11.

Figure 5.11 - Average Recognition Rate (%) vs $\delta$ for Weizmann Dataset - Modified MHI using BOVW
From the original MHI approach, when $\tau$ is 150, a recognition rate of 76% was obtained, this is effectively the same as when $\delta$ is set to 1, which can be seen in Figure 5.11 above. When $\delta$ is set to 3, an improved recognition rate of 86% is achieved. This is a 10% increase in the recognition rate compared to $\tau = 150$ and $\delta = 1$. This shows that by changing the decay parameter $\delta$, the performance of the system can be further optimised.

5.6.1.3 Timed Motion History Image

Since $\tau$ represents the current timestamp, there is no need to use a predefined value of $\tau$. This approach to MHI makes the system independent of system speed and frame rates. The duration parameter $\alpha$ is changed and its effects can be seen in Figure 5.12 below.

![Average Recognition Rate vs $\alpha$](image)

**Figure 5.12 - Average Recognition Rate (%) vs $\alpha$ for Weizmann Dataset - timed MHI using BOVW**

From the experiments, it is evident that an $\alpha$ value of 2.0s causes the system to have the best recognition rate, which is 80%. Using the TMHI approach, the system can be optimized easily, since $\alpha$ values are not as wide ranging as compared to choosing values of $\tau$ and the decay parameter $\delta$ in the Original and Modified MHI approaches respectively. The reason for the low recognition rates in this method could be due to the fact that system cannot distinguish between the walk, jump, run and side movements as these movements yield similar MHI.
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5.6.2 Results for KTH Dataset

5.6.2.1 Original Motion History Image

The results for the original MHI approach on the KTH dataset can be seen in Figure 5.13 below. At $\tau = 50$, the highest recognition rate of 81% is observed. The results show that there is not much difference in recognition rates when choosing different values of $\tau$ for the KTH dataset. The KTH dataset is more challenging as there is a lot of noise in the images generated. Thus, resulting in lower recognition rates.

![Average Recognition Rate vs $\tau$ - KTH Dataset](image)

**Figure 5.13 - Average Recognition Rate (%) vs $\tau$ for KTH Dataset - Original MHI using BOVW**

5.6.2.2 Modified Motion History Image

The results for the Modified MHI can be seen in Figure 5.14. It can be seen that the trend for lower recognition rates as $\delta$ increases is noted with the KTH dataset, this was also observed with the Weizmann dataset. The best recognition rate is achieved when $\delta$ is set at 2 and 3. In the original case for $\tau = 150$, the recognition rate is 78.6%. This is again effectively the same as setting $\delta$ to 1. By changing $\delta$ to 3, the recognition rate is further improved by 3%.
5.6.2.3 Timed Motion History Image

Figure 5.15 shows that for the KTH dataset, the results are almost similar in terms of recognition rates, when using the Timed MHI approach. The highest recognition rate achieved is 73.8% when $\alpha$ is 0.2s. The low recognition rates could be due to activities such as Jogging, Walking and Running sharing similar MHI. Noise in the KTH dataset could also be a contributing factor for the low recognition rates.
5.7 Summary of Results

Table 2 below shows the highest recognition rates achieved for each of the proposed methods. The BOVW model out-performs the LBP approach for all three variants of MHI.

<table>
<thead>
<tr>
<th>Method</th>
<th>Weizmann</th>
<th>Kth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original MHI using LBP</td>
<td>60%</td>
<td>52%</td>
</tr>
<tr>
<td>Modified MHI using LBP</td>
<td>61%</td>
<td>50.02%</td>
</tr>
<tr>
<td>Timed MHI using LBP</td>
<td>57.78%</td>
<td>49.99%</td>
</tr>
<tr>
<td>Original MHI using BOVW</td>
<td>87%</td>
<td>81%</td>
</tr>
<tr>
<td>Modified MHI using BOVW</td>
<td>86%</td>
<td>81.6%</td>
</tr>
<tr>
<td>Timed MHI using BOVW</td>
<td>80%</td>
<td>73.8%</td>
</tr>
</tbody>
</table>

The highest recognition rate achieved for the Weizmann dataset is 87% when using the Original MHI method with the BOVW model. This was achieved by using a $\tau$ value of 50. The modified MHI approach using the BOVW approach achieves the highest recognition of 81.6% on the KTH dataset by using a $\tau$ value of 150 and $\delta$ value of 3.

5.8 Comparison with the State of the Art

When compared to the state-of-the-art, the proposed method shows promising results. Table 3 shows a comparison of the proposed method with the current literature for the Weizmann dataset. It can be seen that the highest recognition rate achieved for the proposed method is 87%. This is lower than the method proposed by Kellokumpu [1] of 98.6%. The reason for this is that the proposed method may have difficulty in distinguishing between the walking, running,
jumping and side actions from the Weizmann dataset. The proposed method, however performs much better than the method presented by Niebles [41].

Table 3 - Comparison with Results from Literature (Weizmann Dataset)

<table>
<thead>
<tr>
<th>Source</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niebles and Li [41]</td>
<td>72.8%</td>
</tr>
<tr>
<td>Kellokumpu et al. [1]</td>
<td>98.7%</td>
</tr>
<tr>
<td>Proposed method with Original MHI (τ = 50) using BOVW</td>
<td>87%</td>
</tr>
</tbody>
</table>

Table 4 - Comparison with Results from Literature (KTH Dataset)

<table>
<thead>
<tr>
<th>Source</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niebles et al. [42]</td>
<td>83.33%</td>
</tr>
<tr>
<td>Kellokumpu et al. [1]</td>
<td>90.8%</td>
</tr>
<tr>
<td>Proposed Method with Original MHI (τ = 50) using BOVW</td>
<td>81%</td>
</tr>
<tr>
<td>Proposed method with Modified MHI (τ = 150, δ = 3) using BOVW</td>
<td>81.6%</td>
</tr>
</tbody>
</table>

From Table 4, it can be seen that the proposed method achieves a recognition rate of 81.6% which is close to what Niebles et al. [42] achieved. The reason for Kellokumpu et al. [1] achieving a higher recognition rate of 90.8% compared to the proposed method of 81.6% is that the proposed method does not use a state-of-the-art background subtraction method to eliminate the noise and shadows that the KTH dataset has. Though the frame differencing background subtraction method used in our approach is sufficient enough to compute an MHI, it cannot deal very well with shadows presented in more complex datasets such as KTH. The proposed method also has difficulty distinguishing between the Running, Walking and Jogging actions as these result in similar MHI.
5.9 Conclusion

Experiments have shown that the BOVW approach out-performs the LBP method for human action recognition when SVM is used. The LBP approach only captures information about the direction of motion from the MHI which is not enough to deal with actions that share similar MHI. By using SURF in the BOVW model, the computation is fast and robust to scale, rotation, illumination and is viewpoint invariant. The BOVW features extracted from the MHI performs well when compared to some existing methods from the literature. Both approaches, however, seem to struggle to distinguish between walking, running, and jogging/side movements from both the KTH and Weizmann datasets.
CHAPTER 6 - CONCLUSION

6.1 Summary of Dissertation

There have been vast improvements in the human action recognition domain over the years. However, there is still a lot of work and research required to find a solution that is fool-proof for any activity/action that is being performed. The signs from the current literature are promising. MHI is one of the more famous techniques used for action recognition. It considers the entire silhouette as a whole, and therefore is considered as a holistic approach. MHI keeps record of the history of motion of a silhouette. Subsequent techniques used with the MHI approach look at the entire silhouette of MHI for recognizing human actions.

This research focused on two aspects for action recognition. The first proposes two approaches for action recognition, MHI using LBP and MHI using BOVW. The second aspect was to investigate the effects of the variants of MHI and their relevant parameters play on recognition rates. The variants of MHI presented are: Original MHI, Modified MHI and Timed MHI. The choice of these parameters plays a vital role in the overall recognition rate of a system when using MHI for action recognition. Results from the experiments are promising when compared to the state-of-the-art. When using the MHI method, it is vital to pay attention to its relevant parameters as this could affect the recognition rates of the entire system.

The results of this research show that the BOVW model outperformed the LBP approach. The highest recognition rate achieved for the BOVW is 87% on the Weizmann dataset and for the KTH dataset, a recognition rate of 81.6% is achieved. LBP achieves a high recognition rate of 61% and 52% for the Weizmann and KTH datasets respectively. However, using the BOVW model with MHI may still need to be improved upon. A limitation of the proposed method using BOVW is that it struggles to distinguish between actions that share similar movements such as running, walking and jogging.
6.2 Future Research

Based on the work presented above, we have identified the following future works that can help in improving the results that we have achieved:

- A much more robust background subtraction algorithm such as the Gaussian Mixture Model (GMM) could further improve the recognition rate of the system and quality of the MHI generated.
- The effects of other feature descriptors and detectors, such as SIFT for the BOVW model should be investigated for further improvement of recognition rates.
- Since deep learning is rapidly gaining more interest amongst researchers. Convolutional Neural Networks (CNN) would be well suited for recognizing actions. An interesting experiment would be to feed the MHI extracted from a video into a CNN.
- Using LBP-TOP and discarding the MHI from the LBP method by feeding the unprocessed video stream into LBP-TOP could lead to better recognition rates for the LBP method.
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