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## Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>Eigenvalue</td>
</tr>
<tr>
<td>( | \cdot | )</td>
<td>Norm</td>
</tr>
<tr>
<td>( \langle \cdot, \cdot \rangle )</td>
<td>Inner product</td>
</tr>
<tr>
<td>( \sigma(\cdot) )</td>
<td>Spectrum of operator ( \cdot )</td>
</tr>
<tr>
<td>( (\cdot)^* )</td>
<td>Adjoint of operator ( \cdot )</td>
</tr>
<tr>
<td>( (\cdot)^T )</td>
<td>Transpose of operator ( \cdot )</td>
</tr>
<tr>
<td>( tr(\cdot) )</td>
<td>Trace of operator ( \cdot )</td>
</tr>
<tr>
<td>( \mathbb{C} )</td>
<td>Set of complex numbers</td>
</tr>
<tr>
<td>( \mathbb{R} )</td>
<td>Set of real numbers</td>
</tr>
<tr>
<td>( \delta_{ij} )</td>
<td>Kronecker delta</td>
</tr>
</tbody>
</table>
Abstract

Eigenvalues are characteristic of linear operators. Once the spectrum of a matrix is known then its Jordan Canonical form can be determined which simplifies the understanding of the matrix. For large matrices and spectral analysis sometimes it is only necessary to know the eigenvalues of smallest and largest absolute values. Hence we consider various strategies of bounding the spectrum in the complex plane. Such bounds may be numerically improved by various algorithms. The minimal and maximal eigenvalues are crucial to determine the condition number of linear systems.
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Chapter 1

Introduction

Eigenvalues are a special set of scalars associated with linear systems. They are also known as characteristic roots, characteristic values, proper values or spectral values. Historically, they arose in the study of quadratic forms and differential equations. Eigenvalues characterize important properties of linear transformations, being linked to invariant subspaces.

In the eighteenth century Euler studied the rotational motion of a rigid body and discovered the importance of the principal axes[6]. Lagrange discovered that the principal axes are the eigenvectors of the inertia matrix[9]. In the early nineteenth century, Cauchy used this work to classify the quadric surfaces and generalized it to arbitrary dimensions[9]. At the start of the 20th century, Hilbert studied the eigenvalues of integral operators by viewing the operators as matrices of infinite dimension[12].

In 1929 Von Mises published his work on the power method to compute the eigenvalues
and eigenvectors of finite dimensional matrices[16]. Today the QR algorithm is one of the most efficient methods used to numerically compute eigenvalues and eigenvectors. It was independently discovered by France J.G.F[10] and Kublanovskaya V[13] in 1961.

Eigenvalues and eigenvectors are widely used in science and engineering. Civil engineers use eigenvalues to analyse and model physical systems arising in the design of bridges. The eigenvalues of the smallest magnitude represents the natural frequency of the bridge and is used to ensure stability of the structure[20].

In electrical engineering, the application of eigenvalues and eigenvectors is useful for decoupling three-phase systems through symmetrical component transformation. They are also used to determine the stability of electrical machines[23].

Eigenvalue analysis is also used in the design of car stereos systems, where it helps to reduce the vibration of the car due to music[1]. Eigenvalues and eigenvectors can also be used to test for cracks or deformities in a solid. Oil companies use eigenvalues analysis to explore land for oil. Since oil, dirt, and other substances give rise to linear systems which have different eigenvalues, hence this can be used to locate hidden oil reserves[1].

Claude Shannon used eigenvalues to determine the theoretical limit to how much information can be transmitted through a communication medium like your telephone line or through the air. This is done by calculating the eigenvectors and eigenval-
ues of the communication channel (expressed as a matrix). The eigenvalues are gains of the fundamental modes of the channel, which themselves are captured by the eigenvectors[19].

Google also uses the eigenvector corresponding to the maximal eigenvalues of the Google matrix to determine the rank of a page for search and according to their ranking, the web-pages are displayed[15].

This thesis is organised as follows:

• Chapter 2: In this chapter we consider bounding the eigenvalues by using the matrix elements. Amongst others we consider the Gershgorin circle theorem and its extension to the ovals of Cassini. The latter two are compared by examples.

• Chapter 3: We concentrate on bounds by matrix norms. In particular we use the Frobenius, infinity and spectral norms. We also consider matrices that are block partitioned.

• Chapter 4: Since eigenvalues are intimately related to the trace of a matrix, in this chapter we consider bounds by traces. Here we expand in some detail a paper by Wolkowicz H and Styan G.P.H[22].

• Chapter 5: In this chapter we consider special tridiagonal matrices which naturally arise by discretization of boundary value problems using finite differences. Here we also expand in some detail the paper by Buchholzer H and Kanzow C[4].

• Chapter 6: Conclusion.
Chapter 2

Bounds by Matrix Elements

Theorem 2.1. [10] Let $A$ be a complex matrix of order $n$ with conjugate transpose $A^*$ and eigenvalue $\lambda$. Define

$$G = \frac{1}{2}(A + A^*)$$

$$T = \frac{1}{2}(A - A^*)$$

and $a = \max_{i,j} |a_{ij}|$, $g = \max_{i,j} |g_{ij}|$, $t = \max_{i,j} |t_{ij}|$, $\lambda = \alpha + i\beta$.

Then $|\lambda| \leq na$, $|\alpha| \leq ng$ and $|\beta| \leq nt$.

Proof. Let $Ax = \lambda x$, where $x$ is a normalized eigenvector such that $\langle x, x \rangle = 1$ so that

$$\langle Ax, x \rangle = \langle \lambda x, x \rangle$$

$$= \lambda \langle x, x \rangle$$

$$= \lambda,$$  \hspace{1cm} (2.1)

or equivalently by conjugating (2.1)

$$\langle A^*x, x \rangle = \bar{\lambda}.$$
Then

\[ \langle Ax, x \rangle + \langle A^* x, x \rangle = \lambda + \bar{\lambda} \]  
\[ = 2\alpha, \]  
(2.2)

which implies

\[ \langle (A + A^*) x, x \rangle = 2\alpha. \]  
(2.3)

Thus

\[ \langle Gx, x \rangle = \alpha. \]  
(2.4)

Likewise

\[ \langle Ax, x \rangle - \langle A^* x, x \rangle = \langle (A - A^*) x, x \rangle \]  
\[ = 2i\beta. \]  
(2.5)

Thus

\[ \langle Tx, x \rangle = i\beta, \]  
(2.7)

or equivalently

\[ -i\langle Tx, x \rangle = \beta, \]  
(2.8)

so

\[ |\lambda| = |\langle Ax, x \rangle| \]

\[ = \left| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_j x_i \right| \]

\[ \leq \sum_{i=1}^{n} \sum_{j=1}^{n} |a_{ij}| |x_j||x_i|. \]  
(2.9)
From the inequality
\[ |x_i|^2 + |x_j|^2 - 2|x_i||x_j| \geq 0, \]
we obtain the result
\[ |x_i||x_j| \leq \frac{1}{2}(|x_i|^2 + |x_j|^2), \]
using (2.11) in (2.9) yields
\[ |\lambda| \leq a \left( \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i||x_j| \right) \]
\[ \leq \frac{a}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (|x_i|^2 + |x_j|^2) \]
\[ = \frac{a}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i|^2 + \frac{a}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} |x_j|^2 \]
\[ = \frac{na}{2} + \frac{na}{2} \]
\[ = na, \]
where we have used the fact that \( \|x\| = 1 \).

Proceeding in a similar manner, from (2.4) and (2.8) we obtain
\[ |\alpha| \leq ng, \]
and
\[ |\beta| \leq nt. \]

\[ \square \]

**Theorem 2.2.** [10] Let \( A \) be a real matrix of order \( n \) and \( T \) be its skew symmetric part given by
\[ T = \frac{1}{2}(A - A^T) \]
and $\lambda = \alpha + i\beta$ be an eigenvalue of $A$. Then

$$|\beta| \leq t\sqrt{\frac{n(n-1)}{2}}$$

where $t = \max_{i,j} |t_{ij}|$.

Proof. Since, $Ax = \lambda x$ for $x = y + iz, ix = iy - z$,

$$A(y + iz) = (\alpha + i\beta)(y + iz)$$

$$= (\alpha y - \beta z) + i(\alpha z + \beta y).$$

Equating imaginary and real part of (2.18) yields

$$Az = \alpha z + \beta y$$

(2.19)

and

$$Ay = \alpha y - \beta z$$

(2.20)

Taking the inner-product in (2.19) and (2.20) with $y$ and $z$ respectively yields

$$\langle Az, y \rangle = \langle \alpha z, y \rangle + \langle \beta y, y \rangle$$

(2.21)

and

$$-\langle Ay, z \rangle = -\langle \alpha y, z \rangle + \langle \beta z, z \rangle.$$  

(2.22)

By adding equation (2.21) and (2.22) we obtain,

$$\langle Az, y \rangle - \langle Ay, z \rangle = \beta(\langle y, y \rangle + \langle z, z \rangle)$$

(2.23)

$$= \beta (\|y\|^2 + \|z\|^2)$$

(2.24)
Now
\[
(A_z, y) - (A y, z) = (A_z, y) - (A^T z, y) = ((A - A^T) z, y).
\] (2.25)

From equation (2.24) and (2.26) we obtain
\[
((A - A^T) z, y) = \beta(\|y\|^2 + \|z\|^2)
\] (2.27)

By definition of $T$, it follows that
\[
\frac{\beta}{2}(\|z\|^2 + \|y\|^2) = \langle T z, y \rangle
\] (2.28)

Since $T = -T^T$, $t_{ij} = -t_{ji}$ and $t_{ii} = 0$ and also $T$ can be written $T = U - U^T$, where $U$ is a strictly upper triangle matrix. Thus
\[
\langle T z, y \rangle = \langle (U - U^T) z, y \rangle = \langle U z, y \rangle - \langle U^T z, y \rangle = \langle U z, y \rangle - \langle U y, z \rangle
\] (2.29)

\[
= \sum_{i=1}^{n} \sum_{j=i+1}^{n} u_{ij} z_j y_i - \sum_{i=1}^{n} \sum_{j=i+1}^{n} u_{ij} y_j z_i
\] (2.32)

\[
= \sum_{i=1}^{n} \sum_{j=i+1}^{n} u_{ij} (z_j y_i - y_j z_i)
\] (2.33)

\[
= \sum_{i=1}^{n} \sum_{j=i+1}^{n} t_{ij} (z_j y_i - y_j z_i)
\] (2.34)

\[
\leq \sum_{i=1}^{n} \sum_{j=i+1}^{n} |t_{ij}| |z_j y_i - y_j z_i|
\] (2.35)

\[
\leq t \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|.
\] (2.36)

Hence (2.28) becomes
\[
\frac{\beta}{2}(\|z\|^2 + \|y\|^2) \leq t \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|
\] (2.37)
and squaring both sides of (2.37), yields

\[ \beta^2(\|z\|^2 + \|y\|^2)^2 \leq 4t^2\left( \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_jy_i - y_jz_i| \right)^2 \]  

(2.38)

In order to obtain a bound we prove that for real numbers \( r_l \)

\[ \left( \sum_{l=1}^{m} r_l \right)^2 \leq m \sum_{l=1}^{m} r_l^2 \]  

(2.39)

We begin by observing that

\[ \left( \sum_{l=1}^{m} r_l \right)^2 = \sum_{p=1}^{m} \sum_{k=1}^{m} r_k r_p \]

and from \((r_k - r_p)^2 \geq 0\) we get,

\[ r_k r_p \leq \frac{1}{2}(r_k^2 + r_p^2) \]  

(2.40)

which implies

\[ \sum_{p=1}^{m} \sum_{k=1}^{m} r_k r_p \leq \frac{1}{2} \sum_{p=1}^{m} \sum_{k=1}^{m} (r_k^2 + r_p^2) \]  

(2.41)

\[ = \frac{1}{2} \sum_{p=1}^{m} r_p^2 (1) + \frac{1}{2} \sum_{k=1}^{m} r_k^2 \sum_{p=1}^{m} (1) \]  

(2.42)

\[ = \frac{m}{2} \sum_{p=1}^{m} r_p^2 + \frac{m}{2} \sum_{k=1}^{m} r_k^2 \]  

(2.43)

\[ = m \sum_{l=1}^{m} r_l^2 \]  

(2.44)

We also observe that the number of off-diagonal elements in \( U \) is \( \frac{n^2-n}{2} \) or \( \frac{n(n-1)}{2} \). From this fact and using (2.39) we get

\[ \left( \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_jy_i - y_jz_i| \right)^2 \leq \frac{n(n-1)}{2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_jy_i - y_jz_i|^2 \]  

(2.45)

Considering

\[ \|y\|^2 \|z\|^2 - \frac{1}{4} (\|y\|^2 + \|z\|^2)^2 = -\frac{1}{4} (\|y\|^2 - \|z\|^2)^2 \]  

(2.46)
|y|^2 \cdot |z|^2 = \langle y, z \rangle^2 + \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2 \tag{2.47}

and subtracting (2.46) from (2.47) gives

\frac{1}{4} (|y|^2 + |z|^2)^2 = \langle y, z \rangle^2 + \frac{1}{4} (|y|^2 - |z|^2)^2 + \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2 \tag{2.48}

\geq \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2. \tag{2.49}

Thus

(|y|^2 + |z|^2)^2 \geq 4 \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2. \tag{2.50}

Multiply (2.50) by \beta^2 and use (2.38) and (2.45) to obtain

4 \beta^2 \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2 \leq \beta^2 (|y|^2 + |z|^2)^2

\leq 4 t^2 \left( \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i| \right)^2

\leq 4 t^2 \left[ \frac{n(n-1)}{2} \right] \sum_{i=1}^{n} \sum_{j=i+1}^{n} |z_j y_i - y_j z_i|^2

Thus

\beta^2 \leq t^2 \left[ \frac{n(n-1)}{2} \right] \tag{2.51}

Taking the square root of (2.51) yields

|\beta| \leq t \sqrt{\frac{n(n-1)}{2}}.

\textbf{Theorem 2.3.} [3] Every eigenvalue of a matrix is contained in at least one of the n disks whose centres are \(a_{kk}\) and whose radii are

\[ r_k = \sum_{m=1, m \neq k}^{n} |a_{km}| \quad (k = 1, \cdots, n) \]
Proof. Let $B$ be a matrix of order $n$. The system of equations $B x = 0$ has a non-trivial solution if and only if $\det B = 0$. Let $x_k$ be the dominant component of $x = [x_1, ..., x_n]^T$, that is, $|x_k| \geq |x_m|$ for all $m$. Then, the $k_{th}$ equation is

$$b_{kk} x_k = - \sum_{m \neq k} b_{km} x_m$$

$$|b_{kk}| |x_k| = \left| \sum_{m \neq k} b_{km} x_m \right|$$

$$\leq |x_m| \sum_{m \neq k} |b_{km}|$$

$$\leq |x_k| \sum_{m \neq k} |b_{km}|$$

thus

$$|b_{kk}| \leq \sum_{m \neq k} |b_{km}|$$

Let $B = A - \lambda I$, where $\lambda$ is such that $\det(A - \lambda I) = 0$, therefore

$$|\lambda - a_{kk}| \leq \sum_{m \neq k} |a_{km}|$$

$$= r_k$$

\[ \square \]

**Corollary 2.3.1. Theorem of Frobenius:**

$$|\lambda|_{\text{max}} \leq \max_k \sum_{m=1}^{n} |a_{km}|$$

$$|\lambda|_{\text{min}} \geq \min_k \left( |a_{kk}| - \sum_{m \neq k} |a_{km}| \right)$$
Proof.

\[ |\lambda| = |\lambda - a_{kk} + a_{kk}| \]  
(2.52)

\[ \leq |\lambda - a_{kk}| + |a_{kk}| \]  
(2.53)

\[ \leq \sum_{m \neq k} |a_{km}| + |a_{kk}| \]  
(2.54)

Hence

\[ |\lambda|_{\text{max}} \leq \max_{k} \left( \sum_{m=1}^{n} |a_{km}| \right) \]  
(2.55)

\[ |\lambda| = |\lambda - a_{kk} - (-a_{kk})| \]  
(2.56)

\[ \geq |a_{kk}| - |\lambda - a_{kk}| \]  
(2.57)

\[ \geq |a_{kk}| - \sum_{m \neq k} |a_{km}| \]  
(2.58)

Hence

\[ |\lambda|_{\text{min}} \geq \min_{k} \left( |a_{kk}| - \sum_{m \neq k} |a_{km}| \right) \]  
(2.59)

\[ \square \]

**Theorem 2.4.** [2] As a further refinement of Theorem 2.3, consider the ovals of Cassini (which restricts the regions containing the eigenvalues). Each eigenvalue of \( A \) lies in at least one of the \( \frac{n(n-1)}{2} \) ovals of Cassini

\[ |\lambda - a_{kk}||\lambda - a_{ll}| \leq \sum_{j \neq k} |a_{kj}| \sum_{j \neq l} |a_{lj}| \]

Proof. For \( \mathbf{x} = [x_1, x_2, \ldots, x_n]^T \)

\[ (\lambda - a_{ii})x_i = \sum_{j \neq i} a_{ij}x_j \]
Let \( |x_k| \geq |x_l| \geq |x_j| \) for \( j \neq k, j \neq l \).

Then

\[
|\lambda - a_{kk}| |x_k| \leq \sum_{j \neq k} |a_{kj}| |x_j| \tag{2.60}
\]

\[
\leq \left( \sum_{j \neq k} |a_{kj}| \right) |x_l| \tag{2.61}
\]

and

\[
|\lambda - a_{ll}| |x_l| \leq \sum_{j \neq l} |a_{lj}| |x_j| \tag{2.62}
\]

\[
\leq \left( \sum_{j \neq l} |a_{lj}| \right) |x_k| \tag{2.63}
\]

Therefore, multiplying (2.61) and (2.63) gives

\[
|\lambda - a_{kk}| |\lambda - a_{ll}| |x_k| |x_l| \leq \left( \sum_{j \neq k} |a_{kj}| \right) \left( \sum_{j \neq l} |a_{lj}| \right) |x_k| |x_l|, \tag{2.64}
\]

so that

\[
|\lambda - a_{kk}| |\lambda - a_{ll}| \leq \left( \sum_{j \neq k} |a_{kj}| \right) \left( \sum_{j \neq l} |a_{lj}| \right) \tag{2.65}
\]

which proves the theorem and this gives result for row sums. Similarly for column sums it can be shown that

\[
|\lambda - a_{kk}| |\lambda - a_{ll}| \leq \left( \sum_{i \neq k} |a_{ik}| \right) \left( \sum_{i \neq l} |a_{il}| \right) \tag{2.66}
\]

\[\square\]

Another inequality giving the regions in which the eigenvalues are contained is presented in the following theorem.

**Theorem 2.5.** \[18\] For the matrix \( A = (a_{ij}) \),

\[
|\lambda - a_{ii}| \leq \left( \sum_{j \neq i} |a_{ij}| \right)^\alpha \left( \sum_{k \neq i} |a_{ki}| \right)^{1-\alpha}
\]

for \( 0 \leq \alpha \leq 1 \).
Proof. As it was shown in Theorem 2.3, for the \( \det(A - \lambda I) \) to vanish, the following inequalities must be satisfied:

\[
|\lambda - a_{ii}| \leq \sum_{j \neq i} |a_{ij}|
\] (2.67)

\[
|\lambda - a_{ii}| \leq \sum_{k \neq i} |a_{ki}|
\] (2.68)

Inequality (2.68) arises by considering \( x^T A^T = \lambda x^T \).

Thus

\[
|\lambda - a_{ii}| = |\lambda - a_{ii}|^\alpha |\lambda - a_{ii}|^{1-\alpha}
\] (2.69)

\[
\leq \left( \sum_{j \neq i} |a_{ij}| \right)^\alpha \left( \sum_{k \neq i} |a_{ki}| \right)^{1-\alpha}
\] (2.70)

whenever \( 0 \leq \alpha \leq 1 \).

Two corollaries result from Theorem 2.5 and are presented below.

**Corollary 2.5.1.**

\[
|\lambda|_{\text{max}} \leq \left| a_{ii} \right| + \left( \sum_{j \neq i} |a_{ij}| \right)^\alpha \left( \sum_{k \neq i} |a_{ki}| \right)^{1-\alpha}
\] (2.71)

\[
|\lambda|_{\text{min}} \geq \left| a_{ii} \right| - \left( \sum_{j \neq i} |a_{ij}| \right)^\alpha \left( \sum_{k \neq i} |a_{ki}| \right)^{1-\alpha}
\] (2.72)

\[
|\lambda|_{\text{max}} \leq \left( |a_{ii}| + \sum_{j \neq i} |a_{ij}| \right)^\alpha \left( |a_{ii}| + \sum_{k \neq i} |a_{ki}| \right)^{1-\alpha}
\] (2.73)

for all \( 0 \leq \alpha \leq 1 \).

Proof. The first two inequalities, that is, inequality (2.71) and (2.72) follows from Theorem 2.5.
And for inequality (2.73), we define the summations

\[ S_1 = \sum_{j \neq i} |a_{ij}|, \quad (2.74) \]
\[ S_2 = \sum_{k \neq i} |a_{ki}| \quad (2.75) \]

and consider the 2-element sequences \((|a_{ii}|, S_1), (|a_{ii}|, S_2)\) then by Hölder’s inequality[17] we have then,

\[ |a_{ii}|^\alpha |a_{ii}|^{1-\alpha} + S_1^\alpha S_2^{1-\alpha} \leq (|a_{ii}| + S_1)^\alpha (|a_{ii}| + S_2)^{1-\alpha} \quad (2.76) \]
\[ |a_{ii}| + S_1^\alpha S_2^{1-\alpha} \leq (|a_{ii}| + S_1)^\alpha (|a_{ii}| + S_2)^{1-\alpha} \quad (2.77) \]
\[ |a_{ii}| + S_1^\alpha S_2^{1-\alpha} \leq (|a_{ii}| + S_1)^\alpha (|a_{ii}| + S_2)^{1-\alpha} \quad (2.78) \]

Inequality (2.71) now follows from (2.61).

\[ \square \]

**Corollary 2.5.2.** For each \(\alpha, \ 0 \leq \alpha \leq 1\), every eigenvalue of \(A\) lies in at least one of the \(\frac{n(n-1)}{2}\) ovals,

\[ |\lambda - a_{ii}||\lambda - a_{jj}| \leq \left[ \left( \sum_{j \neq i} |a_{ij}| \right) \left( \sum_{k \neq j} |a_{kj}| \right) \right]^{1-\alpha} \left[ \left( \sum_{i \neq j} |a_{ji}| \right) \left( \sum_{j \neq k} |a_{jk}| \right) \right]^{\alpha} \]

**Proof.** This corollary is a direct consequence of (2.70) and for \(\alpha = 0\) or \(\alpha = 1\), this relation reduces to Theorem 2.4.

\[ \square \]

**Theorem 2.6.** [2] Each eigenvalue \(\lambda\) satisfies

\[ |\lambda| \leq \frac{1}{2} \max_{k,j=1,2,\ldots,m} \left[ |a_{kk}| + |a_{jj}| + \sqrt{(|a_{kk}| - |a_{jj}|)^2 + 4P_kP_j} \right] = M \]

where

\[ P_k = \sum_{j \neq k} |a_{kj}| \]
Proof. We assume that $|a_{rr}| \leq |a_{ss}|$.

**Case 1:** If $|\lambda| \leq |a_{rr}|$, then

$$|\lambda| \leq \frac{1}{2}(|a_{rr}| + |a_{ss}|) + \frac{1}{2}(|a_{rr}| - |a_{ss}|)$$

$$\leq \frac{1}{2} \left[ |a_{rr}| + |a_{ss}| + \sqrt{(|a_{rr}| - |a_{ss}|)^2 + 4P_rP_s} \right]$$

$$\leq M$$

This is trivially true, since $|a_{rr}| - |a_{ss}| \leq 0$ and $P_r, P_s$ are positive.

**Case 2:** If $|\lambda| > |a_{rr}| \geq |a_{ss}|$, then from the triangle inequality it follows that

$$0 < |\lambda| - |a_{rr}| \leq |\lambda - a_{rr}|$$  \hspace{1cm} (2.79)

and

$$0 < |\lambda| - |a_{ss}| \leq |\lambda - a_{ss}|$$  \hspace{1cm} (2.80)

Producing (2.79) and (2.80) and using Theorem 2.4 gives

$$(|\lambda| - |a_{rr}|)(|\lambda| - |a_{ss}|) \leq |\lambda - a_{rr}||\lambda - a_{ss}|$$

$$\leq P_rP_s$$  \hspace{1cm} (2.81)

$$|\lambda|^2 - (|a_{rr}| + |a_{ss}|)|\lambda| + |a_{rr}||a_{ss}| - P_rP_s \leq 0$$  \hspace{1cm} (2.82)

Solving the quadratic equation resulting from (2.82) we get the zeroes

$$|\lambda_1| = \frac{1}{2} \left[ |a_{rr}| + |a_{ss}| + \sqrt{(|a_{rr}| - |a_{ss}|)^2 + 4P_rP_s} \right]$$  \hspace{1cm} (2.83)

and

$$|\lambda_2| = \frac{1}{2} \left[ |a_{rr}| + |a_{ss}| - \sqrt{(|a_{rr}| - |a_{ss}|)^2 + 4P_rP_s} \right]$$  \hspace{1cm} (2.84)
From Figure 2.1 representing the quadratic from (2.82) we observe that

\[ |\lambda| \leq |\lambda_1| \leq M \]

Figure 2.1: Quadratic from (2.82)

**Theorem 2.7.** [2] If

\[ |a_{kk}a_{jj}| > P_k P_j \]
then

\[ |\lambda| \geq \frac{1}{2} \min_{k,j=1,2,\ldots,n} \left[ |a_{kk}| + |a_{jj}| - \sqrt{(|a_{kk}| - |a_{jj}|)^2 + 4P_kP_j} \right] \]

\[ = m > 0 \]

**Proof.** From theorem 2.6 it follows that

\[ |\lambda| \geq |\lambda_2| \]

\[ = \frac{1}{2} \left[ |a_{rr}| + |a_{ss}| - \sqrt{(|a_{rr}| - |a_{ss}|)^2 + 4P_rP_s} \right] \]

\[ \geq m \]

Assume that \( m \) is attained where \( k = f \) and \( j = g \)

\[ m = \frac{1}{2} \left[ |a_{ff}| + |a_{gg}| - \sqrt{(|a_{ff}| - |a_{gg}|)^2 + 4P_fP_g} \right] \]

\[ = \frac{1}{2} \left[ |a_{ff}| + |a_{gg}| - \sqrt{|a_{ff}|^2 - 2|a_{ff}| |a_{gg}| + |a_{gg}|^2 + 4P_fP_g} \right] \]

\[ > \frac{1}{2} \left[ |a_{ff}| + |a_{gg}| - \sqrt{|a_{ff}|^2 - 2|a_{ff}| |a_{gg}| + |a_{gg}|^2 + 4|a_{ff}| |a_{gg}|} \right] \]

\[ = \frac{1}{2} \left[ |a_{ff}| + |a_{gg}| - \sqrt{(|a_{ff}| + |a_{gg}|)^2} \right] \]

\[ = 0 \]
2.1 Examples

**Example 1.** Here we tested result of Theorem 2.1 by using;

\[
A = \begin{bmatrix}
1 + i & 2 & 3 - 2i & 5 \\
6 + 3i & 4 & 1 - i & 8 \\
2 - i & 4 & 3 + i & 5 \\
1 + i & 1 - i & 2 - i & 2 + i
\end{bmatrix}
\] 

then

\[
G = \begin{bmatrix}
1 & 4.0 - 1.5i & 2.5 - 0.5i & 3.0 - 0.5i \\
4.0 + 1.5i & 4.0 + 0.0i & 2.5 - 0.5i & 4.5 + 0.5i \\
2.5 + 0.5i & 2.5 + 0.5i & 3 & 3.5 + 0.5i \\
3.0 + 0.5i & 4.5 - 0.5i & 3.5 - 0.5i & 2
\end{bmatrix}
\] 

and

\[
T = \begin{bmatrix}
1.0i & -2.0 + 1.5i & 0.5 - 1.5i & 2.0 + 0.5i \\
2.0 + 1.5i & 0 & -1.5 - 0.5i & 3.5 - 0.5i \\
-0.5 - 1.5i & 1.5 - 0.5i & 1.0i & 1.5 - 0.5i \\
-2.0 + 0.5i & -3.5 - 0.5i & -1.5 - 0.5i & 1.0i
\end{bmatrix}
\]

Hence \(a = 8, \ g = 4.5277, \ t = 3.5355\). Table 2.1 shows calculated values and we observe from Theorem 2.1 that \(|\lambda| \leq 32, \ |\alpha| \leq 18.1108\) and \(|\beta| \leq 14.1421\), which are rather large upper bounds.

**Example 2.** Now we test the result of Theorem 2.2 by using;

\[
B = \begin{bmatrix}
1 & 2 & 9 & 4 \\
3 & 2 & 1 & 4 \\
1 & 1 & 2 & 2 \\
3 & 7 & 1 & 1
\end{bmatrix}
\]
then

\[ T = \begin{bmatrix}
0 & -0.5 & 4 & 0.5 \\
0.5 & 0 & 0 & -1.5 \\
-4 & 0 & 0 & 0.5 \\
-0.5 & 1.5 & -0.5 & 0
\end{bmatrix} \]  

(2.97)

Hence \( t = 4 \), Table 2.2 shows calculated values and we observe from Theorem 2.2 that \( |\beta| \leq 9.7980 \), which again is a large upper bound.

<table>
<thead>
<tr>
<th>Table 2.1</th>
<th>Table 2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>(</td>
</tr>
<tr>
<td>11.5857-0.4246i</td>
<td>11.5951</td>
</tr>
<tr>
<td>-0.5130+4.3984i</td>
<td>4.4282</td>
</tr>
<tr>
<td>-0.3706-1.5266i</td>
<td>1.5709</td>
</tr>
<tr>
<td>-0.7037+0.5528i</td>
<td>0.8949</td>
</tr>
</tbody>
</table>

**Example 3.** We consider matrix \( C \)

\[ C = \begin{bmatrix}
8 & -1 & -5 \\
-4 & 4 & -2 \\
18 & -5 & -7
\end{bmatrix} \]  

(2.98)

with eigenvalues \( 2 \pm 4i \) and 1, which are illustrated by dots in Figure 2.2.

Using matrix \( C \) we test Theorem 2.3 and we observed from Figure 2.2a that the eigenvalues lie in the union of Gershgorin disks, using the columns of \( C \). Figure 2.2b illustrate the disks using the rows of \( C \).
Example 4. Again we use matrix $C$ to test the ovals of Cassini corresponding to (2.65) and (2.66), which are depicted in Figures 2.3a and 2.3b.

Plotting ovals of Cassini

Let the equation of the oval be given by

$$|z - a||z - b| = c^2$$

(2.99)

Let $z = x + iy$ and using the transformation

$$z = \hat{z} + \frac{a + b}{2}$$

(2.100)

Equation (2.99) becomes

$$|\hat{z} + d| |\hat{z} - d| = c^2 \quad \text{where} \quad d = \frac{b - a}{2}$$

(2.101)

Squaring (2.101) gives

$$(\hat{z}^2 - d^2)(\bar{\hat{z}}^2 - d^2) = c^4$$

(2.102)

which simplifies to

$$|\hat{z}|^4 - d^2 2Re(\hat{z}^2) + d^4 = c^4$$

(2.103)

Now using $\hat{z} = re^{i\theta}$ we obtain the quartic in $r$

$$r^4 - 2r^2 d^2 \cos(2\theta) + (d^4 - c^4) = 0$$

(2.104)

Using the quadratic formula we obtain

$$r^2 = \frac{2d^2 \cos(2\theta) \pm \sqrt{4d^4 \cos^2(2\theta) - 4(d^4 - c^4)}}{2}$$

(2.105)
from what we obtain

\[ r = d \sqrt{\cos(2\theta) + \sqrt{(\frac{c}{d})^4 - \sin^2(2\theta)}} \]  

(2.106)

from (2.100) we finally get \( x = r \cos \theta + \frac{a + b}{2} \) and \( y = r \sin \theta \) with \( \theta \in [0, 2\pi] \).

Comparing Figure 2.2 and Figure 2.3 we observe that the ovals of Cassini can yield superior bounds.

**Example 5.** For matrix \( C \), Theorem 2.5 is tested for both \( \alpha = \frac{1}{2} \) and \( \alpha = \frac{1}{3} \); these are shown in Figure 2.4

**Example 6.** We consider matrix \( D \)

\[
D = \begin{bmatrix}
10 & 1 & 2 \\
3 & 6 & 1 \\
2 & 5 & 9
\end{bmatrix}
\]  

(2.107)

with eigenvalues 13.0602 and 5.970 ± 0.651i.

Theorem 2.6 and Theorem 2.7 are tested using matrix \( D \). Let

\[
M_{kj} = \frac{1}{2} \left[ |a_{kk}| + |a_{jj}| + \sqrt{(|a_{kk}| - |a_{jj}|)^2 + 4P_kP_j} \right]
\]

and

\[
m_{kj} = \frac{1}{2} \left[ |a_{kk}| + |a_{jj}| - \sqrt{(|a_{kk}| - |a_{jj}|)^2 + 4P_kP_j} \right]
\]

then these quantities are presented in Table 2.3.
Figure 2.2: Gershgorin disks

(a) Using columns

(b) Using rows
Figure 2.3: Ovals of Cassini
Figure 2.4: Ovals of Cassini

(a) $\alpha = \frac{1}{2}$

(b) $\alpha = \frac{1}{3}$
Table 2.3

<table>
<thead>
<tr>
<th>$(k,j)$</th>
<th>$M_{kj}$</th>
<th>$m_{kj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,2)</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>(1,3)</td>
<td>13.2749</td>
<td>5.7251</td>
</tr>
<tr>
<td>(2,3)</td>
<td>13</td>
<td>2</td>
</tr>
</tbody>
</table>

It is observed that $2 = m \leq |\lambda| \leq M = 13.2749$. And we further observe that the upper bound is tight and lower bound is reasonable.
Chapter 3

Bound by Matrix Norms

Definition 3.0.1. A matrix norm $\| \cdot \|$ is a function from $\mathbb{C}^{m \times n}$, the vector space of all matrices of order $m \times n$ to $\mathbb{R}$ which satisfies the following properties for matrices $A$ and $B$.

1. $\|A\| \geq 0$ whenever $A \neq 0$ and $\|A\| = 0$ iff $A = 0$

2. $\|\alpha A\| = |\alpha| \|A\|$ where $\alpha$ is a scalar

3. $\|A + B\| \leq \|A\| + \|B\|$ 

4. $\|AB\| \leq \|A\| \|B\|$

Definition 3.0.2. If $\| \cdot \|$ is a vector norm, its induced matrix norm is defined by

$$\|A\| = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|}$$

Not all matrix norms are induced by vector norms, in particular the function defined by

$$\|A\|_F = \left( \sum_{i,j} |a_{ij}|^2 \right)^{\frac{1}{2}}$$
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is indeed a matrix norm called the Frobenius norm. This is now verified

**Property 1.** The first property is obvious

**Property 2.**

\[
\|\alpha A\|_F^2 = \sum_{i,j} |\alpha a_{ij}|^2 \leq |\alpha|^2 \sum_{i,j} |a_{ij}|^2 = |\alpha|^2 \|A\|_F^2
\]

(3.1)

(3.2)

(3.3)

Hence, by square rooting we get \(\|\alpha A\|_F = |\alpha| \|A\|_F\).

**Property 3.** Firstly we observe that

\[
|a_{ij} + b_{ij}|^2 = (a_{ij} + b_{ij})(\overline{a}_{ij} + \overline{b}_{ij})
\]

(3.4)

\[
= |a_{ij}|^2 + |b_{ij}|^2 + a_{ij}\overline{b}_{ij} + \overline{a}_{ij}b_{ij}
\]

(3.5)

\[
= |a_{ij}|^2 + |b_{ij}|^2 + 2 \text{ Re}(a_{ij}\overline{b}_{ij})
\]

(3.6)

\[
\leq |a_{ij}|^2 + |b_{ij}|^2 + 2|a_{ij}\overline{b}_{ij}|
\]

(3.7)

\[
= |a_{ij}|^2 + |b_{ij}|^2 + 2|a_{ij}b_{ij}|
\]

(3.8)

Thus

\[
\|A + B\|_F^2 = \sum_{i,j} |a_{ij} + b_{ij}|^2
\]

(3.9)

\[
\leq \sum_{i,j} |a_{ij}|^2 + \sum_{i,j} |b_{ij}|^2 + 2\sum_{i,j} |a_{ij}b_{ij}|
\]

(3.10)
and by using the Cauchy-Schwarz inequality,

\[
\|A + B\|_F^2 \leq \|A\|_F^2 + \|B\|_F^2 + 2 \left( \sum_{i,j} |a_{ij}|^2 \right) \left( \sum_{i,j} |b_{ij}|^2 \right)^{\frac{1}{2}}
\]  

(3.11)

\[
= \|A\|_F^2 + \|B\|_F^2 + 2\|A\|_F \|B\|_F
\]  

(3.12)

\[
= (\|A\|_F + \|B\|_F)^2
\]  

(3.13)

Hence, by square rooting we obtain \(\|A + B\|_F \leq \|A\|_F + \|B\|_F\).

Property 4.

\[
\|AB\|_F^2 = \sum_{i,j} \sum_k |a_{ik}b_{kj}|^2
\]

(3.14)

\[
\leq \sum_{i,j} \left( \sum_k |a_{ik}b_{kj}| \right)^2
\]  

(3.15)

\[
\leq \left( \sum_{i,k} |a_{ik}|^2 \right) \left( \sum_{k,j} |b_{kj}|^2 \right)
\]  

(3.16)

\[
= \|A\|_F^2 \|B\|_F^2
\]  

(3.17)

Statement (3.16) is obtained from (3.15) by using Cauchy-Schwarz inequality. Hence property 4 follows.

**Theorem 3.1.** [14] For an arbitrary matrix A, the largest possible eigenvalue modulus is \(|\lambda_1| \leq \|A\|\) for any matrix norm of A.

**Proof.** Let \(\lambda\) be an eigenvalue of A. Then there is vector \(x \neq 0\) such that \(Ax = \lambda x\). Define the \(n \times n\) matrix

\[
A_x = [x, 0, 0, ..., 0]
\]  

(3.18)

then, clearly,

\[
AA_x = \lambda A_x
\]  

(3.19)
Using properties (2) and (4) of the matrix norm we deduce that

\[ |\lambda| \|A\| \leq \|A\| \|A\| \]  \hspace{1cm} (3.20)

and since \( A\) \neq 0, the first property implies that \( \|A\| \neq 0 \) and hence

\[ |\lambda| \leq |\lambda_1| \leq \|A\|. \]  \hspace{1cm} (3.21)

\[ \square \]

**Theorem 3.2.** [14] If \( A \) is \( n \times n \) matrix, let \( \lambda \) be spectral radius of \( A^*A \), then \( \|A\| = \sqrt{\lambda_1} \)

**Proof.** The matrix \( A^*A \) is Hermitian and positive definite since

\[ (A^*A)^* = A^*A \]  \hspace{1cm} (3.22)

and

\[ x^*(A^*A)x = (Ax)^*Ax = \langle Ax, Ax \rangle \geq 0 \]  \hspace{1cm} (3.23)

Let \( x_1, x_2, \ldots, x_n \) be a set of orthonormal right-hand eigenvectors of \( A^*A \) with associated eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). Let \( \| \cdot \| \) denote the Euclidean vector norm and for any \( x \) with \( \|x\| = 1 \) we write \( x = \sum_{j=1}^{n} p_j x_j \). Then

\[ A^*Ax = \sum_{j=1}^{n} p_j \lambda_j x_j \]  \hspace{1cm} (3.24)

and

\[ \|Ax\|^2 = (Ax)^*Ax \]  \hspace{1cm} (3.25)

\[ = x^* (A^*Ax) \]  \hspace{1cm} (3.26)

\[ = (\sum_j p_j x_j)^* (\sum_k p_k \lambda_k x_k) \]  \hspace{1cm} (3.27)

\[ = \sum_j |p_j|^2 \lambda_j \]  \hspace{1cm} (3.28)
using the fact that $x_j^*x_k = \delta_{jk}$.

Thus,

$$\|Ax\| = \left( \sum_j |p_j|^2 \lambda_j \right)^{\frac{1}{2}} \tag{3.29}$$

It follows from (3.28) that

$$\|Ax\|^2 \leq \lambda_1 \sum_j |p_j|^2 \tag{3.30}$$

$$= \lambda_1, \tag{3.31}$$

since $\sum_j |p_j|^2 = 1$. Now

$$\|Ax_1\|^2 = \langle Ax_1, Ax_1 \rangle \tag{3.32}$$

$$= \langle A^* Ax_1, x_1 \rangle \tag{3.33}$$

$$= \lambda_1 \langle x_1, x_1 \rangle \tag{3.34}$$

$$= \lambda_1 \tag{3.35}$$

Inequality (3.31) and equation (3.35) implies that $\|A\| = \sqrt{\lambda_1}$.

**Theorem 3.3.** [5] If $A$ is an $n \times n$ matrix, then

$$\|A\|_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^n |a_{ij}|.$$\[ \tag{3.36} \]

*Proof.* Let $x$ be an $n$-dimensional vector with $1 = \|x\|_{\infty} = \max_{1 \leq i \leq n} |x_i|$. Since $Ax$ is also an $n$-dimensional vector,

$$\|Ax\|_\infty = \max_{1 \leq i \leq n} |(Ax)_i| \tag{3.36}$$

$$= \max_{1 \leq i \leq n} \left| \sum_{j=1}^n a_{ij} x_j \right| \tag{3.37}$$

$$\leq \max_{1 \leq i \leq n} \sum_{j=1}^n |a_{ij}||x_j| \tag{3.38}$$
but \( |x_j| \leq \|x\|_\infty = 1 \), hence

\[
\|Ax\|_\infty \leq \max_{1 \leq i \leq n} \sum_{j=1}^n |a_{ij}| \|x\|_\infty. \tag{3.39}
\]

Suppose that \( \|A\|_\infty = \sum_j |a_{mj}| \) and consider the vector \( \tilde{x} \) with elements defined by

\[
\tilde{x}_j = \begin{cases} 
\frac{|a_{mj}|}{a_{mj}} & \text{if } a_{mj} \neq 0, \\
0 & \text{if } a_{mj} = 0,
\end{cases} \tag{3.40}
\]

for \( j = (1, 2, \cdots, n) \), \( \|\tilde{x}\|_\infty = 1 \), then

\[
\|A\tilde{x}\|_\infty = \max_i \left\| \sum_j a_{ij} \tilde{x}_j \right\| \geq \left\| \sum_j a_{mj} \tilde{x}_j \right\| = \sum_j |a_{mj}| = \sum_j |a_{mj}| \|\tilde{x}\|_\infty \tag{3.41}
\]

\[
\geq \sum_j |a_{mj}| \|\tilde{x}\|_\infty \tag{3.42}
\]

\[
= \sum_j |a_{mj}| \|\tilde{x}\|_\infty \tag{3.43}
\]

\[
\frac{\|A\tilde{x}\|_\infty}{\|\tilde{x}\|_\infty} \geq \sum_j |a_{mj}| = \|A\|_\infty \tag{3.44}
\]

From (3.39)

\[
\frac{\|A\tilde{x}\|_\infty}{\|\tilde{x}\|_\infty} \leq \|A\|_\infty \tag{3.45}
\]

Hence the result follows from (3.45) and (3.46).

Let matrix \( A \) be partitioned such that each diagonal submatrix \( A_{jj} \) is square.

**Theorem 3.4.** [7] For every such partitioning of the matrix \( A \), each eigenvalue \( \lambda \) of \( A \) satisfies

\[
\left\| (A_{jj} - \lambda I_j)^{-1} \right\|^{-1} \leq \sum_{k \neq j}^N \|A_{jk}\|
\]

whenever the \( (A_{jj} - \lambda I_j)^{-1} \) exists.
Proof. Assume that $A - \lambda I$ is singular. Then there exist a nonzero partitioned vector $x = [x_1, \cdots, x_N]^T$ such that

$$ (A - \lambda I)x = 0 \quad (3.47) $$

Consider $A - \lambda I$ in its partitioned form, this relation implies

$$ \sum_{j \neq i}^N A_{ij}x_j = -(A_{ii} - \lambda I_i)x_i \quad (3.48) $$

Let $x_r$ be the largest component of $x$, in the sense that

$$ \|x_r\| \geq \|x_j\|, \quad (3.49) $$

then from (3.48) using the $r_{th}$ component

$$ \left\| \sum_{j \neq r}^N A_{rj}x_j \right\| = \|(A_{rr} - \lambda I_r)x_r\|. \quad (3.50) $$

From (3.50) it follows that

$$ \|(A_{rr} - \lambda I_r)x_r\| \leq \sum_{j \neq r}^N \|A_{rj}\|\|x_j\| \leq \sum_{j \neq r}^N \|A_{rj}\|\|x_r\| \quad (3.51) $$

Thus,

$$ \frac{\|(A_{rr} - \lambda I_r)x_r\|}{\|x_r\|} \leq \sum_{j \neq r}^N \|A_{rj}\| \quad (3.52) $$

Now we let

$$ z_{rr} = (A_{rr} - \lambda I_r)x_r, \quad (3.53) $$

hence

$$ x_r = (A_{rr} - \lambda I_r)^{-1}z_{rr} \quad (3.54) $$
Substituting (3.53) and (3.54) into (3.52) we get
\[ \sum_{j \neq r}^N \| A_{rj} \| \geq \frac{\| z_{rr} \|}{\| (A_{rr} - \lambda I_r)^{-1} z_{rr} \|} \] (3.55)

Since
\[ \frac{\| (A_{rr} - \lambda I_r)^{-1} z_{rr} \|}{\| z_{rr} \|} \leq \| (A_{rr} - \lambda I_r)^{-1} \| \] (3.56)

inverting (3.56) we get
\[ \frac{\| z_{rr} \|}{\| (A_{rr} - \lambda I_r)^{-1} z_{rr} \|} \geq \frac{1}{\| (A_{rr} - \lambda I_r)^{-1} \|} \] (3.57)

It now follows from (3.55) that
\[ \sum_{j \neq r}^N \| A_{rj} \| \geq \frac{1}{\| (A_{rr} - \lambda I_r)^{-1} \|} \]

If, in theorem 2.4, |\lambda - a_{ii}| is replaced by \( (A_{ii} - \lambda I_i)^{-1} \|^{-1} \), for \( i = k, j \) and \( \sum_{j \neq k}^n |a_{kj}| \), \( \sum_{j \neq l} |a_{lj}| \) is replaced by \( \sum_{j \neq k}^N \| A_{kj} \|, \sum_{j \neq l}^N \| A_{lj} \| \) respectively. Then, the following corollary can be proved.

**Corollary 3.4.1.** All eigenvalues of A lie in the union of the \( \frac{N(N-1)}{2} \) point sets defined by
\[ \| (A_{kk} - \lambda I_k)^{-1} \|^{-1} \leq \left( \sum_{j \neq k}^N \| A_{kj} \| \right) \left( \sum_{j \neq l}^N \| A_{lj} \| \right) \]
where \( 1 \leq k, l \leq N, k \neq l \).

In a similar manner, if these substitutions are made in theorem 2.5, then the following corollary can be proved.

**Corollary 3.4.2.** For any \( \alpha \) with \( 0 \leq \alpha \leq 1 \), each eigenvalue of A satisfies
\[ \| (A_{ii} - \lambda I_i)^{-1} \|^{-1} \leq \left( \sum_{j \neq i}^N \| A_{ij} \| \right)^\alpha \left( \sum_{k \neq i}^N \| A_{ki} \| \right)^{1-\alpha} \]
for at least one \( i, 1 \leq i \leq N \).
3.1 Examples

Consider the partitioned matrix

\[
A = \begin{bmatrix}
8 & -4 & -2 & 0 \\
-4 & 8 & 0 & -2 \\
-2 & 0 & 8 & -4 \\
0 & -2 & -4 & 8 \\
\end{bmatrix} = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22} \\
\end{bmatrix}
\]

with eigenvalues \( \lambda = 2, 6, 10, 14 \) and where the vector norm is taken as

\[
\|x\| = \left( \sum_{i=1}^{2} |x_i|^2 \right)^{1/2}
\]

(3.58)

for \( x = [x_1, x_2] \). Hence the corresponding matrix norm is the spectral norm. Clearly

\[
\|A_{12}\| = \|A_{21}\| = 2
\]

(3.59)

Consider

\[
(A_{11} - \lambda I) = \begin{bmatrix}
8 - \lambda & -4 \\
-4 & 8 - \lambda \\
\end{bmatrix}
\]

(3.60)

then

\[
(A_{11} - \lambda I)^{-1} = \frac{1}{(8 - \lambda)^2 - 16} \begin{bmatrix}
8 - \lambda & 4 \\
4 & 8 - \lambda \\
\end{bmatrix}
\]

Let \( \beta \) denote the eigenvalue of \((A_{11} - \lambda I)^{-1}\), then it is easy to show that

\[
\beta \in \left\{ \frac{4 - \lambda}{(8 - \lambda)^2 - 16}, \frac{12 - \lambda}{(8 - \lambda)^2 - 16} \right\}
\]

(3.61)

(1). If

\[
\| (A_{11} - \lambda I)^{-1} \| = \left| \frac{4 - \lambda}{(8 - \lambda)^2 - 16} \right|
\]

(3.62)
then from Theorem 3.4

\[ \left| \frac{(8 - \lambda)^2 - 16}{4 - \lambda} \right| \leq 2 \]  \hspace{1cm} (3.63)

which simplifies to \(|\lambda - 12| \leq 2|.

(2). If

\[ \|(A_{11} - \lambda I)^{-1}\| = \left| \frac{12 - \lambda}{(8 - \lambda)^2 - 16} \right| \]  \hspace{1cm} (3.64)

then from Theorem 3.4

\[ \left| \frac{(8 - \lambda)^2 - 16}{12 - \lambda} \right| \leq 2 \]  \hspace{1cm} (3.65)

which simplifies to \(|\lambda - 4| \leq 2|.

These regions are shown as shaded in Figure 3.1. The largest circle represent the Gershgorin circle.
Figure 3.1: Disks from Example 3.1 inside Gershgorin disk
Chapter 4

Bound by Traces

**Theorem 4.1.** [14] The eigenvalues of a Hermitian matrix $A$ are real.

*Proof.* Let $\lambda$ be an eigenvalue of $A$ with corresponding eigenvector $x$ then

$$
\langle Ax, x \rangle = \langle \lambda x, x \rangle = \lambda \langle x, x \rangle \quad (4.1)
$$

$$
\langle Ax, x \rangle = \overline{\lambda} \langle x, x \rangle
$$

$$
\langle x, Ax \rangle = \overline{\lambda} \langle x, x \rangle
$$

$$
\langle A^*x, x \rangle = \overline{\lambda} \langle x, x \rangle \quad (4.2)
$$

Since $A^* = A$ we have,

$$
\langle \lambda - \overline{\lambda} \rangle \langle x, x \rangle = 0 \quad (4.3)
$$

which implies $\lambda = \overline{\lambda}$. 

**Theorem 4.2.** [14] For any matrix $A$, the trace of $A^*A$ is the same as the square of its Frobenius norm, that is

$$
tr(A^*A) = \|A\|_F^2.
$$
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Proof.

\[(A^* A)_{ij} = \sum_k a_{ik}^* a_{kj} \quad (4.4)\]

\[= \sum_k \bar{a}_{ki} a_{kj} \quad (4.5)\]

\[(A^* A)_{ii} = \sum_k \bar{a}_{ki} a_{ki} \quad (4.6)\]

\[= \sum_k |a_{ki}|^2 . \quad (4.7)\]

From (4.7) it follows that,

\[tr(A^* A) = \sum_i (A^* A)_{ii} \quad (4.8)\]

\[= \sum_i \sum_k |a_{ki}|^2 \quad (4.9)\]

\[= \|A\|_F^2 \quad (4.10)\]

\[\square\]

**Theorem 4.3.** [17] (Schur’s Theorem) *Every square matrix A is unitarily similar to an upper triangular matrix.*

**Theorem 4.4.** [14] *For a square matrix A,*

\[tr(A^* A) \geq \sum_{\lambda \in \sigma(A)} |\lambda|^2 . \]

**Proof.** From Schur’s theorem it follows that

\[U^* A U = T \quad (4.11)\]

where \(T\) is upper triangular and \(U\) is unitary.

From (4.11) we obtain

\[U^* A^* U = T^* \quad (4.12)\]
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Multiplying (4.11) and (4.12) gives

$$U^*A^*AU = T^*T \quad (4.13)$$

Taking the trace of (4.13)

$$tr(T^*T) = tr(U^*A^*AU) \quad (4.14)$$

$$= tr(UU^*A^*A) \quad (4.15)$$

$$= tr(A^*A) \quad (4.16)$$

Using Theorem 4.2 in (4.16) yields

$$tr(T^*T) = \sum_i \sum_k |t_{ki}|^2 \quad (4.17)$$

$$= \sum_k |t_{kk}|^2 + \sum_{i > k} |t_{ki}|^2 \quad (4.18)$$

$$= \sum_{\lambda \in \sigma(A)} |\lambda|^2 + \sum_{i > k} |t_{ki}|^2 \quad (4.19)$$

$$\geq \sum_{\lambda \in \sigma(A)} |\lambda|^2 \quad (4.20)$$

\[ \square \]

**Theorem 4.5.** [22] Let \( A \) be an \( n \times n \) complex matrix with real eigenvalues \( \lambda_j \) such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \), and let

$$m = \frac{tr(A)}{n}, \quad (4.21)$$

$$s^2 = \frac{tr(A^2)}{n} - m^2 \quad (4.22)$$

Then

$$m - s\sqrt{n-1} \leq \lambda_n \leq m - \frac{s}{\sqrt{n-1}} \quad (4.23)$$

$$m + \frac{s}{\sqrt{n-1}} \leq \lambda_1 \leq m + s\sqrt{n-1} \quad (4.24)$$
The equality holds on the left (right) of (4.23) if and only if equality holds on the left (right) of (4.24) if and only if the $n - 1$ largest (smallest) eigenvalues are equal.

Firstly we require to prove the following two lemmas in order to establish Theorem 4.5.

**Lemma 4.6.** [22] Let $\mathbf{w}$ and $\mathbf{\lambda}$ be real non-zero $n \times 1$ vectors and let

\[
m = \frac{\mathbf{\lambda}^T \mathbf{e}}{n}
\]

and

\[
s^2 = \frac{(\mathbf{C}\mathbf{\lambda}, \mathbf{\lambda})}{n}
\]

where $\mathbf{e}$ is the $n \times 1$ vector of ones, $\mathbf{C} = \mathbf{I} - \mathbf{ee}^T / n$, and $\mathbf{e}^T$ is the transpose of $\mathbf{e}$. Then

\[
-s\sqrt{n} \mathbf{w}^T \mathbf{C}\mathbf{w} \leq \mathbf{w}^T \mathbf{\lambda} - m \mathbf{w}^T \mathbf{e} = \mathbf{w}^T \mathbf{C}\mathbf{\lambda} \leq s\sqrt{n} \mathbf{w}^T \mathbf{C}\mathbf{w}
\]

Equality holds on the left (right) of (4.27) if and only if

\[
\mathbf{\lambda} = a \mathbf{w} + b \mathbf{e}
\]

for some scalars $a$ and $b$, where $a < 0$ ($a > 0$).

**Proof.** We observe that $\mathbf{e}\mathbf{e}^T = [\mathbf{e} \mathbf{e} \cdots \mathbf{e}]$, hence rank$(\mathbf{e}\mathbf{e}^T) = 1$. This implies that $\mathbf{C}$ is rank deficient.

We now establish the equivalence of (4.22) and (4.26).

\[
\frac{(\mathbf{C}\mathbf{\lambda}, \mathbf{\lambda})}{n} = \frac{1}{n} \left( \left( \mathbf{I} - \frac{\mathbf{ee}^T}{n} \right) \mathbf{\lambda}, \mathbf{\lambda} \right)
\]

\[
\frac{1}{n} \left( \left\| \mathbf{\lambda} \right\|^2 - \frac{\mathbf{e}^T \mathbf{\lambda}}{n} (\mathbf{e}, \mathbf{\lambda}) \right)
\]

\[
\frac{1}{n} \left( \left\| \mathbf{\lambda} \right\|^2 - \frac{(\mathbf{e}, \mathbf{\lambda})^2}{n} \right)
\]

\[
= \frac{\text{tr}(A^2)}{n} - \left( \frac{\text{tr}(A)}{n} \right)^2
\]

\[
= \frac{\text{tr}(A^2)}{n} - m^2.
\]
We now show that $C$ is idempotent.

\[
C^2 = \left( I - \frac{ee^T}{n} \right) \left( I - \frac{ee^T}{n} \right) \quad (4.34)
\]

\[
= I - \frac{2ee^T}{n} + \frac{e(e^Te) e^T}{n^2} \quad (4.35)
\]

\[
= I - \frac{2ee^T}{n} + \frac{ee^T}{n} \quad (4.36)
\]

\[
= I - \frac{ee^T}{n} \quad (4.37)
\]

\[
= C \quad (4.38)
\]

We now establish the inequality in (4.27). Using the fact that $C$ is idempotent and Hermitian we get

\[
w^T C \lambda = \langle C \lambda, w \rangle \quad (4.39)
\]

\[
= \langle C^2 \lambda, w \rangle \quad (4.40)
\]

\[
= \langle C \lambda, Cw \rangle \quad (4.41)
\]

The Cauchy Schwarz inequality applied to (4.41) yields

\[
|w^T C \lambda| = |\langle C \lambda, Cw \rangle| \quad (4.42)
\]

\[
\leq \sqrt{\langle C \lambda, C \lambda \rangle \langle Cw, Cw \rangle} \quad (4.43)
\]

\[
= \sqrt{\langle C \lambda, \lambda \rangle \langle Cw, w \rangle} \quad (4.44)
\]

Using (4.26) in (4.44), we obtain

\[
|w^T C \lambda| \leq \sqrt{\langle C \lambda, \lambda \rangle} \sqrt{\langle Cw, w \rangle} \quad (4.45)
\]

\[
\leq s \sqrt{n} \sqrt{\langle Cw, w \rangle} \quad (4.46)
\]

\[
= s \sqrt{n} w^T Cw. \quad (4.47)
\]
We now prove the equality in (4.27)

\[ w^T \lambda - mw^T e = w^T (\lambda - me) \] (4.48)
\[ = w^T \left( \lambda - \frac{(\lambda^T e)e}{n} \right) \] (4.49)
\[ = w^T \left( \lambda - \frac{(e^T \lambda)e}{n} \right) \] (4.50)
\[ = w^T \left( \lambda - \frac{ee^T \lambda}{n} \right) \] (4.51)
\[ = w^T \left( I - \frac{ee^T}{n} \right) \lambda \] (4.52)
\[ = w^T C \lambda. \] (4.53)

Consider the equation

\[ C \lambda = aCw \] (4.54)

We now show the equivalence of (4.28) and (4.54). It follows from the definition of \( C \) that \( Ce = 0 \). From (4.54) we get

\[ C(\lambda - aw) = 0. \] (4.55)

Hence \( \lambda - aw \) belongs to the null space of \( C \), but \( C \) has rank \( n - 1 \), hence the nullity of \( C \) is 1. Now \( Ce = 0 \) implies that \( \{e\} \) is a basis for the null space of \( C \), from which it follows that \( \lambda - aw = be \) for same scalar \( b \).

**Lemma 4.7.** [22] Let \( \lambda = (\lambda_j) \), \( m \) and \( s \) be defined as in Lemma 4.6, and

\[ \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \] (4.56)

then (refer to (4.23) and (4.24))

\[ \lambda_n \leq m - \frac{s}{\sqrt{n-1}} \leq m + \frac{s}{\sqrt{n-1}} \leq \lambda_1 \] (4.57)
The equality holds on the left if and only if $\lambda_2 = \lambda_3 = \cdots = \lambda_n$, on the right if and only if $\lambda_1 = \lambda_2 = \cdots = \lambda_{n-1}$, and in the center if and only if $\lambda_1 = \lambda_2 = \cdots = \lambda_n$, if and only if $s = 0$.

**Proof.** We have that

\[
n^2(m - \lambda_n)^2 = n^2 \left( \frac{\sum_{i=1}^{n} \lambda_i}{n} - \lambda_n \right)^2 \quad (4.58)
\]

\[
= n^2 \left( \frac{\sum_{i=1}^{n} \lambda_i - n\lambda_n}{n} \right)^2 \quad (4.59)
\]

\[
= \left( \sum_{i=1}^{n} \lambda_i - n\lambda_n \right)^2 \quad (4.60)
\]

\[
= \sum_{i=1}^{n} (\lambda_i - \lambda_n)^2 + \sum_{i \neq k} (\lambda_i - \lambda_n)(\lambda_k - \lambda_n) \quad (4.61)
\]

\[
\geq \sum_{i=1}^{n} (\lambda_i - \lambda_n)^2 \quad (4.62)
\]

\[
= \langle \lambda - \lambda_n e, \lambda - \lambda_n e \rangle \quad (4.63)
\]

\[
= \langle \lambda - me + me - \lambda_n e, \lambda - me + me - \lambda_n e \rangle \quad (4.64)
\]

\[
= \langle \lambda - me, \lambda - me \rangle + \langle me - \lambda_n e, me - \lambda_n e \rangle + 2\langle \lambda - me, me - \lambda_n e \rangle \quad (4.65)
\]

\[
= \langle C\lambda, C\lambda \rangle + (m - \lambda_n)^2 \langle e, e \rangle + 2\langle C\lambda, (m - \lambda_n)e \rangle \quad (4.66)
\]

\[
= \langle C\lambda, \lambda \rangle + (m - \lambda_n)^2 n + 2(m - \lambda_n)\langle \lambda, C e \rangle \quad (4.67)
\]

\[
= ns^2 + (m - \lambda_n)^2 n \quad (4.68)
\]
We now prove an inequality similar to (4.69)

\[
    n^2(\lambda_1 - m)^2 = n^2 \left( \lambda_1 - \frac{\sum_{i=1}^{n} \lambda_i}{n} \right)^2 = \left( n\lambda_1 - \sum_{i=1}^{n} \lambda_i \right)^2 = \left[ \sum_{i=1}^{n} (\lambda_1 - \lambda_i) \right]^2 = \sum_{i=1}^{n} (\lambda_1 - \lambda_i)^2 + \sum_{i \neq k} (\lambda_1 - \lambda_i)(\lambda_1 - \lambda_k) \geq \sum_{i=1}^{n} (\lambda_1 - \lambda_i)^2 = \langle \lambda_1 e - \lambda, \lambda_1 e - \lambda \rangle = \langle \lambda_1 e - me + me - \lambda, \lambda_1 e - me + me - \lambda \rangle = \langle \lambda_1 e - me, \lambda_1 - me \rangle + \langle me - \lambda, me - \lambda \rangle + 2\langle \lambda_1 e - me, me - \lambda \rangle = (\lambda_1 - m)^2 \langle e, e \rangle + \langle -C\lambda, -C\lambda \rangle + 2\langle (\lambda_1 - m)e, -C\lambda \rangle = (\lambda_1 - m)^2 n + \langle C\lambda, \lambda \rangle - 2(\lambda_1 - m)\langle Ce, \lambda \rangle = (\lambda_1 - m)^2 n + ns^2
\] 

From inequality (4.69)

\[
n(m - \lambda_n)^2 \geq s^2 + (m - \lambda_n)^2 \]

\[
\frac{(n - 1)(m - \lambda_n)^2}{n - 1} \geq \frac{s^2}{n - 1}
\]

\[
(m - \lambda_n)^2 \geq \frac{s^2}{n - 1}
\]
\[(m - \lambda_n) \geq \frac{s}{\sqrt{n - 1}} \tag{4.83}\]
\[m - \frac{s}{\sqrt{n - 1}} \geq \lambda_n \tag{4.84}\]

From inequality (4.79)

\[(\lambda_1 - m)^2 \geq \frac{s^2}{n} + \frac{(\lambda_1 - m)^2}{n} \tag{4.85}\]
\[(\lambda_1 - m)^2 \left(1 - \frac{1}{n}\right) \geq \frac{s^2}{n} \tag{4.86}\]
\[(\lambda_1 - m)^2 \geq \left(\frac{n}{n-1}\right) \left(\frac{s^2}{n}\right) \tag{4.87}\]
\[(\lambda_1 - m)^2 \geq \frac{s^2}{n - 1} \tag{4.88}\]
\[(\lambda_1 - m) \geq \frac{s}{\sqrt{n - 1}} \tag{4.89}\]
\[\lambda_1 \geq m + \frac{s}{\sqrt{n - 1}} \tag{4.90}\]

Equality holding on the left of (4.57) is equivalent to

\[\sum_{i \neq k} (\lambda_i - \lambda_n)(\lambda_k - \lambda_n) = 0 \tag{4.91}\]

from (4.62). Since this is the sum of positive quantities, it implies that
\[\lambda_2 = \lambda_3 = \cdots = \lambda_n. \quad \text{If} \quad \lambda_1 = \lambda_n, \quad \text{then all} \quad \lambda_i \text{'s are equal which is the trivial case. If}\]
\[\lambda_2 = \lambda_3 = \cdots = \lambda_n \quad \text{then (4.91) is trivially true. Similarly the equality on the right of}\]
(4.57) \text{can be shown.}

Equality holding in the centre of (4.57) is equivalent to \(s = 0\), which from (4.26) implies that \(\langle C\lambda, \lambda \rangle = 0\). Since \(C\) is symmetric and idempotent it follows that
\[\langle C\lambda, C\lambda \rangle = 0, \quad \text{which implies that} \quad C\lambda = 0. \quad \text{From the definition of} \quad C \text{it is easy to show}\]
that \(\lambda = me\). Thus all the lambdas are equal.
Now substituting $w = e_j$ in (4.27) we simplify the right hand side to get

$$s\sqrt{n}w^TCw = s\sqrt{ne_j^T C e_j}$$  \hspace{1cm} (4.92)

$$= s\sqrt{ne_j^T \left( I - \frac{ee^T}{n} \right) e_j}$$  \hspace{1cm} (4.93)

$$= s\sqrt{ne_j^T e_j - e_j^T ee^T e_j}$$  \hspace{1cm} (4.94)

$$= s\sqrt{n-1}$$  \hspace{1cm} (4.95)

Thus (4.27) becomes

$$-s\sqrt{n-1} \leq \lambda_j - m \leq s\sqrt{n-1}$$  \hspace{1cm} (4.96)

This proves the left hand side of (4.23) and the right hand side of (4.24) by choosing $j = n$ and $j = 1$ in (4.96).

Now we assume that equality holds in the left of (4.23), then

$$m - s\sqrt{n-1} = \lambda_n$$  \hspace{1cm} (4.97)

$$m - \lambda_n = s\sqrt{n-1}$$  \hspace{1cm} (4.98)

$$\frac{m}{n-1} - \frac{\lambda_n}{n-1} = \frac{s\sqrt{n-1}}{n-1}$$  \hspace{1cm} (4.99)

$$m + \frac{m}{n-1} - \frac{\lambda_n}{n-1} = m + \frac{s}{\sqrt{n-1}}$$  \hspace{1cm} (4.100)

$$\frac{m(n-1) + m - \lambda_n}{n-1} = m + \frac{s}{\sqrt{n-1}}$$  \hspace{1cm} (4.101)

$$\frac{mn - \lambda_n}{n-1} = m + \frac{s}{\sqrt{n-1}}$$  \hspace{1cm} (4.102)

$$\frac{\lambda_1 + \lambda_2 + \cdots + \lambda_{n-1}}{n-1} = m + \frac{s}{\sqrt{n-1}}$$  \hspace{1cm} (4.103)

If $\lambda_1 = \lambda_2 = \cdots = \lambda_{n-1}$, that is the $n - 1$ largest eigenvalues are equal, then from
(4.103) we get

$$\lambda_1 = m + \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.104)

If (4.104) is true, the $n - 1$ largest eigenvalues are equal, then from (4.104)

$$\lambda_1(n - 1) = m(n - 1) + s\sqrt{n - 1}$$  \hspace{1cm} (4.105)

$$= mn - m + s\sqrt{n - 1}$$  \hspace{1cm} (4.106)

$$= (n - 1)\lambda_1 + \lambda_n - m + s\sqrt{n - 1}$$  \hspace{1cm} (4.107)

from which (4.97) follows.

Now we assume that equality holds on the right hand side of (4.24), then

$$m + s\sqrt{n - 1} = \lambda_1$$  \hspace{1cm} (4.108)

$$m - \lambda_1 = -s\sqrt{n - 1}$$  \hspace{1cm} (4.109)

$$\frac{m - \lambda_1}{n - 1} = -\frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.110)

$$m + \frac{m - \lambda_1}{n - 1} = m - \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.111)

$$\frac{m(n - 1) + m - \lambda_1}{n - 1} = m - \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.112)

$$\frac{mn - \lambda_1}{n - 1} = m - \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.113)

$$\frac{\lambda_2 + \lambda_3 + \cdots + \lambda_n}{n - 1} = m - \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.114)

If $\lambda_2 = \lambda_3 = \cdots = \lambda_n$, that is the $n - 1$ smallest eigenvalues are equal, then from (4.114) we get

$$\lambda_n = m - \frac{s}{\sqrt{n - 1}}$$  \hspace{1cm} (4.115)
If (4.115) is true, the \( n-1 \) smallest eigenvalues are equal, then from (4.115)

\[
\lambda_n(n-1) = m(n-1) - s\sqrt{n-1} = mn - m - s\sqrt{n-1} = (n-1)\lambda_n + \lambda_1 - m - s\sqrt{n-1}
\]

from which (4.108) follows.

We observed that when \( n = 2 \), the two inequalities (4.23) and (4.24) collapse to yield \( \lambda_n = m - s \) and \( \lambda_1 = m + s \). Lemma 4.7 proves the right hand side of (4.23) and the left hand side of (4.24), the theorem is established. \( \square \)

### 4.1 Examples

**Example 7.** Consider the matrix \( A \) defined by

\[
A = \begin{bmatrix}
7.4918 + 6.5902i & 0.7869 + 3.3443i & 4.9836 + 2.1803i & 5.5902 + 5.5082i \\
-7.1148 - 5.7377i & 2.2164 - 3.5803i & -5.8295 + 0.7246i & -7.5377 - 0.2852i \\
5.2131 + 2.6557i & 1.1410 + 1.8492i & 7.6262 - 2.0885i & 5.2557 - 3.4131i \\
-1.2787 - 3.9344i & 0.3541 - 1.4951i & -2.3572 - 0.2689i & 0.6656 - 0.9213i
\end{bmatrix}
\]

which has real eigenvalues 1, 4, 5 and 8. The bounds for \( \lambda_n \) given by (4.23) are \( 0.1699 \leq \lambda_n \leq 3.0566 \), and for \( \lambda_1 \) given by (4.24) are \( 5.9434 \leq \lambda_1 \leq 8.8301 \).

If \( \lambda = x + iy \) and the Gershgorin circle is centred at \( a + ib \) with radius \( r \), then

\[
|(x-a) + i(y-b)| \leq r
\]
which implies that the real eigenvalues \((y = 0)\) lie in the union of the intervals \([x_L, x_R]\), where \(x_L = a - \sqrt{r^2 - b^2}\) and \(x_R = a + \sqrt{r^2 - b^2}\). These values are represented in Table 4.1.

Table 4.1

<table>
<thead>
<tr>
<th>Centre</th>
<th>(x_L)</th>
<th>(x_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(1,1)</td>
<td>-7.8781</td>
<td>22.8617</td>
</tr>
<tr>
<td>A(2,2)</td>
<td>-20.6235</td>
<td>25.0563</td>
</tr>
<tr>
<td>A(3,3)</td>
<td>-6.5105</td>
<td>21.7629</td>
</tr>
<tr>
<td>A(4,4)</td>
<td>-7.3276</td>
<td>8.6588</td>
</tr>
</tbody>
</table>

Hence the Gershgorin theorem implies that \(\lambda_n \geq -20.6235\) and \(\lambda_1 \leq 25.0563\).

Obviously Theorem 4.5 gives superior results.
Chapter 5

Special Tridiagonal Matrices

In this chapter we consider bounds related to tridiagonal matrices $J$ of the form

$$J = \begin{bmatrix} \alpha & \beta &  &  \\ \beta & \alpha & \gamma &  \\ & \gamma & \alpha & \ddots \\ & & \ddots & \ddots & \gamma \\ & & & \gamma & \alpha & \delta \\ & & & & \delta & \alpha \end{bmatrix} \in \mathbb{R}^{m \times m} \quad (5.1)$$

with given entries $\alpha, \beta, \gamma, \delta \in \mathbb{R}$.

Firstly we consider matrices of the form

$$T = \begin{bmatrix} \alpha & \beta_2 \\ \beta_2 & \alpha & \beta_3 \\ & \beta_3 & \alpha & \ddots \\ & & \ddots & \ddots & \beta_m \\ & & & \beta_m & \alpha \end{bmatrix} \quad (5.2)$$
and

\[
T_0 = \begin{bmatrix}
0 & \beta_2 \\
\beta_2 & 0 & \beta_3 \\
& \beta_3 & 0 & \ddots \\
& & \ddots & \ddots & \beta_m \\
& & & \beta_m & 0 \\
\end{bmatrix}
\]

where we assume that \( \beta_j \neq 0 \ \forall j = 2, \ldots, m \). Before proving the main result, we prove the following statements.

**Lemma 5.1.** [4] We have \( \sigma(T) = \alpha + \sigma(T_0) \), and the spectrum of \( T_0 \) is symmetric around the origin.

*Proof.* The first observation follows immediately from \( T = \alpha I + T_0 \), whereas the second statement comes from the fact that \( T_0 \) is similar to \( -T_0 \) by a simple diagonal similarity transformation using \( D = \text{diag}[+1, -1, +1, -1, \ldots, (-1)^{m+1}] \) given by.

\[
DT_0D = -T_0 \tag{5.3}
\]

Hence \( T_0 \) and \( -T_0 \) have the same spectrum. If \( \lambda \) is an eigenvalue of \( T_0 \), then \( \lambda \) is also an eigenvalue of \( -T_0 \), which implies \( -\lambda \) is eigenvalue of \( T_0 \).

If we have a good upper bound \( K \) for \( \lambda_1(T_0) \), then \( -K \) is the corresponding lower bound for \( \lambda_n(T_0) \), that is, we have \( \sigma(T_0) \subseteq [-K, +K] \) or, equivalently,

\[
\sigma(T) \subseteq [\alpha - K, \alpha + K].
\]

Now, the task is to obtain suitable bounds \( K > 0 \).

**Proposition 5.1.1.** [4] Given \( K > 0 \), let the sequence \( y_1, \ldots, y_m \) be defined by

\[
y_1 = K, \quad y_{j+1} = K - \frac{\beta_{j+1}^2}{y_j}, \quad \forall j = 1, \ldots, m - 1 \tag{5.4}
\]
and suppose that \( y_j > 0 \) \( \forall j = 2, \ldots, m - 2 \) and \( y_{m-1} \geq \frac{\beta_m^2}{K} \). Then the spectrum of \( T_0 \) is contained in the interval \([-K, +K]\).

**Proof.** The assumptions imply that \( y_j > 0 \) for all \( j = 1, \ldots, m - 1 \) and \( y_m \geq 0 \). Hence the matrix

\[
L = \begin{bmatrix}
\sqrt{y_1} & & \\
 & b_2 & \sqrt{y_2} \\
 & b_3 & \sqrt{y_3} \\
& & & \ddots \\
& b_m & & \sqrt{y_m}
\end{bmatrix}, \quad b_j = -\frac{\beta_j}{\sqrt{y_{j-1}}}, \forall j = 2, \ldots, m \quad (5.5)
\]

is well defined, and by calculations we can show that we have the Cholesky-decomposition \([5]\) \( KI - T_0 = LL^T \). Hence \( KI - T_0 \) is positive semi-definite. From this it follows that \( \sigma(KI - T_0) \geq 0 \) which implies that \( \sigma(T_0) \leq K \). Since the spectrum of \( T_0 \) is symmetric with respect to the origin according to Lemma 5.1, it follows that \( \sigma(KI - T_0) \subseteq [0, 2K] \). \( \square \)

**Lemma 5.2.** \([4]\) We have that \( \sigma(J) \subseteq [\alpha - K, \alpha + K] \) with \( K \geq 2|\gamma| \)

**Proof.** Since \( J \) is a special form of \( T \), \( \sigma(J) \subseteq [\alpha - K, \alpha + K] \) follows from Lemma 5.1. We consider the permutation matrix \( P \) defined by

\[
P_{i,i+1} = 1 \quad i = 1, 2, \ldots, m - 1
\]

\[
P_{m,1} = 1.
\]
Then $PJP^T$ has the form

$$PJP^T = \begin{bmatrix}
\alpha & \gamma & \beta \\
\gamma & \alpha & \gamma \\
\gamma & \alpha & \ddots \\
\ddots & \ddots & \gamma \\
\gamma & \alpha & \gamma \\
\gamma & \alpha & \delta \\
\beta & \delta & \alpha
\end{bmatrix}$$

Now consider the principal sub-matrix $\hat{J}$ of order $(m-2) \times (m-2)$ demarcated in (5.6).

We now attempt to find the eigenvalues of $\hat{J}$. Let the eigenvector $x = [x_1, x_2, \ldots, x_{m-2}]^T$ of $\hat{J}$ correspond to eigenvalue $\hat{\lambda}$, then $(\hat{J} - \hat{\lambda}I)x = 0$. The components of $x$ satisfy the second order difference equation.

$$\gamma x_{k-1} + (\alpha - \hat{\lambda})x_k + \gamma x_{k+1} = 0 \quad k = 1, 2, \ldots, m-2$$

with $x_0 = x_{m-1} = 0$. Let $x_k = t^k$ then by substituting in (5.7) we get

$$t^{k-1}[\gamma + (\alpha - \hat{\lambda})t + \gamma t^2] = 0.$$  

Hence

$$\gamma + (\alpha - \hat{\lambda})t + \gamma t^2 = 0$$

giving roots

$$t_1 = \frac{(\hat{\lambda} - \alpha) + \sqrt{\hat{\lambda}^2 - 4\gamma^2}}{2\gamma}$$
and

\[ t_2 = \frac{(\hat{\lambda} - \alpha) - \sqrt{(\hat{\lambda} - \alpha)^2 - 4\gamma^2}}{2\gamma}. \quad (5.11) \]

If \( t_1 = t \) then \( x_k = (C_1 + kC_2)t^k \) where \( C_1 \) and \( C_2 \) are constants. Then \( x_0 = x_{m-1} = 0 \) implies that \( x_k = 0 \), which contradicts the fact that \( x \) is an eigenvector. Hence the solution has the form

\[ x_k = C_1 t_1^k + C_2 t_2^k. \quad (5.12) \]

Let

\[ \hat{\lambda} - \alpha = 2|\gamma| \cos \theta \quad (5.13) \]

then \( t_1 = \frac{|\gamma| e^{i\theta}}{\gamma} \) and \( t_2 = \frac{|\gamma| e^{-i\theta}}{\gamma} \). Hence (5.12) becomes

\[ x_k = \frac{|\gamma|^k}{\gamma^k} \left( C_1 e^{ik\theta} + C_2 e^{-ik\theta} \right). \quad (5.14) \]

Applying the condition \( x_0 = 0 \) gives \( C_1 = -C_2 \) and subsequently using the condition \( x_{m-1} = 0 \) gives

\[ e^{i(m-1)\theta} - e^{-i(m-1)\theta} = 0 \quad (5.15) \]

from which it follows that \( e^{i2(m-1)\theta} = 1 = e^{i2\pi q} \) for integer values of \( q \). Hence

\[ \theta_q = \frac{\pi q}{m-1} \quad (5.16) \]

From (5.13) we get

\[ \hat{\lambda}_q = \alpha + 2|\gamma| \cos \left( \frac{\pi q}{m-1} \right) \quad q = 1, 2, \ldots, m-2 \quad (5.17) \]

Hence \( \hat{\lambda}_{\text{min}} = \alpha + 2|\gamma| \cos \left( \frac{\pi(m-2)}{m-1} \right) \) and \( \hat{\lambda}_{\text{max}} = \alpha + 2|\gamma| \cos \left( \frac{\pi}{m-1} \right) \).

We note that \( J \) and \( PJPT \) have the same eigenvalues. The eigenvalues of \( \hat{J} \) interlace
the eigenvalues of $PJP^T$ and hence that of $J$ [17]. From $\lambda_m \leq \hat{\lambda}_{\min}$ and $\hat{\lambda}_{\max} \leq \lambda_1$ which must hold in the limit as $m \to \infty$, we get $\sigma(\hat{J}) \in [\alpha - 2|\gamma|, \alpha + 2|\gamma|]$. Since $\sigma(J) \subseteq [\alpha - K, \alpha + K]$ we must have that $K \geq 2|\gamma|$. 

Assumption 5.3.

(a) It holds that $m \geq 4$.

(b) It holds that $\beta \gamma \delta \neq 0$.

(c) The constant $K$ always satisfies $K \geq 2|\gamma|$.

Assumption (a) is clear since otherwise the matrix $J$ is not defined. Assumption (b) can be stated without loss of generality since otherwise the matrix reduces to similar matrices of smaller dimension, whereas assumption (c) is clear in view of Lemma 5.2. In addition, we may assume without loss of generality that $|\beta| \geq |\delta|$ since it is easy to see that $J$ is similar to a matrix which has the same entries as $J$ except that the roles of $\beta$ and $\delta$ are exchanged.

Define $J_0$ to be the matrix arising from $J$ by setting all diagonal elements to zero. In view of Lemma 5.1, we know that $\sigma(J) = \alpha + \sigma(J_0)$, and that the eigenvalues of $J_0$ are symmetrically distributed around the origin. In order to obtain good lower and upper bounds for the extremal eigenvalues of $J$, it therefore suffices to find a suitable bound $K > 0$ such that $\sigma(J_0) \subseteq [-K, +K]$. We can use Proposition 5.1.1 and the recursion from that result, applied to the matrix $J_0$, reads as follows:

$$y_1 = K, \quad y_2 = K - \frac{\beta^2}{K}$$

$$y_{j+1} = f(y_j) \quad \forall j = 2, \cdots, m-2, \text{ where } f(y) = K - \frac{\gamma^2}{y}, \quad (5.18)$$

where $f(y)$ is a function defined on $y$. The bounds are then obtained by evaluating $y_2$ and $y_{m-2}$.
$$y_m = K - \frac{\delta^2}{y_{m-1}}.$$  

Lemma 5.4. \[4\] Let $\gamma \in \mathbb{R}$ and $K > 0$ be given. Choose an initial element $y_1 > 0$ and define $y_{k+1} = f(y_k)$ recursively for $k \in \mathbb{N}$, where $f$ is defined in (5.18). Then the following statements holds

Case 1: When $K \geq 2|\gamma|$, $f$ has a repelling fixed point $f_1 = \frac{K - \sqrt{K^2 - 4\gamma^2}}{2}$ and an attracting fixed point $f_2 = \frac{K + \sqrt{K^2 - 4\gamma^2}}{2}$ which coincide for $K = 2|\gamma|$, that is, $f_1 = f_2$ in this case.

(a) For $y_1 \in (f_1, f_2)$ we have $f_1 < y_1 < y_2 < \cdots < y_k < y_{k+1} < \cdots < f_2$ for all $k \in \mathbb{N}$.

Furthermore, it holds that $\lim_{k \to \infty} y_k = f_2$.

(b) For $y_1 > f_2$ we have $f_2 < \cdots < y_{k+1} < y_k < \cdots < y_3 < y_2 < y_1$ for all $k \in \mathbb{N}$.

Furthermore, it holds that $\lim_{k \to \infty} y_k = f_2$.

(c) For $y_1 \in (0, f_1)$ we have $f_1 > y_1 > y_2 > y_3 > \cdots$ and there exists a smallest $k_0 \in \mathbb{N}$ with $y_{k_0} \leq 0$. From that on, the sequence is no longer well-defined.

Case 2: When $K < 2|\gamma|$, $f$ has no fixed points.

Proof. Instead of giving the simple proof, we illustrate this result in Figure 5.1 for (a) only. Similar diagrams can be drawn to illustrate (b) and (c). The fixed points $f_1$ and $f_2$ will play an essential role in our analysis; since they depend on the constant $K$. We will denote them by $f_1(K)$ and $f_2(K)$ from now on. Furthermore, the recursively defined values $y_j$ (where $j = 1, \cdots, m$) also depend on $K$, so we write $y_j(K)$.  
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In view of Proposition 5.1.1, we have to find suitable conditions on the matrix entries \( \beta, \gamma, \delta \) of \( J_0 \) such that

\[
y_j(K) > 0 \quad \forall j = 2, \cdots, m - 2 \quad \text{and} \quad y_{m-1}(K) \geq h(K)
\]

where

\[
h(K) = \frac{\delta^2}{K}
\]

(5.20)

Figure 5.1: Illustration of Lemma 5.4 (a)

\[\square\]

**Lemma 5.5.** [4] *Consider the matrix \( J_0 \) and assume that \( |\beta| > \sqrt{2} |\gamma| \). Then \( y_2(K) < f_2(K) \).*
Proof. Firstly we recall from Assumption 5.3 that $K \geq 2|\gamma|$. This implies

$$1 - \frac{4\gamma^2}{K^2} \in [0, 1).$$

Hence, it follows that $\sqrt{1 - \frac{4\gamma^2}{K^2}} \geq 1 - \frac{4\gamma^2}{K^2}$ or, equivalently,

$$K^2 + K\sqrt{K^2 - 4\gamma^2} - 2K^2 + 4\gamma^2 \geq 0. \quad (5.21)$$

Since $2\beta^2 > 4\gamma^2$ by assumption, this yields

$$K^2 + K\sqrt{K^2 - 4\gamma^2} - 2K^2 + 2\beta^2 > 0 \quad (5.22)$$

which may be rewritten as

$$K^2 + K\sqrt{K^2 - 4\gamma^2} > 2K^2 - 2\beta^2. \quad (5.23)$$

Division by $2K$ gives $f_2(K) > y_2(K)$ in view of the definitions of $f_2(K)$ and $y_2(K)$, respectively. \hfill \Box

In the following, we will use the abbreviations

$$\bar{\beta} = \frac{\beta^2}{\sqrt{\beta^2 - \gamma^2}} \quad \text{and} \quad \bar{\delta} = \frac{\delta^2}{\sqrt{\delta^2 - \gamma^2}} \quad (5.24)$$

for $|\beta|, |\delta| > |\gamma|$. Then we have the preliminary result.

**Lemma 5.6.** [4] Consider the matrix $J_0$ and suppose that $|\beta| > \sqrt{2}|\gamma|$. Then the following statements hold:

(a) $y_2(\bar{\beta}) = f_1(\bar{\beta})$ and $y_2(K) > f_1(K)$ for all $K > \bar{\beta}$.

(b) If $|\delta| \in (|\gamma|, \sqrt{2}|\gamma|]$, then $h(K) < f_2(K)$ for all $K > \bar{\beta}$.

(c) If $|\delta| > \sqrt{2}|\gamma|$, then $h(K) < f_2(K)$ for all $K > \bar{\delta}$.

**Proof.** We begin with some preliminary observations. Let $l, \gamma \in \mathbb{R}$ be given such that $|l| > |\gamma|$, define

$$\bar{l} = \frac{l^2}{\sqrt{l^2 - \gamma^2}}. \quad (5.25)$$


and the strictly increasing function

\[ g_l : [2|\gamma|, \infty) \to \mathbb{R}, \quad g_l(x) = x^2 + x\sqrt{x^2 - 4\gamma^2} - 2\gamma^2. \]  

(5.26)

Then the following statements hold:

(i) We will always have \( \bar{l} \geq 2|\gamma| \), as shown below

\[ (l^2 - 2\gamma^2)^2 \geq 0 \]  

(5.27)

\[ l^4 - 4l^2y^2 + 4\gamma^4 \geq 0 \]  

(5.28)

\[ l^4 \geq 4l^2\gamma^2 - 4\gamma^4 \]  

(5.29)

\[ = 4\gamma^2(l^2 - \gamma^2) \]  

(5.30)

\[ \frac{l^4}{l^2 - \gamma^2} \geq 4\gamma^2 \]  

(5.31)

\[ \bar{l} = \frac{l^2}{\sqrt{l^2 - \gamma^2}} \geq 2|\gamma| \]  

(5.32)

and equality holds if and only if \( |l| = \sqrt{2}|\gamma| \).

(ii) If \( |l| \leq \sqrt{2}|\gamma| \), then \( g_l(x) > 0 \) for all \( x \in (2|\gamma|, \infty) \), as shown below. Since \( x > 2|\gamma| \) we have

\[ g_l(x) > g_l(2|\gamma|) \]  

(5.33)

\[ = 4\gamma^2 - 2\gamma^2 \geq 0 \]  

(5.34)

(iii) If \( |l| > \sqrt{7} \), then \( g_l(\bar{l}) = 0 \) and \( g_l(x) > 0 \) for all \( x \in (\bar{l}, \infty) \). This is proved as
follows

\[ g_l(l) = \frac{l^4}{l^2 - \gamma^2} + \frac{l^2}{\sqrt{l^2 - \gamma^2}} \sqrt{\frac{l^4}{l^2 - \gamma^2} - 4\gamma^2 - 2l^2} \]  \hspace{1cm} (5.35)

\[ = \frac{l^4}{l^2 - \gamma^2} + \frac{l^2}{l^2 - \gamma^2} \sqrt{(l^2 - 2\gamma^2)^2 - 2l^2} \]  \hspace{1cm} (5.36)

\[ = \frac{l^4}{l^2 - \gamma^2} + \frac{l^2(l^2 - 2\gamma^2)}{l^2 - \gamma^2} - 2l^2 \]  \hspace{1cm} (5.37)

\[ = \frac{l^4 + l^2(l^2 - 2\gamma^2) - 2l^2(l^2 - \gamma^2)}{l^2 - \gamma^2} = 0. \]  \hspace{1cm} (5.38)

Now \( x > \bar{l} \) implies

\[ g_l(x) > g_l(\bar{l}) = 0. \]  \hspace{1cm} (5.39)

(a) By direct computation it can be shown that

\[ y_2(\bar{\beta}) = \frac{\beta^2}{\bar{\beta}} \]  \hspace{1cm} (5.40)

\[ = \frac{\beta^2}{\sqrt{\beta^2 - \gamma^2}} - \sqrt{\beta^2 - \gamma^2} \]  \hspace{1cm} (5.41)

\[ = \frac{\beta^2 - (\beta^2 - \gamma^2)}{\sqrt{\beta^2 - \gamma^2}} \]  \hspace{1cm} (5.42)

\[ = \frac{\gamma^2}{\sqrt{\beta^2 - \gamma^2}} \]  \hspace{1cm} (5.43)

\[ = f_1(\bar{\beta}). \]  \hspace{1cm} (5.44)

Let \( l = \beta \), then

\[ g_\beta(K) = K^2 + K \sqrt{K^2 - 4\gamma^2 - 2\beta^2} \]  \hspace{1cm} (5.45)
Dividing by $2K$ yields
\[
\frac{g_\beta(K)}{2K} = \frac{K}{2} + \frac{\sqrt{K^2 - 4\gamma^2} - \beta^2}{2K} \tag{5.46}
\]
\[
= K - \frac{K}{2} + \frac{\sqrt{K^2 - 4\gamma^2} - \beta^2}{2K} \tag{5.47}
\]
\[
= K - \frac{\beta^2}{K} - \left( \frac{K - \sqrt{K^2 - 4\gamma^2}}{2} \right) \tag{5.48}
\]
\[
= y_2(K) - f_1(K). \tag{5.49}
\]

Hence the expression $y_2(K) - f_1(K)$ has the same sign as $g_\beta(K)$. Then $K > \bar{\beta} = \bar{l}$ implies from (5.39) that $g_\beta(K) > 0$ which shows that $y_2(K) > f_1(K)$.

For (b), (c) Let $l = \delta$, then
\[
g_\delta(K) = K^2 + K\sqrt{K^2 - 4\gamma^2} - 2\delta^2 \tag{5.50}
\]
Dividing by $2K$ yields
\[
\frac{g_\delta(K)}{2K} = \frac{K + \sqrt{K^2 - 4\gamma^2} - \delta^2}{2} \tag{5.51}
\]
\[
= f_2(K) - h(K) \tag{5.52}
\]
Hence the sign of $f_2(K) - h(K)$ is the same as sign of $g_\delta(K)$.

(b) Following a similar argument to that of (5.27) to (5.32) by replacing the variable $l$ by $\beta$ it can be shown that $\bar{\beta} \geq 2|\gamma|$. Since $K > \bar{\beta}$ we have that $K > 2|\gamma|$, let $x = K$ and $l = \delta$ in (5.33) to obtain $g_\delta(K) > 0$. Hence from (5.52) we have $h(K) < f_2(K)$.

(c) Since $\bar{\delta} > |\delta| > 2|\gamma|$ we have that $K > \bar{\delta}$ implies $K > 2|\gamma|$, then from (5.33) and (5.52) we have $h(K) < f_2(K)$. \qed
Theorem 5.7. [4] Let \( \bar{\beta}, \delta \) be defined as in (5.24). Then the inequalities

\[
\lambda_m(J) \geq \alpha - K \quad \text{and} \quad \lambda_1(J) \leq \alpha + K
\]

hold for the case \( |\delta| > \sqrt{2}|\gamma|, |\beta| > \sqrt{2}|\gamma| \) with \( K = \sqrt{\beta^2 + \gamma^2} \).

Proof. We may assume without loss of generality that \( |\delta| \leq |\beta| \) then

\[
(\beta^2 + \delta^2) \gamma^2 \leq 2\beta^2 \gamma^2 \leq \delta^2 \beta^2 \quad (5.53)
\]

\[
< \delta^2 \beta^2 \quad (5.54)
\]

Inequality (5.54) follows since \( |\delta| > \sqrt{2}|\gamma| \). From (5.54) we have

\[
\beta^2 \gamma^2 + \delta^2 \gamma^2 - \delta^2 \beta^2 < 0 \quad (5.55)
\]

\[-\beta^2 \gamma^2 - \delta^2 \gamma^2 + \delta^2 \beta^2 > 0 \quad (5.56)
\]

\[
\beta^4 - \beta^2 \gamma^2 - \delta^2 \gamma^2 + \delta^2 \beta^2 > \beta^4 \quad (5.57)
\]

\[
\beta^2 (\beta^2 - \gamma^2) + \delta (\beta^2 - \gamma^2) > \beta^4 \quad (5.58)
\]

\[
\beta^2 + \delta^2 > \frac{\beta^4}{\beta^2 - \gamma^2} \quad (5.59)
\]

\[
\sqrt{\beta^2 + \delta^2} > \frac{\beta^2}{\sqrt{\beta^2 - \gamma^2}} = \bar{\beta} \quad (5.60)
\]

Hence \( K > \bar{\beta} \). This implies that \( y_2(K) > f_1(K) \) from Lemma 5.6(a).

Since \( K = \sqrt{\beta^2 + \delta^2} \) we also have

\[
K^2 = \beta^2 + \delta^2 \quad (5.62)
\]

\[
\frac{\delta^2}{K} = K - \frac{\beta^2}{K} \quad (5.63)
\]

\[
h(K) = y_2(K). \quad (5.64)
\]
Now Lemma 5.4 implies that

\[ 0 < f_1(K) < y_2(K) < y_j(K) \quad \forall j = 3, \ldots, m-2 \]  

(5.65)

and

\[ \frac{\beta_m^2}{K} = \frac{\delta^2}{K} = h(K) = y_2(K) < y_{m-1}(K) \]  

(5.66)

Now applying Proposition 5.1.1 implies \( \sigma(J_0) \subseteq [-K, K] \). Hence \( \sigma(J) \subseteq [\alpha - K, \alpha + K] \)

\[ \square \]

5.1 Example

We test the result of Theorem 5.7 by using the matrix \( J \) defined by

\[ J = \begin{bmatrix}
4 & 3 & 0 & 0 & 0 \\
3 & 4 & 1 & 0 & 0 \\
0 & 1 & 4 & 1 & 0 \\
0 & 0 & 1 & 4 & 2 \\
0 & 0 & 0 & 2 & 4
\end{bmatrix} \]  

(5.67)

which has eigenvalues 0.8074, 1.8074, 4.0, 6.1926 and 7.1926. From Theorem 5.7 we obtain \( \sigma(J) \subseteq [0.39, 7.606] \) as compared to the Gershgorin circle theorem which gives \( \sigma(J) \subseteq [0, 8] \).
Chapter 6

Conclusion

In this study we have investigated bounds for the minimal and maximal eigenvalues of matrices. Firstly we considered matrices from $\mathbb{C}^{n \times n}$ and bounded them by using the entries of the matrix itself. This rather crude approach gives relatively poor bounds. Better bounds are obtained using the Gershgorin circle theorem as well as the ovals of Cassini. These illustrate the region in complex plane that contains the spectrum of the matrix. It cannot be concluded that one is better then the other, this obviously depends on the matrix.

We then considered partitioning the matrix into square diagonal blocks and establishing bounds by using the spectral norm. This approach can be useful as it may decrease the region in the complex plane that contains the spectrum.

Bounds by traces are used to find intervals containing both the smallest and largest eigenvalues. However this applies only to matrices with real eigenvalues. For locating
the smallest and largest eigenvalues, this is a rather powerful technique.

The eigenvalues and eigenvectors of symmetric real tridiagonal matrices with constant super diagonal, main diagonal and sub diagonal are known explicitly. However the discretization of boundary value problems by finite difference techniques destroys this constant structure. For such matrices bounds for the spectrum are found in Chapter 5 which are always superior to Gershgorin bounds.

There are special techniques which can be applied to positive definite matrices. However this is not the focus of this thesis.
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