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Abstract
Power Line Communication (PLC) is an interesting approach in establishing last mile broad-

band access especially in rural areas. PLC provides an already existing medium for broad-

band internet connectivity as well as monitoring and control functions for both industrial

and indoor usage. PLC network is the most ubiquitous network in the world reaching every

home. However, it presents a channel that is inherently hostile in nature when used for

communication purposes. This hostility is due to the many problematic characteristics of

the PLC from a data communications’ perspective. They include multipath propagation

due to multiple reflections resulting from impedance mismatches and cable joints, as well as

the various types of noise inherent in the channel. Apart from wireless technologies, current

high data rate services such as high speed internet are provided through optical fibre links,

Ethernet, and VDSL (very-high-bit-rate digital subscriber line) technology. The deployment

of a wired network is costly and demands physical effort. The transmission of high frequency

signals over power lines, known as power line communications (PLC), plays an important

role in contributing towards global goals for broadband services inside the home and office.

In this thesis we aim to contribute to this ideal by presenting a powerline channel modeling

approach which describes a powerline network as a lattice structure. In a lattice structure, a

signal propagates from one end into a network of boundaries (branches) through numerous

paths characterized by different reflection/transmission properties. Due to theoretically infi-

nite number of reflections likely to be experienced by a propagating wave, we determine the

optimum number of paths required for meaningful contribution towards the overall signal

level at the receiver. The propagation parameters are obtained through measurements and

other model parameters are derived from deterministic power system. It is observed that the

notch positions in the transfer characteristics are associated with the branch lengths in the

network. Short branches will result in fewer notches in a fixed bandwidth as compared to

longer branches. Generally, the channel attenuation increase with network size in terms of

number of branches. The proposed model compares well with experimental data. This work

presents another alternative approach to model the transfer characteristics of power lines

for broadband power line communication. The model is developed by considering the power

line to be a two-wire transmission line and the theory of transverse electromagnetic (TEM)

wave propagation. The characteristic impedance and attenuation constant of the power line

v



are determined through measurements. These parameters are used in model simplification

and determination of other model parameters for typical indoor multi-tapped transmission

line system. The transfer function of the PLC channel is determined by considering the

branching sections as parallel resonant circuits (PRC) attached to the main line. The model

is evaluated through comparison with measured transfer characteristics of known topologies

and it is in good agreement with measurements. Apart from the harsh topology of power

line networks, the presence of electrical appliances further aggravates the channel conditions

by injecting various types of noises into the system. This thesis also discusses the process

of estimating powerline communication (PLC) asynchronous impulsive noise volatility by

studying the conditional variance of the noise time series residuals. In our approach, we use

the Generalized Autoregressive Conditional Heteroskedastic (GARCH) models on the basis

that in our observations, the noise time series residuals indicate heteroskedasticity. By per-

forming an ordinary least squares (OLS) regression of the noise data, the empirical results

show that the conditional variance process is highly persistent in the residuals. The variance

of the error terms are not uniform, in fact, the error terms are larger at some portions of

the data than at other time instances. Thus, PLC impulsive noise often exhibit volatility

clustering where the noise time series is comprised of periods of high volatility followed by

periods of high volatility and periods of low volatility followed by periods of low volatility.

The burstiness of PLC impulsive noise is therefore not spread randomly across the time

period, but instead has a degree of autocorrelation. This provides evidence of time-varying

conditional second order moment of the noise time series. Based on these properties, the

noise time series data is said to suffer from heteroskedasticity. GARCH models addresses the

deficiencies of common regression models such as Autoregressive Moving Average (ARMA)

which models the conditional expectation of a process given the past, but regards the past

conditional variances to be constant. In our approach, we predict the time-varying volatility

by using past time-varying variances in the error terms of the noise data series. Subsequent

variances are predicted as a weighted average of past squared residuals with declining weights

that never completely diminish. The parameter estimates of the model indicates a high de-

gree of persistence in conditional volatility of impulsive noise which is a strong evidence of

explosive volatility. Parameter estimation of linear regression models usually employs least

squares (LS) and maximum likelihood (ML) estimators. While maximum likelihood remains

one of the best estimators within the classical statistics paradigm to date, it is highly reliant
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on the assumption about the joint probability distribution of the data for optimal results.

In our work, we use the Generalized Method of Moments (GMM) to address the deficien-

cies of LS/ML in order to estimate the underlying data generating process (DGP). We use

GMM as a statistical technique that incorporate observed noise data with the information in

population moment conditions to determine estimates of unknown parameters of the under-

lying model. Periodic impulsive noise (short-term) has been measured, deseasonalized and

modeled using GMM. The numerical results show that the model captures the noise process

accurately. Usually, the impulsive signals originates from connected loads in an electrical

power network can often be characterized as cyclostationary processes. A cyclostationary

process is described as a non-stationary process whose statistics exhibit periodic time varia-

tion, and therefore can be described by virtue of its periodic order. The focus of this chapter

centres on the utilization of cyclic spectral analysis technique for identification and analysis

of the second-order periodicity (SOP) of time sequences like those which are generated by

electrical loads connected in the vicinity of a power line communications receiver. Analysis

of cyclic spectrum generally incorporates determining the random features besides the pe-

riodicity of impulsive noise, through the determination of the spectral correlation density

(SCD). Its effectiveness on identifying and analysing cyclostationary noise is substantiated

in this work by processing data collected at indoor low voltage sites.
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CHAPTER 1

Introduction
In recent times, the telecommunications industry has gone through a massive evolution

which resulted in the advent of mobile phones, digital subscriber line (DSL) technology, IP

services etc. The demand for high data rates, services and of guaranteed Quality of Service

(QoS) is rapidly increasing. The telecom service providers are confronted with a challenge

to satisfy the requirements of their customers. The mobility needs of the customers are

generally fulfilled through the cellular networks. Nevertheless, the data throughput of mo-

bile networks is limited. Another prevalent wireless solution for access to provision of data

services is the Wireless Fidelity (Wi-Fi). The Wi-Fi has capability to provide data rates

in the order of tens of megabits per second (Mbps), though it facilitates limited mobility.

Wireless networks, however, suffers a great deal from variable link reliability. Furthermore,

the presence of electromagnetic interference (EMI) affects the network’s performance. In

consequence, high speed data services are predominantly rolled out on the wired networks.

The provision of high data rate services like the high speed internet are currently deliv-

ered over optical fibre links, Ethernet and very-high-bit-rate digital subscriber line (VDSL)

technology. The substantial physical effort and cost required for the deployment of a wired

network is prohibitive. In general, optical fibre cables serve as backbone access networks and

are deployed underground with the objective for long term planning. Technologies such as

the fibre to the home (FTTH) extends the optical fibre network to the customer premises, al-

though additional infrastructure should be installed within the house to successfully exploit

the benefits of the high throughput of the fibre link supports. The same applies to the case

with VDSL technology. Majority of telecom and entertainment services such as the internet,

voice, television and live video streams are provided through IP technology. In numerous

households multiple rooms are furnished with several terminals like a computer, a television

set and play station providing access to such services. Nonetheless, it is unlikely that there

is availability of high data rate terminals in every room. In terms of ADSL technology,

the telephone line already in place is used to provide the high bit rate services. Internet

connectivity based on VDSL is generally not pervasive in the home since a house is normally
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equipped with one or two telephone connection points. Likewise, it is not common to find

pre-installed Ethernet cables in an ordinary home. Furthermore, the necessary installation of

the new cables to expand the network in the home may be restrictive in the customers’ view

for aesthetic reasons. Customers need an expansive, high speed and reliable data network

within the home. Power line communication (PLC) technology on the other hand delivers

ubiquitous high speed data services with no further installation of infrastructure necessary.

The prevalent in-home electrical wiring which is primarily deployed to provide the electrical

energy to the home is exploited by the PLC technology to further serve as a data commu-

nication channel. In general, every room in the house has an electrical wiring and several

power points of connection. Accordingly, PLC technology can deliver the maximum reach

of the high speed telecom services everywhere in the house. This technology is capable of

realizing data rates in the order of several hundreds of Mbps. The inhome electrical wiring

network is typically a single phase power supply network delivering 230 volts of alternating

current (AC) mains at 50 Hz (60 Hz in some parts of the world). Accordingly, the network

cabling design is suitable to transport electrical energy at low frequencies. Thus, they may

not guarantee fidelity when deployed to transport high frequency communication signals.

On that basis, the inhome electrical network presents a hostile environment for communi-

cation signals. Moreover, the numerous types of noise injected into the channel generated

by electrical appliances connected to the inhome electrical network further aggravates the

channel conditions. The success of PLC technology towards reliable and guaranteed provi-

sion of high speed services therefore necessitates service providers not only to study the PLC

channel and noise but also to explore new data communication strategies over this channel.

Power line communication (PLC) is a technology where information is carried by the

conductor that is normally deployed for electrical power distribution. Electrical energy is

transmitted over high voltage transmission lines, distributed over medium voltage lines and

used inside premises at lower voltages. Each stage of the electrical power system is capable

of hosting various PLC applications. The evolution of PLC stretches over one hundred

years. Initially, the transfer of information over power lines was merely used for exchange of

telemetry and telecommand of the electrical distribution system power. In recent years, there

has been an emergence of numerous inhome applications such as the automation of household

appliances and security of premises, homes etc. As is common with any technology, PLC

technology has come through several phases to accomplish its current mould. Although,
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in its introduction, it started by providing very low data rate services, PLC technology is

currently promising to deliver broadband applications at customer buildings. Early in 1838,

there was a proposal for remote electricity supply metering in order to monitor battery

voltage levels at unstaffed sites. A power line signalling electricity meter was then patented

in 1897. Due to the substantial evolution of electronics, in the period 1900’s to 1970’s,

numerous developments were made towards the reading of electricity meters remotely [1].

The first main real application pertaining to transmission of information over power ca-

bles was for the electrical distribution grid protection in the event of fault. In fact, telemetry

or telecommand for electrical distribution network on high voltage power lines remains one of

the principal applications of PLC [2]. In order to circumvent or curb damage during faults,

it is necessary for information to be exchanged between power plants, substations and distri-

bution centres. Due to their robustness, availability and readiness for connectivity, electrical

networks make the PLC technology a viable solution. shortly after the commencement of

widespread electrical power supply, narrowband power line communication followed. The

first carrier-frequency systems started to function around the year 1922 utilizing the high

voltage lines in the frequency range from 15 to 500 kHz for telemetry purposes, and this

application has continued to date [3]. Load management of the electrical power system was

the principal motivation for the development and deployment of PLC technology. One might

wonder why this technology has stimulated renewed attention in recent times, taking into

account that data transmission over power lines has been around for a reasonably long time.

This is especially the case considering that the data rate required for protection and teleme-

try is hardly more than few kbps and thus not proportional to the Mbps data rate required

to be sustained for multimedia services. This can be explained by a combination of effects

that transpired during the 1990’s, namely, the dramatic development of the internet as well

as the enormous strides in very large scale integration (VLSI) and digital signal processing

(DSP) techniques. Moreover, the deregulation of the telecommunication market, initially in

the US and eventually in Europe and Asia. These circumstances enabled power line com-

munications to position itself as a realistic technology for various applications requiring high

data rates spanning up to 100 Mbps.
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1.1 PLC Ecosystem

The field of PLC has various manufacturers, operators and standardization associations.

The focus of some of the groups, for instance, Gigle and Spidcom, is solely in chip manufac-

turing. Other groups involved include large telecom operators such as France Telecom and

British Telecom. HomePlug Powerline Alliance and Home Grid Forum remains the major

consortiums.

1.2 Standards

The anticipated evolution of PLC technology involves numerous discussions with standard-

ization bodies for telecommunications. The objective of the proposed standards is to satisfy

the following principal targets:

∙ General Requirements.

∙ Safety.

∙ Electromagnetic Compatibility.

∙ Performance & Interoperability.

Numerous Standard Definition Organizations (SDO) like ETSI PLT, IEEE 1901, and

ITU G.hn perform the standardization for PLC technologies. Moreover, different industrial

consortiums are involved in the development towards the evolution of PLC technology, such

as the HomePlug powerline Alliance and the Home Grid Forum.

1.2.1 European Telecommunication Standards Institute (ETSI)

Concerning the overall interoperability of PLC systems and the electricity standards in

Europe, ETSI standards plays a significant role. High quality standards and specifications

to deliver telecommunication services through the pervasive public and private electrical

power grids is the core objective of the ETSI TC (Technical Committee) PLC. To facilitate

interoperability between products from different manufacturers and co-existence of numerous

PLC systems within the same framework, standards are developed with sufficient details [4].

Moreover, ETSI TC PLT has published and developed the required standards to ensure that
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PLC thrives in coexistence with other technologies and services [5]. The ETSI requirements

are provided in:

∙ TR 102049 "Quality of service (QoS) requirements for in-house systems": this document

stipulates the classification of home applications, home devices, service categories,

traffic categories and QoS demands.

∙ TR 102494 "Technical requirements for in-house PLC modems": Currently, there is nearly

no technical specification provided on physical (PHY) and medium access control

(MAC) layers.

1.2.2 IEEE 1901

In January 2011, the IEEE P1901 standard was officially published. This standard is de-

veloped by the IEEE working group and its objective is to deliver high data rate PLC

technology with PHY (physical layer) data rates in excess of 100 Mbps. The standard cov-

ers the frequency range up to 100 MHz and it includes the access part (up to 1.5 km from

the user) as well as the local network part (up to 100 m from the terminals) [6]. Qualcomm

Atheros have already proposed the chipsets AR7400 which is compatible with the IEEE

P1901 standard [7].

1.2.3 International Telecommunications Union (ITU) G.hn

The G.hn working group is committed to an alternative recommendation characterizing

transceivers for in-building networking over metallic conductors like telephone loops, coaxial,

data and power cables. The ITU G.9960 standard was released in 2009. It was anticipated

that the first chipsets to implement this standard would be available at the beginning of

2012. Indeed by the end of that year a few participants announced compliance of their

silicon with the standard, with only interoperability tests remaining. The maximum data

rate and the quality of service (QoS) are stipulated to undertake the triple play (Internet,

video over IP, voice over IP) solutions. Even though the expected data rate is projected

up to 1 Gbps, however, this is perhaps only possible for the coaxial cables. The original

proposition of the G.hn working group was to confront numerous classes of existing wires

in the home environment as a collective. In this viewpoint, the development of a unique

solution employing any wired medium accessible in the customer premises should be enabled.
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In September 2011, ITU has released the G.9963 standard, with the multiple input multiple

output (MIMO) communication functionalities for powerline communication included [8].

1.3 Major Players

Owing to the prospective benefits associated with PLC technology, various enterprises and

research groups in the telecom community have taken recognition. The description here

includes some of the major players.

1.3.1 HomePlug Power Alliance (HPA)

The HomePlug Power Alliance Inc. is an industry-led initiative. In its establishment, the

mandate was to create specifications for inhome high speed powerline networking prod-

ucts and control and command among platforms. The Alliance stimulates demand for

HomePlug-enabled products and services globally through the sponsorship of market and

customer education programs. The growth of membership in the Alliance includes in ex-

cess of 75 industry-leading companies. France Telecom, as a telecom operator, is also a

member participant. HomePlug Powerline Alliance developed numerous specifications for

PLC standards including HomePlug 1.0, HomePlug AV, HomePlug BPL, HomePlug Green

PHY and HomePlug command and control. The latest HPAV 2.0 incorporates the MIMO

communication functionalities [9].

1.3.2 Universal Powerline Association (UPA)

UPA is an international organization. The organization advances DS2 chipsets developing

the Digital Home Standard (DHS) in the process, which is dedicated to create a compre-

hensive specification required by the silicon vendors for the design of integrated circuits for

voice, video and data communication through electric power grids [4], [10].

1.3.3 Consumers Electronics Powerline Communication Alliance (CEPCA)

CEPCA as an alliance also seeks to advance power line communication. It has fourteen par-

ticipants comprising largely of Japanese manufacturers (Sony, Mitsubishi, Panasonic etc.).

The goal of CEPCA is to make it possible for the numerous power line communication sys-

tems to co-operate. Panasonic (i.e Matsushita Electric Industrial) advances the High defini-
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tion Powerline Communication (HD-PLC) chipsets, that employs an efficient high frequency

Wavelet OFDM modulation technique, with a programmable notch filter that prevents in-

terference with other radio frequency broadcasts like amateur radio. In theory, the expected

peak data transmission rate is up to 190 Mbps [4], [11].

1.4 Power line Communication Projects

To date, there are numerous applications that can be realised through the use of PLC

technology. In order to develop a reliable technology, performance metrics such as latency,

bandwidth and availability are key to its growth and survival. To this end, some well-funded

mega projects were put in place with specific objectives and time lines. Such projects include,

but not limited to; development of a high bandwidth access network, affirmation of cognitive

broadband over power lines, standardization and technology development.

1.4.1 OMEGA

The OMEGA project is dedicated to the development of a comprehensible indoor access

network capable of providing high bandwidth services and content at a transmission rate of

one Gbps. The interdisciplinary project consortium comprise of twenty European associates

from industry as well as the academic community. The project was introduced at the

beginning of 2008 and completed by the end of 2010. OMEGA is an integrated project

in the information and communication technology (ICT) domain supported financially by

the European Commission under EU Framework Program 7 (FP7). Considering that the

fibre to the home (FTTH) access has potential to deliver symmetric data at a minimum

rate of 100 Mbps, it is then conceivable that a home network would support Gbps data

transmission and a latency time in the order of milliseconds. Therefore it is expected that

the performance of the home network must be high enough to sustain numerous services

concurrently, even when they individually have different demands. Moreover, it must be

cheaper and less complicated to manufacture at an industrial scale. The OMEGA home

network seeks to provide Gbps capacity with low latency within the home as well as the

access network, through either the wireless communication or communication the existing

wired home infrastructure, thus facilitating access to and the advancement of alternative

and innovative services [12].
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1.4.2 Powernet

The Powernet project was completed in 2008. Its objective was to demonstrate and affirm

the new cognitive broadband over power lines (CBPL) under actual world scenarios in field

experiments using a large number of CBPL apparatus. The project derives its motivation

from the big market potential for PLC technology. The major advantage of broadband over

power line (BPL) over its counterparts is that the power cables which are already in place

necessitates no further deployment of extra cables. The new cognitive BPL technology has

been developed recently based on the substantial knowledge of the shortcomings experienced

in the prior field trials conducted. A MATLAB simulation of the CBPL technology had

been successfully implemented; the results were encouraging: high data rates attainable

(reaching 300 Mbps) at lower transmit power spectral density (PSD), for example, lower

electromagnetic radiations. The leakage energy in the frequency bands allocated to other

users measures as low as -100 dBm/Hz implying that CBPL does not interfere with other

users [13].

1.4.3 OPERA

The strategic purpose of the OPERA project was to drive PLC technology in the entirety of

relevant aspects (standardization, technology development, installation aids and procedures,

telecom services, smart grid services, distribution) in order to enhance it as an alternative

that provides broadband access to all European residents using the most pervasive infras-

tructure. This development of the PLC technology will promote the development of the

European Information Society in line with the proposed objectives in the eEurope 2005 plan

by the means of:

∙ Improved competition in the broadband access: PLC networks can be rapidly and seam-

lessly deployed with minimum investments by exploiting the existing power networks.

PLC is a ubiquitous solution for access and inhome distribution that will provide a

real alternative last mile access network.

∙ Encouraging widespread services availability: PLC attributes such as the transparent

integration with numerous communication technologies (Wi-Fi etc.) and the com-

plete end-user coverage will contribute to the deployment of value-added-services over

broadband such as smart home, video streaming, e-health, VoIP, etc.
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∙ European industry leadership: PLC technology expertise and technical prowess are presently

based in Europe. This represents a remarkable opportunity for the development, com-

petitiveness and authority of European broadband industry that will stimulate the

creation of employment, to the enhancement of the information society technologies

in Europe and also the socio-economic prosperity in EU [14].

1.5 Electromagnetic Compatibility

From the electromagnetic compatibility (EMC) perspective, an equipment or system must

neither be the source nor the victim of unwanted electromagnetic noise in its frequency band

of operation. The transmission of the perturbations between a transmitter and a receiver is

either through conduction or through radiation. In Europe, the PLC system must adhere

to the CISPR22 standard which deals with the radio electric perturbations [15].

1.6 Research Objectives

In line with the general perspective that power lines could become more desirable in their

deployment as media for data communication purpose, the principal objective of this work

is to explore the indoor powerline network as a communication channel and its associated

noise. As the most ubiquitous wired network, PLC has a huge potential to meet the alarm-

ing demand of high-speed broadband services in the home/office environment. However, its

structure and topology is rather hostile to high frequency signals as it was only intended for

low frequency power signals. The heavy presence of impulsive noise generated by normal

operation of household appliances also contributes adversely to the propagation of communi-

cation signals. To that effect, this thesis focuses on PLC channel and noise characterization

and modeling in low voltage indoor scenarios. The main objectives of this thesis are outlined

as follows:

∙ Model practical power line communication channels in the frequency domain by con-

sidering their frequency-selective nature. A multipath approach has been adopted.

∙ Study the dispersive properties of indoor PLC channels through their impulse re-

sponses. The time-delay spread parameters are derived and represented by their cu-

mulative distributions. The PLC channels are then characterized by their coherence
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bandwidth.

∙ Develop a deterministic PLC channel model based on the two-wire transmission line

and theory of transverse electromagnetic (TEM) wave propagation. The branching

elements of the multi-tapped transmission line system are considered to be parallel

resonant circuits attached to the working line (bus topology).

∙ Analysis of the overall impulsive noise captured at a wall plug in an office environment.

The impulsive noise is described by its peak-to-average value and its probability distri-

bution (PDF) is determined and presented alongside a typical band-limited Gaussian

reference for comparison purpose.

∙ Estimation of PLC asynchronous impulsive noise volatility in indoor PLC environ-

ments using Generalized Autoregressive Conditional Heteroskedastic processes. The

basis of this approach stems from the fact that, after performing an ordinary least

square regression on the noise register, the noise time series residuals indicates het-

eroskedasticity. The modeling is outlined and applied to a measured noise data.

∙ A channel model is developed and presented which describes the power network as

a lattice structure. In its derivation, transmission/reflection paths between network

nodes are easily traceable and characterized. Thus the model can be regarded as

a Deterministic-Multipath (DM) approach. The simplicity of the lattice structure

enables us to determine the optimum number of paths to be considered meaningful.

∙ Spectral identification and analysis of impulsive cyclostationary additive noise. Cyclic

spectral analysis is employed to identify and analyse the second-order periodicity

(SOP) of the measured noise time sequences. The cyclostationarity analysis com-

prise mainly of estimating random aspects and periodic behaviour of the impulsive

noise through the spectral correlation density.

∙ Introduced Generalized Method of Moments for parameter estimation for Linear Re-

gression models. Linear regression models usually employs least squares and maximum

likelihood estimators for parameter estimation. While effective, these estimators are

over reliant on the assumption about the joint probability distribution of the data for

optimal results. This shortcoming is, however, addressed by the use of GMM. An au-
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toregressive GMM driven model is finally used to model a short-term cyclostationary

impulsive noise.

1.7 Thesis organisation

This thesis comprises of seven chapters. The individual chapters presents insight into the

work in the form of introduction, objective or summary. The organisation is as follows:

Chapter 1 presents the general introduction of the subject matter pertaining to the concepts.

The evolution of PLC technology is discussed as well as its general framework.

Chapter 2 provides a brief review on the structure and characteristics of power lines as well

as prior work in the field of power line communication related to the work presented in this

thesis. Prominent approaches towards modeling of both PLC channel and impulsive noise

are discussed.

Chapter 3 presents a frequency domain channel model for practical power line communica-

tion scenarios. A multipath approach has been adopted. Study the dispersive properties

of indoor PLC channels through their impulse responses. These parameters are valuable in

wideband antenna design. We also developed a deterministic PLC channel model based on

the two-wire transmission line and theory of transverse electromagnetic (TEM) wave propa-

gation. The branching elements of the multi-tapped transmission line system are considered

to be parallel resonant circuits attached to the working line (bus topology).

Chapter 4: A channel model is developed and presented which describes the electrical power

network as a lattice structure. In its derivation, transmission/reflection paths between net-

work nodes are easily traceable and characterized. Thus the model can be regarded as a

Deterministic-Multipath (DM) approach. The simplicity of the lattice structure enables us

to determine the optimum number of paths to be considered meaningful.

Chapter 5: The overall impulsive noise captured at a wall plug in an office environment is

analysed. The impulsive noise is described by its peak-to-average value and its probability

distribution (PDF) is determined and presented alongside a typical band-limited Gaussian
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reference for comparison purpose. Furthermore, PLC asynchronous impulsive noise volatil-

ity in indoor PLC environments is estimated using GARCH processes. The basis of this

approach stems from the fact that, after performing an OLS regression on the noise register,

the noise time series residuals indicates heteroskedasticity. The modeling is outlined and

applied to a measured noise data.

Chapter 6 presents the spectral identification and analysis of impulsive cyclostationary PLC

noise. Cyclic spectral analysis is employed to identify and analyse the second-order period-

icity (SOP) of the measured noise time sequences. The cyclostationarity analysis comprise

mainly of estimating random aspects and periodic behaviour of the impulsive noise through

the spectral correlation density. Moreover, the Generalized Method of Moments is intro-

duced for parameter estimation for Linear Regression models. Linear regression models

usually employ least squares and maximum likelihood estimators for parameter estimation.

While effective, these estimators are over reliant on the assumption about the joint proba-

bility distribution of the data for optimal results. To circumvent this shortcoming, GMM is

used. An autoregressive GMM driven model is finally used to model a short-term cyclosta-

tionary impulsive noise.

Chapter 7 provides the summary conclusions drawn from the study undertaken. It provides

a detailed insight into the research contributions of this thesis with possible future endeav-

ours highlighted. It further outlines the thesis contributions as summarized under section

1.6 and also reflected under declaration of publications.

1.8 Contributions in terms of Journals and Conference Pro-

ceedings

The listed publications below are materials forming part of this thesis with appearance in

peer-reviewed and accredited journals as well as conference proceedings.

1. M. Mosalaosi, T. J. O. Afullo, "Broadband Characteristics for Multi-Path Power

Line Communication Channels: Indoor Environments", International Journal on Com-

munications Antenna and Propagation (Accepted in)(IRECAP)

2. M. Mosalaosi, T. J. O. Afullo, "Channel Modeling for High Speed Indoor Pow-
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erline Communication Systems: The Lattice Approach", (To appear in) Annals of

Telecommunications.

3. M. Mosalaosi, T. J. O. Afullo, "A Deterministic Channel Model for Multi-Access

Broadband Powerline Communication", presented in IEEE AFRICON conference, Ad-

dis Ababa, Ethiopia, 14-17, September, 2015.

4. M. Mosalaosi, T. J. O. Afullo, "Analysis of Broadband Power Line Communi-

cations Noise for Indoor Environments", presented in Southern Africa Telecommuni-

cation Networks and Applications Conference (SATNAC), Kogelberg, South Africa,

September 6-9, 2015.

5. M. Mosalaosi, T. J. O. Afullo, "Prediction of Asynchronous Impulsive Noise

Volatility for Indoor Powerline Communication Systems using GARCH Models", pre-

sented in Progress In Electromagnetics Research Symposium Proceedings (PIERS),

Shanghai, China, August 8-11, 2016.

6. M. Mosalaosi, T. J. O. Afullo, "Cyclostationary Spectral Identification and Analy-

sis of Broadband Power-Line Communication Impulsive Noise", presented in Southern

Africa Telecommunication Networks and Applications Conference (SATNAC), George,

South Africa, 4-7, September, 2016.

7. M. Mosalaosi, T. J. O. Afullo, "Parameter Estimation for Linear Regression Mod-

els in Powerline Communication Systems Noise Using Generalized Method of Moments

(GMM)", presented in Progress In Electromagnetics Research Symposium Proceedings

(PIERS), Shanghai, China, 8-11, August, 2016.
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CHAPTER 2

Literature Review

2.1 Introduction

The fundamental principle of power line communication is utilizing the existing electrical

power networks for data communications purposes. For a greater period of their existence,

power line have fulfilled its duties as a medium for transmission and distribution of low

frequency electrical signals. Primitive power line communication was restricted to low speed

applications such as remote metering and operations management services that serve the

needs of utility companies. This narrow scope of PLC usage has improved a great deal

recently, owing to the tremendous increase in demand for high speed broadband multimedia

communication services.

This chapter aims to provide insight into some of the contributions in literature with

regards to power line communication. The development of new PLC technology and sys-

tems requires extensive knowledge of the structure and properties of the electrical power

network for its consideration as a viable data communication channel. In this regard, the

historical development and current advances in the PLC technology are outlined. Channel

and noise modelling approaches and developments are also outlined. This chapter serves

as a knowledge basis that will be used in later sections of the dissertation to investigate

existing techniques and develop approaches to serve the aim of enhancing the performance

of PLC systems.

2.2 Properties of Electrical Power Networks

Power line communication systems exploit the existing electrical power grid infrastructure

to transport communication signals aimed at delivering narrowband and broadband data

services to the consumer. The primary purpose of the electrical power system is, nonetheless,

the transmission and distribution of mains signal at 50 or 60 Hz (50 Hz in Africa and

other parts of the world, 60 Hz in North America) from the power generating plants to the

customers. Accordingly, electrical power networks differ significantly in topology, structure
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Figure 2-1: Typical Electrical Power System

and physical characteristics from conventional data communication media constituted by

twisted pair, Ethernet cables, coaxial cables, and optical fibres. The viability of the electrical

power grids for high speed data transfer requires a comprehensive understanding of their

structure and underlying properties. Electrical power networks are classified based on their

voltage levels into three classes [16]: the high voltage (HV) level (110 - 330 kV), the medium

voltage (MV) level (10 - 30 kV) and the low voltage (LV) level (0.4 kV). These three segments

of the electrical power network are interconnected by transformers. The transformer present

a data transmission blockage at high frequencies as it will only allow low frequency electrical

signals to pass because it is modeled as an open circuit for PLC signals with spectral content

related to broadband technology. Figure 2-1 shows a typical structure of an electric power

system. The indoor PLC scenario is described by points C and F in Figure 2-1.
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2.2.1 High Voltage Networks

High voltage power lines are used for the transmission of electrical power generated at the

power plant to multiple substations, traversing long geographical distances of up to several

hundred kilometres. High voltage power networks form the electric power backbone for the

utility company. HV power transmission is usually carried out through overhead three phase

conductors. This level of voltage is more suitable for transportation over long distances essen-

tially to reduce the energy losses. The main losses present in high voltage lines are the heat

loss caused by the resistance of the power line material and leakage losses [16]. A convenient

selection of the wire material and appropriate dimensioning of electrical cables can restrict

heat losses to acceptable levels. Corona losses are likely to occur due to the discharge activ-

ities in the vicinity of the conductors caused by high electric field strengths at high voltages.

Thinner conductors are more prone to these discharge effects when employed to transport

high voltage signals. Moreover, corona discharge can produce concentrated high frequency

impulses which may cause interference with radio broadcasting utilizing the low and medium

frequency bands. Data Communication over high voltage lines at high frequencies is also

subject to interference, reducing system reliability. Two dominant types of high frequency

interferences in high-voltage overhead lines [16]: the first is the periodic short-duration im-

pulsive interference generated by switching events and atmospheric discharges. It tends to

have broadband spectra in the frequency domain. Since the conductors are carrying high

voltages, the resulting impulses are characterized by very high magnitudes which may lead

to dangerous peaks arriving at the receiver. The second type of interference prevalent in

HV lines is a persistent broadband interference having a fairly high power spectral density

(PSD). This interference is brought about by discharge activities and can be modelled as

white Gaussian noise (WGN) with its PSD strongly dependent on weather conditions, in-

creasing drastically in the presence of rain, frost and fog. Due to severe interference and

attenuation at high voltages, HV power lines are not suitable for data transmission [17].

Alternatively, fibre optic cables are generally installed along high voltage routes for control

and monitoring purposes as well as for data transmission exploiting their high capacity.
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2.2.2 Medium Voltage Networks

Medium voltage networks are typically employed to supply electricity to rural areas, small

towns and independent industrial companies. Generally, MV electrical power lines carry

voltage levels ranging between 10 kV and 30 kV and have typical lengths of about 5 - 25

km [16]. Overhead lines and underground cables are both used in the medium voltage range

for the transmission and distribution of electrical power. However, in densely-populated

urban areas, underground cables are normally preferred. Unlike overhead high voltage lines,

medium voltage overhead lines tends to require relatively smaller poles and smaller wire

cross-sections because of the lower voltage they carry. With regards to the physical struc-

ture, MV lines are mainly made of copper and aluminium with various cross-section shapes

including round, sector-shaped and oval [16]. The preferred insulation for medium voltage

power line networks is usually Polyvinyl chloride (PVC) or vulcanized polyethylene (VPE).

Regarding data transmission, medium voltage lines form the backbone of the electric utility

data communications over power lines [17].

2.2.3 Low Voltage Networks

The low voltage network is the last portion of the electrical power network supplying elec-

trical energy to the consumers at 100 - 400 volts. In Europe underground cables are mainly

used in this voltage level [16], [18]. However, in South Africa, low voltage overhead lines are

still visible in urban areas. In terms of the physical structure, low voltage lines are similar to

medium voltage lines and are composed of copper or aluminium with PVC or VPE insula-

tion. The length of LV electrical power lines normally extends up to 500 m from the MV/LV

transformer station to the consumer’s premises. Power line communication technologies uti-

lize the low voltage electrical wiring to deliver data communications services to the home or

office. Furthermore, in-building networking solutions can be established through the power

line network.

2.3 Characteristics of Power Lines

Power lines form the medium of transmission in PLC systems. Since the primary purpose of

these lines is the transmission of mains signals at 50 or 60 Hz, their design did not take into

consideration the possibility for data transport at higher frequencies. This section serves to
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provide an overview of the technical characteristics of electrical wiring pertaining to their

usability and/or suitability for data transmission.

2.3.1 Capacitance and Inductance

The power line network distributes electrical energy to various devices connected to the grid.

Appliances connected to the electric power grid are characterized by a certain inductance

(L) and capacitance (C) each of which depends on the amount of current flowing through

the device’s circuit. The inductance of an electrical circuit defines the amount of magnetic

flux due to the current running in the circuit. Depending on the amount of inductance

(amount of flux), it may cause interference with neighbouring circuits if it is not restricted

within the generating loop. Consider a current (I) inducing a magnetic flux (𝜑), then the

inductance (L) is given [19] as:

𝐿 =
𝜑

𝐼
(2.1)

In the event that the circuit is driven by an alternating current (AC) of voltage (V) and

frequency (f), the inductance is calculated as follows:

𝐿 =
𝑉

𝑗2𝜋𝑓𝐼
(2.2)

The capacitance of an electric circuit represents a measure of the amount of electrical

energy stored for a given potential created between two adjacent conductive surfaces with

opposite charges [19]. The capacitance is defined in terms of the electric charge (Q) and the

voltage (V) between two planes according to

𝐶 =
𝑄

𝑉
. (2.3)

For the AC voltage supplied by the electrical grid, capacitance (C) can be represented

as follows:

𝐶 =
𝐼

𝑗2𝜋𝑓𝑉
(2.4)
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2.3.2 Impedance

The overall opposition to the flow of current in alternating current (AC) circuits is measured

by impedance. The impedance (Z) of a cable is made of resistive, capacitive and inductive

components and can be represented by a complex form [19]:

𝑍 = 𝑅 + 𝑗𝐿2𝜋𝑓 +
1

𝑗𝐶2𝜋𝑓
(2.5)

For circuits only operated by a direct current (DC), the impedance will be equivalent to

a pure resistance. Normal operation in electrical networks entails continuous connection to

or disconnection of appliances from the power network. Accordingly, the input impedance

seen by a PLC device connected to the network in the vicinity of such loads may be variable

and unpredictable. This inconsistency makes it difficult to model the power line channel

to determine its suitability for simultaneous transmission of data communication signals.

Poor or lack of matching of the loads in the electrical network to the cable’s characteristic

impedance leads to reflections from the loads back along the cable towards the source. The

severity of the reflections depends on the output impedances of the loads, with significant

reflections able to deter the communication signal from reaching the receiver with sufficient

energy. This channel variation caused by plugging and/or unplugging of electrical appliances

makes for a difficult prospect in modelling PLC channels. Section 2.5 presents some of the

attempts in literature towards modelling of power line channels.

2.4 PLC Noise

One of the significant features of electrical networks, particularly in the "last mile" area and

in-building wiring, is the susceptibility to a variety of signals. Understanding of the different

interference sources in the electrical power network is key to establishing reliable high speed

PLC data systems. Generally, the electrical devices connected to the network or its proxim-

ity are the main sources of interference. This is, however, not always a result of any kind of

malfunction in the power network as some of the electrical machinery and devices can cause

interference even during their normal operation. In addition, switching electrical appliances

(ON and OFF) causes impulsive current and voltage peaks propagating along the electrical

wiring. Typical noise-generating electrical devices include light dimmers, fluorescent and
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Figure 2-2: The components of the additive noise model for PLC channels

halogen lamps, universal motors and so forth [3, 20]. Another kind of impairment affecting

broadband power line communications is with regards to electromagnetic interference (EMI)

and electromagnetic compatibility of power lines. The unshielded electrical wiring is sus-

ceptible to radiation effects from radio services operating in the same radio frequency (RF)

band. Broadband power line devices typically operate in the frequency range 2 - 68 MHz.

Radio services operating within this frequency range such as amateur radio have been using

parts of the medium frequency (MF) and high frequency (HF) bands for decades. Accord-

ingly, contrary to conventional data communication channels, noise in electric power grids

cannot be described by the classical approach of additive white Gaussian noise (AWGN).

The noise present in power lines is often categorized into classes. As reported in [16], noise

at a wall power outlet is summarized into three main categories: coloured background noise,

narrowband interference and impulsive noise. According to [21], there are five types of noise:

coloured background noise, narrowband noise, periodic impulsive noise synchronous to the

mains frequency, periodic impulsive noise asynchronous to the mains and asynchronous im-

pulsive noise. Figure 2-2 depicts a PLC scenario under a noisy conditions encountered during

data transmission. The transmitted signal 𝑥(𝑡) passes through a PLC channel represented

by its time-varying channel impulse response (CIR), ℎ(𝑡, 𝜏). Various types of noise are added

to 𝑛̂(𝑡), channel output free of noise, before its arrival at the receiver. The different types

of noise scenarios that are depicted in Figure 2-2 are described with more details as follows:

∙ Coloured Background Noise: this type of noise is usually assumed to be the aggregate
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result of various sources of white noise characterized by different noise amplitudes at

different portions of the frequency band [22]. Coloured background noise is typically

characterized by a fairly low power spectral density (PSD). This PSD tends to decrease

with an increase in frequency. Its highest value is in the frequency band closest to the

mains signal frequency (50 Hz or 60 Hz) up to about 20 kHz [16].

∙ Narrowband Noise: this type of noise occurs at narrow portions of the frequency band

with a relatively high PSD. Narrowband interference appears in the form of sharp

peaks of noise amplitudes in the frequency domain. It is generally caused by the

radio stations (amateur radio, AM radio, FM radio, etc.) broadcasting their signals

in the frequencies typically within the 1 - 68 MHz range. Nonetheless, narrowband

interference may occur at lower frequency bands. Its occurrence at such low frequencies

is due to the switching of electrical appliances such as television sets, power supplies,

fluorescent lamps or computer screens [16].

∙ Periodic Impulsive Noise Synchronous to the Mains Frequency: the main cause

of periodic impulsive noise is the switching of rectifiers in AC/DC power converters

[22] and phase control in electric devices such as light dimmers, which takes effect

synchronously with the power signal frequency. Cyclic voltage peaks of impulsive

nature are generated at every zero-crossing of the mains signal leading to repetition

rates of the multiples of the mains frequency (i.e. 50 or 100 Hz for 50 Hz power grids).

These type of impulses are generally characterized by short durations and a PSD that

decreases with frequency.

∙ Periodic Impulsive Noise Asynchronous to the Mains Frequency: this periodic

interference occurs with repetition rates in the range of 50 - 200 kHz. Impulses of this

type are generated as a result of switched capacitor based AC/DC converters.

∙ Asynchronous Impulsive Noise: the main cause of asynchronous impulsive noise is

switching transients that occur in various parts of the electric network. Measurements

in [21] show that typical impulses of this type have durations ranging from some

microseconds to a few milliseconds. The threat posed by this random noise occurring

in bursts on high speed PLC data communication is quite significant. Effectively, it

imposes the use of robust modulation techniques and powerful channel coding schemes.
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The first three noise types described above generally remain stationary over long periods

of time (i.e. seconds, minutes or hours) and can be summarized as background noise [16,

21, 23]. The last two types have a random time-varying nature and can be described as

impulsive noise. A review of some of the prevalent approaches to modelling impulsive noise

will be given in Section 2.6.

2.5 PLC Channel Modelling

The emergence of new communication systems demands an extensive knowledge and under-

standing of the characteristics of the transmission medium for effective data communication.

The choice of the transmission technique and other design parameters is based on the channel

transfer properties, noise characteristics and as a consequence, the offered capacity. There-

fore, suitable models that can describe the data transmission behaviour over a medium with

sufficient precision are required. As mentioned before, the electrical power grid is not de-

signed for high speed data transmission, hence modelling this medium is a very difficult task

and forms one of the major technical challenges [18,22,24,25]. In addition to the impulsive

noise dilemma that was discussed in the previous section, electrical networks exhibit strong

branching topologies due to their intricate distribution structures, which gives rise to sig-

nificant degradation of transmission quality. Signal propagation along power lines does not

only take a single path from the transmitter to the receiver. Multiple paths are possible

due to the numerous routes created by the numerous branches. Furthermore, reflections

from the loads connected at the branch end points lead to the reception of delayed copies

(echoes) of the transmitted signal. Several attempts to model the electric power grid as a

communication medium can be found in the literature, for example [26–29]. The existing

models for the transfer function of power line channels are based on two fundamental ap-

proaches: time domain and frequency domain [18]. Time domain models are typically based

on averaged measurement trials of obtained results. On the other hand, frequency domain

models, are based on a deterministic approach. These two approaches are briefly reviewed

in the following two sub-sections.
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2.5.1 Time Domain Approach: The Multipath Model

The topology and structure of electric power networks differs from those of conventional

telecommunication networks. In electric grids, the connection of customer premises to sub-

stations is not of point-to-point type as in the case of communication networks such as

telephone local loops. As shown previously in Figure 2-1, the link from a transformer sub-

station consists of a distribution link forming a bus topology and house connections with

variable lengths representing branches from the distributed cable. The house connection is

terminated at a house connection box, which is then succeeded by numerous branches in

the in-building wiring. Due to the heavy presence of branching and impedance mismatches

in the power line network, multiple reflections occur, giving rise to a multipath propagation

scenario (frequency) selectivity. Furthermore, this frequency selectivity causes frequency-

dependent attenuation and thus should be considered in the modelling process. Generally,

signal attenuation in power lines is the result of coupling losses which depends on the PLC

transceiver design and line losses depending on the length of the cable [24]. In addition to

the frequency-dependent attenuation, the channel transfer characteristic is also time-varying

and depends on the location of the receiver since different appliances are constantly been

plugged in and out of the electrical network causing changes in the transfer function. Models

of the power line channel transfer function that describe the multipath propagation effects

have been proposed by Phillips [27] and Zimmermann and Dostert [26,30]. According to [26],

the channel transfer function 𝐻(𝑓) that describes the signal transmission in PLC channels

in the 500 kHz to 20 MHz band is given as follows:

𝐻(𝑓) =

𝑁𝑝∑︁
𝑖=1

𝑐𝑖𝑒
−(𝑎0+𝑎1𝑓𝑘)𝑑𝑖𝑒−𝑗2𝜋𝑓𝜏𝑖 (2.6)

where 𝑁𝑝 ∈ N is the number of meaningful propagation paths, 𝑐𝑖 ∈ R and 𝑑𝑖 ∈ R denotes the

weighting factor and the 𝑖th path length, respectively. Accordingly, the multipath scenario

is represented by a superposition of signals arriving from 𝑁𝑝 different paths. Frequency-

dependent attenuation is described by the parameters 𝑎0 ∈ R, 𝑎1 ∈ R and the exponent

𝑘 ∈ R. In this model, the first exponential represents the attenuation factor, whereas the

second exponential describes the echo scenario where 𝜏𝑖 ∈ R is the path delay and is given

by the following:
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Figure 2-3: Single branch PLC channel

𝜏𝑖 =
𝑑𝑖
√
𝜀𝑟

𝑐0
=

𝑑𝑖
𝑣𝑝

, (2.7)

where 𝜀𝑟 is the dielectric constant of the insulating material, 𝑐0 is the speed of light and

𝑣𝑝 is the propagation velocity. To demonstrate the multipath signal propagation in electric

power grids, a simple example extracted from [26] is illustrated in Figure 2-3. This simple

topology, commonly known as the T-network, consists of a power line with a single branch

represented by the line segment from point B to point D in the figure. The three segments

of the link (i.e. (1), (2) and (3)) are assumed to have different lengths and different charac-

teristic impedances. Consider that points A and C (transmitter and receiver respectively)

are matched to their line characteristic impedances, then it follows that only points B and D

can cause reflections in the link. These reflections occurring at terminals B and D will lead

to infinitely many routes from terminal A to terminal C (e.g. A-B-C or A-B-D-B-D-...C).

The transmission and reflection factors in each branch determines the weighting factor each

propagation path will have, which is denoted by 𝑔𝑖 in the transfer function given in (2.6).

Generally, the parameters of the model in (2.6) can be obtained from measurements of the

PLC channel transfer function. The magnitude of the channel frequency response can be

used in the determination of the attenuation parameters (i.e. 𝑎0, 𝑎1 and 𝑘). The path pa-

rameters (𝑔𝑖, 𝑑𝑖 and 𝜏𝑖) can be obtained from the channel impulse response of the channel.

The number of paths is typically in the range 5 - 50 paths [22].

2.5.2 Frequency Domain Approach: Transmission Line Theory Models

The power line channel can be modelled using deterministic approaches provided a de-

tailed knowledge of the electrical power grid between the transmitter and the receiver is
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available. Thus, knowledge of the network topology, physical properties of the cable, and

load impedances should be available. Two models based on a two-conductor and a multi-

conductor transmission line (MTL) theory are briefly reviewed.

2.5.2.1 Two-Conductor Transmission Line Models

Various researchers have utilized the two-conductor transmission line theory to model the

power line channel can be found in [28] and [29]. Typically, these models use either scattering

or transmission matrix approach [18]. A two-conductor transmission line, with ground being

the second conductor supports four modes of signal propagation. The signal travels along

the line in two spatial modes each having two directions of propagation [18]. The two

spatial modes are the differential and common modes. The dominant mode that carries

the data signal in the desired direction along the transmission line is the differential mode.

Differential signalling can be used to excite the propagation in the differential mode only,

and reduce the propagation in the common mode which is normally induced by external

noise. To achieve good rejection of unwanted external signals, the two conductors must

be well balanced as any imbalance between them promotes common mode propagation.

The two-conductor model does not address the effects of wiring and grounding practices in

the transmission behaviour. In addition, the model neglected the effect of electromagnetic

compatibility issues in the estimation of the common mode currents. Additionally, the two-

conductor model does not explain the propagation in the presence of a third conductor

present in single-phase power lines leading to a MTL situation. Consequently, the attempts

to model the power line channel based on a two-conductor transmission line approach does

not fully explain the propagation behaviour along power lines [18].

2.5.2.2 Multi-Conductor Transmission Line Models

Power cables used in single-phase connections normally consist of three or four conductors,

which limits the applicability of the two-conductor transmission line model in explaining the

propagation behaviour. Therefore, the modelling of the power line channel in the presence

of a third or fourth conductor should rather consider multiple-conductor transmission line

theory. In MTL, a transmission line consisting of N conductors and ground is partitioned

into N simple TL’s, each representing a single propagation mode [30]. Accordingly, the

signal at the input of an MTL is broken into N modal components, each of which tra-
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verses the corresponding modal TL. Recombination of the modal components of the signal

takes place at the output ports. The coupling between each port and each modal TL is

obtained using the weighting factors in the voltage and current transformation matrices. If

a three-conductor power cable is used, then six propagation modes exist in the line resulting

from three spatial modes (i.e. differential, pair and common). Each of the three spatial

modes has two directions of propagation. The desired signal current generally travels in

the differential mode. The signal in the pair-mode corresponds to the current flowing from

the ground wire and the other two wires, whereas the signal in the common mode of op-

eration corresponds to the overall imbalance between the modes and is directly related to

the cable installation practices [25]. In indoor electric power grid, there is usually an im-

balance between the propagation modes which results in coupling between the propagation

modes [25]. Frequency-domain channel models based on TL theory offer the advantage of

low computational complexity that is almost independent of the electric power grid topol-

ogy [18]. Nevertheless, a comprehensive knowledge of the transmission link must be available

a priori. The model requires details about the topology, properties of the cables used and

impedance values at the end of every branch involved. The validity of the model can easily

be nullified if an appreciable amount of knowledge of such parameters is not available. In

a practical scenario, such knowledge of the power line network is nearly impossible, which

makes modelling the power line using the frequency-domain models based on TL theory

unrealistic. The time-domain approach described in Section 2.5.1, however, does not require

such details about the network.

2.6 Impulsive Noise Modelling

High-speed data communications over power lines is confronted with a significant challenge

due to the asynchronous impulsive noise presence. Practical measurements show that this

type of noise can have large energy leading to a significant degradation in the performance

of PLC systems [22,31]. Its ability to frequently sweep complete data symbols is a cause for

concern in the research community as well as designers of PLC devices and systems. In [32],

it is reported through practical measurements in power lines that the typical strength of a

single impulse is more than 10 dB above the background noise level and can exceed 40 dB.

Measurements in [21] indicate that the power spectral density of impulsive noise generally
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Figure 2-4: Sample of an Impulsive Noise

exceed that of background noise by 10 - 15 dB in most parts of the 0.2 - 20 MHz band.

Furthermore, this difference may even rise to more than 50 dB at certain parts of the

band. Figure 2-4 shows a sample impulse having a duration of approximately 50 𝜇𝑠. In the

time-domain, three random variables characterize the impulsive noise that occurs in power

lines and other data communication mediums. These are: impulse width, amplitude and

inter-arrival time (IAT). Several attempts to derive the probability distribution statistics

of these three parameters based on practical measurements in power line networks can be

found in [32] and [33]. The impulse width and amplitude both represents the energy carried

by a single impulse. The frequency of the impulses (the reciprocal of IAT) along with the

impulse energy describe the power of the impulsive noise. Numerous statistical approaches

have been put forward in literature in an attempt to model impulsive noise as described in

the following sub-sections. Background noise on the other hand is usually modelled as white

Gaussian random process (WGN) [32].

2.6.1 Middleton Class A Noise Model

Middleton in [34–36] classifies the electromagnetic (EM) noise or interference into three

main classes: Class A, Class B and Class C (the sum of Class A and Class B). Various
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researchers concede that the Middleton Class A noise model satisfactorily describes the

statistical characteristics of the impulsive noise in PLC environments as in [33,37–39] as well

as in other communication environments [40]. This model integrates both background and

impulsive noises. Following the Middleton Class A model, the overall noise is a sequence

of independent and identically distributed (i.i.d.) random variables with the probability

density function (PDF):

𝑝(𝑧) =
∞∑︁

𝑚=0

𝑒−𝐴𝐴𝑚

𝑚!

1

2𝜋𝜎2
𝑚

𝑒𝑥𝑝

(︂
− 𝑧2

2𝜎2
𝑚

)︂
, (2.8)

where the variance 𝜎2
𝑚 is defined as:

𝜎2
𝑚 = (𝜎2

𝑔 + 𝜎2
𝑖 )

(︀
𝑚
𝐴

)︀
+ Γ

1 + Γ
, (2.9)

where the parameter 𝐴 is called the impulsive index and is determined as the product of

the average rate of impulses per unit time and average impulse duration. The variances 𝜎2
𝑔

and 𝜎2
𝑖 denote the power of background noise and impulsive noise respectively. The ratio

between background noise and impulsive noise is given by

Γ =
𝜎2
𝑔

𝜎2
𝑖

. (2.10)

It can be deduced from (2.8) that the PDF of the Middleton Class A noise is actually

a weighted sum of Gaussian PDFs with mean equal to zero. Accordingly, the mean and

variance of this process can be obtained by the following [31]:

𝜇𝑧 = 𝐸{𝑧} =

∫︁
𝑧.𝑝(𝑧)𝑑𝑧 =

∞∑︁
𝑚=0

𝑒−𝐴𝐴𝑚

𝑚!

1

2𝜋𝜎2
𝑚

∫︁
𝑧.𝑒𝑥𝑝

(︂
− 𝑧2

2𝜎2
𝑚

)︂
= 0 (2.11)

𝜎2
𝑚 = 𝐸{𝑧2} =

∞∑︁
𝑚=0

𝑒−𝐴𝐴𝑚

𝑚!

1

2𝜋𝜎2
𝑚

∫︁
𝑧2.𝑒𝑥𝑝

(︂
− 𝑧2

2𝜎2
𝑚

)︂
=

𝑒−𝐴𝜎𝑔
Γ

∞∑︁
𝑚=0

𝐴𝑚

𝑚!

(︁𝑚
𝐴

+ Γ
)︁

(2.12)

The Middleton Class A model was originally developed to describe the man-made EM

interference with impulsive behaviour. Despite the fact that this model has been considered

by many researchers to describe impulsive noise, its applicability to model impulsive noise

in power line networks remains inconclusive.
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2.6.2 Bernoulli-Gaussian Model

Owing to its simplicity, the Bernoulli-Gaussian model is frequently used to model impul-

sive noise in electrical power grids and other data communication media [29, 41–44]. In a

Bernoulli-Gaussian model of impulsive noise, the occurrence of impulsive noise is modelled

according to the Bernoulli process 𝑏(𝑚), whereas the amplitude of the impulses is modelled

according to the Gaussian distribution 𝑛(𝑚) [45]. A Bernoulli process is an i.i.d. sequence

of ones and zeros with a probability that the process takes a value of ’1’ (𝑝(𝑏(𝑚) = 1) = 𝛼);

therefore, the process takes a value of ’0’ with a probability of 1 − 𝛼. The probability mass

function (pmf ) of a Bernoulli process is defined by:

𝑓(𝑥) =

⎧⎪⎨⎪⎩
𝛼, for 𝑏(𝑚) = 1

1 − 𝛼, for 𝑏(𝑚) = 0
(2.13)

The mean and variance of the Bernoulli process are given by:

𝜇𝑏 = 𝐸[𝑏(𝑚)] = 𝛼 (2.14)

and

𝜎2
𝑏 = 𝐸

{︀
[𝑏(𝑚) − 𝜇𝑏]

2
}︀

= 𝛼(1 − 𝛼), (2.15)

respectively. The amplitudes of impulses are obtained from a Gaussian distribution with

zero mean and variance 𝜎2
𝑛, which has the following probability density function (pdf ):

𝐺[𝑛(𝑚)] =
1

𝜎𝑛
√

2𝜋
exp

(︂
−𝑛2(𝑚)

2𝜎2
𝑛

)︂
. (2.16)

2.6.3 Poisson-Gaussian Model

A simple and efficient way that is often used to model impulse noise is the Poisson-Gaussian

model [39, 41, 42]. In [42], it has been determined through measurements in residential

power line networks, that the arrival of impulsive noise resembles a Poisson distribution. In

the Poisson-Gaussian model, the impulse arrival time is modelled according to the Poisson

process and the impulsive noise amplitudes are modelled as a Gaussian process of zero

mean and variance 𝜎2
𝑛. Thus, the occurrence of impulsive noise is governed by a Poisson
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distribution of rate 𝜆 units per second, therefore the probability of 𝑚 arrivals of a process

per unit time is

𝑃𝑝(𝑚) = 𝑃𝑝(𝑀 = 𝑚) = 𝑒−𝜆𝜆
𝑚

𝑚!
, 𝑚 = 0, 1, 2, · · · (2.17)

However, the amplitude of impulsive noise is modelled as a Gaussian process with a mean

of zero and variance 𝜎2
𝑛 as described in the previous section. To model the overall noise

experienced during PLC transmission in the discrete time domain, the background noise 𝑤𝑘

is usually assumed to be an additive white Gaussian random process (AWGN) [28,41]. The

𝑘𝑡ℎ sample of the impulsive noise can be obtained using the Poisson-Gaussian model as:

𝑖𝑘 = 𝑏𝑘𝑔𝑘, (2.18)

where 𝑏𝑘 denotes the arrival of impulses according to the Poisson process and 𝑔𝑘 is a white

Gaussian process characterizing the impulse amplitudes. This model can be thought of as

each transmitted symbol being independently struck by an impulse with a probability of 𝑏𝑘

having a random Gaussian amplitude of 𝑔𝑘 [40]. If the signal 𝑎𝑘 is transmitted over power

lines impaired by impulsive noise, the received signal can be represented by

𝑟𝑘 = 𝑎𝑘 + 𝑛𝑘. (2.19)

The probability density function of the total noise 𝑛𝑘 is given by [40]

𝑝(𝑛𝑘, 𝑛𝑘) = (1 − 𝛼)𝐺(𝑛𝑘, 0, 𝜎
2
𝑤) + 𝛼𝐺(𝑛𝑘, 0, 𝜎

2
𝑤 + 𝜎2

𝑖 )𝐺(𝑛𝑘𝐼 , 0, 𝜎
2
𝑤 + 𝜎2

𝑖 ), (2.20)

where 𝛼 denotes the probability of occurrence of impulsive noise and 𝐺(𝑥, 𝜇, 𝜎2) represents

the Gaussian probability distribution function of mean 𝜇 and variance 𝜎2 as shown in (2.16).

2.6.4 Autoregressive Moving Average (ARMA) Models

This model presents a statistical approach to model periodic impulsive noise generated by

appliances connected to the electrical power network in indoor environments. The derivation

of the models is based on collected data from a measurement campaign. The models also

leverage on the deseasonalization of measured data and applying autoregressive moving
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average modeling of cyclostationary random processes. Noise generated by power loads has

a dominant effect on the overall noise measured in indoor scenarios. This noise, periodic

in nature, usually emanates from power suppliers connected to the electrical power grid.

Owing to this, significant efforts have been made towards modeling the periodic impulsive

component of the aggregate noise. Notably, the power spectral density of this noise and its

short-term cyclic variations have been studied in [23] and [46] respectively; with the findings

of [46] progressively been utilized to develop a complete channel simulator for PLC [47]. Key

features of the periodic impulsive noise such as properties of the impulses (impulse shape,

repetition rate, impulse duration and magnitude) as well as the power spectral density have

been presented in [48–51] following further experiments. The associated models capturing

these results have thus been determined. It should be noted, however, that only in [50] has

a fully statistical model been developed to represent the periodic impulsive noise. Therein,

this noise is characterized as a sequence of impulses whose duration, amplitude, and inter-

arrival time follows specific statistical laws. Further statistical representations of the periodic

impulsive noise are presented in [37] and [52] on the basis of a Poisson process, unfortunately,

they do not rely on experimental data. In [53], statistical models for periodic impulsive noise

are developed. The key features of the models are such that:

∙ They are based on experimental data acquired from indoor environments.

∙ Simplicity in implementation since they are based on ARMA modeling of time series.

Considering the many variants of the ARMA family, only the deseasonalized autore-

gressive moving average (DARMA) model enables the development of accurate statistical

representation with low implementation complexity [53]. In general, the DARMA modeling

technique of a time series follows the following steps:

∙ Determine a suitable one-to-one mathematical transformation capable of removing the

cyclostationarity of the process under analysis.

∙ Utilize this transformation to generate a stationary time series.

∙ Fit the stationary series to an ARMA model.

∙ The cyclostationarity is then restored by applying an inverse transformation to generate

a data sequence with statistical properties similar to the original time series.
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Given a measured cyclostationary time series data sequence 𝑤𝑛, it can be transformed

to a new stationary sequence 𝑧𝑛 (𝑧𝑛 = 𝐺(𝑤𝑛), with the deseasonalization technique detailed

in [54]. An ARMA(𝑝, 𝑞) model for a random process 𝑧𝑛 can be expressed as [54,55]

(𝑧𝑛 − 𝜇) − 𝜑1(𝑧𝑛−1 − 𝜇) − · · · − 𝜑𝑝(𝑧𝑛−𝑝 − 𝜇) = 𝑎𝑛 − 𝜃1𝑎𝑛−1 − · · · − 𝜃𝑞𝑎𝑛−𝑞, (2.21)

where 𝜇 represents the expected value of 𝑧𝑛 and 𝜑𝑖 (𝑖 = 1, 2, · · · , 𝑝) and 𝜃𝑗 (𝑗 = 1, 2, · · · , 𝑞)

are the 𝑝th and 𝑞th order parameters of the autoregressive (AR) and moving average (MA)

parts, respectively. On the other hand, 𝑎𝑛 denotes a real white Gaussian process with zero

mean and variance 𝜎2. The ARMA(𝑝, 𝑞) model of (2.21), having an expected value of 𝑎𝑛

equal to zero, can be represented in the form

𝑧𝑛 = 𝑎𝑛 −
𝑞∑︁

𝑗=1

𝜃𝑗𝑎𝑛−𝑗 +

𝑝∑︁
𝑖=1

𝜑𝑖𝑧𝑛−𝑖 (2.22)

from which the AR(𝑝) and MA(𝑞) models can be selected by setting 𝜃𝑗 = 0 and 𝜑𝑖 = 0

respectively. In the process of the DARMA modeling, the coefficients of (2.21) need to be

computed. The parameters 𝜃𝑗 of the MA(𝑞) model are recursively determined through the

innovations algorithm [55] by using the recursive form

𝜃𝑞−𝑘 = 𝑣−1
𝑘

⎡⎣𝑅𝑧(𝑞 − 𝑘) −
𝑘−1∑︁
𝑗=0

𝜃𝑞−𝑗𝜃𝑘−𝑗𝑣𝑗

⎤⎦ (2.23)

for 𝑘 = 0, 1, · · · , 𝑞 − 1, with 𝑣0 = 𝑅𝑧(0)

and

𝑣𝑘 = 𝑅𝑧(0) −
𝑘−1∑︁
𝑗=0

𝜃2𝑘−𝑗𝑣𝑗 (2.24)

for 𝑘 ≥ 1. It should be noted that 𝑣𝑞 corresponds to the variance 𝜎2 of the samples of the

process 𝑎𝑛 of the MA model. Here,

𝑅𝑧(𝜏)=̇𝐸[𝑧𝑛𝑧𝑛+𝜏 ] =
1

𝑁

𝑁−𝜏∑︁
𝑛=1

𝑧𝑛𝑧𝑛+𝜏 (2.25)
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denotes the autocorrelation of the stationary data sequence 𝑧𝑛. The operator =̇ denotes

isomorphism while 𝐸[.] represents the expectation. On the other hand, the parameters 𝜑𝑖

of the AR(𝑝) model are determined by using the Yule-Walker equations [54]; that is, the

vector of the unknown parameters Φ𝑝=̇[𝜑1, 𝜑2, · · · , 𝜑𝑝]
𝑇 is calculated as

Φ𝑝 = P−1
𝑝 R𝑝 (2.26)

where R𝑝=̇[𝑅𝑧(1), 𝑅𝑧(2), · · · , 𝑅𝑧(𝑝)]𝑇 is a p-dimensional vector and

P𝑝 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 𝑅𝑧(1) 𝑅𝑧(2) . . . 𝑅𝑧(𝑝− 2) 𝑅𝑧(𝑝− 1)

𝑅𝑧(1) 1 𝑅𝑧(1) . . . 𝑅𝑧(𝑝− 3) 𝑅𝑧(𝑝− 2)
...

...
...

. . .
...

...

𝑅𝑧(𝑝− 2) 𝑅𝑧(𝑝− 3) 𝑅𝑧(𝑝− 4) . . . 1 𝑅𝑧(1)

𝑅𝑧(𝑝− 1) 𝑅𝑧(𝑝− 2) 𝑅𝑧(𝑝− 3) . . . 𝑅𝑧(1) 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.27)

is a symmetric 𝑝× 𝑝 matrix.

In the AR model the sample variance of 𝑎𝑛 is determined as

𝜎2 = 𝑅𝑧(0) −
𝑝∑︁

𝑖=1

𝜑𝑖𝑅𝑧(𝑖). (2.28)

In the case of determining the parameters of the ARMA(𝑝, 𝑞) model, the process is not

usually as facile as it is with both the AR(𝑝) and MA(𝑞) models due to numerical stability

issues [56, 57]. In their efforts to combat this problem, [53] have employed the Matlab

function armax.m [58] based on an iterative algorithm to estimate the parameters of the

ARMA process [59]. The procedures outlined above allows any of the AR(𝑝), MA(𝑞) or

ARMA(𝑝, 𝑞) models to be employed in the generation of the stationary sequence 𝑧𝑛. The

cyclostationarity of the original sequence can be restored via the inverse transformation of

the stationary sequence. A new data sequence is thus generated with similar statistical

properties to the original sequence. The generated data sequence is thus given by

𝑤̂𝑛=̇𝐺−1(𝑧𝑛). (2.29)
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The challenge of this modeling approach is proper selection of the model order 𝑝 and

𝑞 given that they can take any value. The higher their values the higher the statistical

accuracy, which also leads to higher computational complexity. Expectedly, the choice of

the model order is a compromise between statistical accuracy and computational complexity.

Throughout this study, the focus will be on PLC channel and noise modeling. Powerline

channels are known to exhibit multipath propagation which results in notches in the channel

transfer function evaluated in the frequency domain. The depth of these notches depends

on several topology parameters such as branch lengths and terminating impedance. This

study will approach the channel modeling in two ways, depending on information available

about the electrical network. One way aims to take advantage of known electrical network

parameters and the other considers an unknown realistic channel and estimate its transfer

function.

This study will also investigate noise characteristics in electrical power grids. PLC noise

differs significantly from popular wireless noise characteristics. Known to be dominated by

impulsive components generated by appliances in the electrical network, this noise will be

investigated and characterized.
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CHAPTER 3

Broadband Characteristics and Modeling of

Multi-Path Powerline Communication Channels

3.1 Introduction

In the quest to develop new communication systems, the choice of the transmission tech-

nique and other design parameters is reliant on the characteristics of the channel transfer

functions, additive noise and as a consequence, possible channel capacity. This consequently

places a demand for accurate models that can describe the transmission phenomena over the

power line with sufficient precision. Numerous approaches to model the transfer function

of electrical power grids have been brought forward in literature. In general, the factors

which determine the reliability and accuracy of these models are essentially the modeling

algorithms and the model parameters. The modelling approaches are generally classified

into two categories depending on how the model parameters are obtained: the top-down

strategy and the bottom-up strategy. With regards to the top-down strategy, which is also

commonly known as the empirical approach, the model parameters are obtained through

measurements. This approach requires minimal computation intensity and has little dif-

ficulty in its implementation. Comparatively, the bottom-up technique computed with a

priori methodology starts off with a theoretical derivation of the parameters, with a clear

description on the connection between the parameters and performance metrics. The em-

pirical and deterministic modeling techniques each has advantages and disadvantages. The

top-down modelling technique boasts simplicity in its usage as well as implementation. The

transfer function parameters are extracted from actual measurements of a PLC network.

However, its susceptibility to measurement errors and lack of generality in its application to

different PLC networks proves to be a major setback. On the other hand, the bottom-up

modeling strategy derives all its transfer function parameters theoretically. It is therefore

necessary to acquire a detailed knowledge of all the relevant components’ characteristics.

Typically these details are the topology (network architecture), cable lengths and proper-
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ties, and impedance loadings at every branch termination. The network behaviour relative

to the model parameters is thus clearly defined. Alterations in the transfer function are

predictable as per changes in the network configuration. The transfer function modeling

will however be significantly compromised should some of the parameters be unavailable.

The major drawback of this approach lies in its computational efforts. In this chapter, the

two approaches are adopted and two models are developed. This is brought about by the

realization that the two approaches, regardless of their respective shortcomings, are envi-

ronment specific in their application. Their specificity in application makes it impossible to

combine their advantages for improved determination and implementation.

3.2 Multi-Path PLC Channels

The idea of utilizing electrical power grids as a communication medium dates back to the

1900’s [60]. However, until recently, their use has been restricted to narrowband applica-

tions. The main reason for dismissing usage of power lines for broadband applications was

simply because the channel was considered too noisy and unpredictable [61]. Furthermore,

interference with primary users of the spectrum was also a big issue. However, advances

in digital transmission techniques have provided a different perspective on the prospect of

employing PLC systems for broadband applications. Thus, applications such as PLC local

area networks (LAN) would not be restricted to computer connections, but also extended

to peripherals and multimedia equipment. PLC has a promising future in developing coun-

tries, as opposed to developed countries where there is a strong competition from digital

subscriber lines (DSL), wireless networks, fibre optics, and cable services [61]. Telecom op-

erators globally are currently offering triple play solutions (telephony, video, and internet

access) and PLC is a viable option to deliver broadband data to the residential gateway,

to the television set top box and the computer [61]. Electrical power grids have variable

physical characteristics and network topologies vary across countries due to different wiring

practices [62]. Another problematic factor is the presence of noise generated by appliances

connected to the power network. The noise characteristics experienced in PLC environ-

ments are rarely stationary, white and Gaussian [23,63]. The provision of the service is still

deterred by lack of unified standards as well as channel models. Another factor in question

is as to whether PLC systems are capable of rivalling their counterparts in terms of bit
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rates. The variability of channel characteristics in indoor environments has led to numer-

ous channel modelling approaches and consequently lack of a common agreement on the

most suitable channel model. A series of standards such as IEEE P1901-2010 and ITU-T

G.hn/G.cx, have been released owing to the increasing market demand for indoor broadband

communications, smart grid applications, and in-home energy management [64]. Thus, the

quest to develop accurate models to facilitate these technologies remain an on-going process.

The existing models proposed in literature can be classified into two main categories [65]:

the multipath approach (top-down strategy) [26,66–69] and the transmission line theory ap-

proach (bottom-up strategy) [70,71]. The multipath model takes into account the reflected

signals due to impedance discontinuities at branches and other mismatches such as cable

heterogeneity. Its accuracy is completely reliant on the proper selection of the parameters

of the signal propagation properties [65]. The effective number of paths is derived from

the actual measurements of channel transfer functions; thus it is only the dominant paths

that are evaluated based on the propagation properties of each individual path. On the

other hand, transmission line theory based models consider an electrical power grid as a

series of cascaded two port networks and can thus be adapted to different network topolo-

gies using popular transmission matrices [65]. This model is rather computation intensive

especially when dealing with complex networks. The other drawback is its dependency on

the availability of the line parameters to generate matrices, thus its applicability to real

networks of unknown cable types and topology is limited. In this section, we consider a

top-down multipath approach and treat the networks under consideration as a "black box"

of unknown parameters and describe its frequency response in the frequency range 1 - 30

MHz. Though a popular model, its application is usually restricted to theoretical channel

generation the results of which are then used to quantify channel metrics such as channel

capacity and throughput. Little has been done in its application to real world PLC channel

representation. The primary inputs to the model are derived from cable properties typi-

cally used by the local electrical utility. Other model parameters are tuned to match the

measured data. Due to the vast variability of channels experienced by signal propagation

in PLC networks, we also present a time-domain approach which enables a statistical rep-

resentation of time dispersive nature of parameters of PLC channels. An ensemble of PLC

channel measurements are carried out in indoor environments and their impulse responses

studied from which the time-domain parameters are derived.
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3.2.1 Measurement Description & Instrumentation

The measurements have been performed in three different in-building scenarios in the Elec-

trical Engineering building at the University of KwaZulu-Natal, Durban, South Africa: small

office, large office, and a laboratory. The measurement setup is as shown in Figure 3-1 with

the coupling circuitry employed shown in Figure 3-2. Frequency domain measurements

were performed using the Rhode & Schwartz ZVL13 vector network analyser for channel

frequency response (CFR); it has specifications as described in [72].

The measuring instrument was coupled to and from the electrical power grids through

broadband PLC couplers to provide the necessary protection and galvanic isolation from the

low frequency mains signal. The coupler is designed to have a fairly flat transfer response

for frequencies up to 30 MHz, with an average loss of 1.59 dB in this band as shown in

Figure 3-3. This response is taken into consideration in all subsequent measurements by

offsetting measurements by this value. The coupler presents an attenuation of 46.3 dB at 9
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Figure 3-3: Coupling Circuitry

kHz (instrument lower frequency limit, see [72]) - hence the attenuation is expected to be

even much higher at the mains frequency (50 Hz), which guarantees adequate mains isola-

tion. Incorporating the coupler characteristics in the measurement post-processing provides

necessary measurement integrity and reliability in the band of interest.

3.2.2 Channel frequency Response Measurements

The large post-graduate office houses several computers, a large heavy-duty printer and two

medium-sized air conditioning units; the laboratory comprises of 30 - 40 computer working

stations and medium-size motors, while a small office has at most three PCs and a single

air conditioner. All the loads connected throughout the building were running as usual, and

to anticipate worst case scenarios, all measurements were performed during the day time.

Three channels were considered in each scenario and presented, with a total of twenty (20)

measurement acquisitions taken for each individual circuit. This allows for a fair average

characterization of each channel, considering the unpredictable nature of the channel due to
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noise and loading. As the signal traverses the electrical power grid, it experiences multiple

reflections due to impedance mismatches and branching. Delayed signals thus show up at

the receiver as multiple echoes, resulting in notches throughout the frequency band. The

concentration of notches translates into the population of branches and loading conditions in

a given electrical power grid. The state of the electrical power grid depends not only on its

architecture, but also on the load. This characterises a channel as periodically time-variant

and unpredictable due to the arbitrary load profile the electrical power grid is subjected to.

To accommodate the time-dependence of channel variability, an average channel response

is considered in order to capture its behaviour as shown in Figure 3-4(a) through 3-4(c).

Channel 1 and 2 (student laboratory and a large post-graduate office, respectively) are

characterized by a series of deep notches distributed across the band, while channel 3 (small

office) consists of a single deep notch at 10 MHz. In general, we can assume channel 1 and

2 to be heavily branched and loaded and thus expect longer impulse responses as opposed

to channel 3 [64].

3.2.3 Practical PLC Channel Modeling

It is common in literature to use PLC channel emulators to generate channel transfer func-

tions and further determine the performance of the link. Other approaches include mim-

icking the electrical grid scenario in the form of test beds, on which transfer functions can

be measured through vectorised network analysers. The aim of this work is to model the

measured channel transfer functions from real-world electrical grids.

3.2.3.1 Channel Response Characteristics

The electrical power grid is considered to be a multipath propagation medium hence the

PLC channel is frequency selective. This arises from the fact that in power-line communica-

tion channels, transmitted signals do not only propagate along a direct "line-of-sight" path

between the transmitter and the receiver but also suffers multiple reflections (echoes) due

to additional paths [73]. The multipath behaviour is caused by the presence of power cable

joints (branches), consumer equipments, connection boxes and in some cases the heterogene-

ity of the power lines resulting in impedance mismatches. In this work, a top-down approach

is employed to model the power line channel as a black box and describe its transfer charac-

teristics within the frequency band of 1 - 30 MHz. We propose the model of Zimmermann
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& Dostert [26], structured based on the fundamental physical effects analysed over a great

number of measurements. The basis of this model was first brought forward in [30] while

a simpler but less precise multipath approach was provided in [27]. As pointed out in [26],

only when considering simpler topologies such as single-branched cables, can one easily at-

tribute portions of the observed results to specific physical effects (cable loss, reflection, and

transmission factors). Thus, in practical electrical power grids, back-tracing of measure-

ments results to physical effects will prove generally impossible due to the complexity of

the network topology. Regardless of this short-coming, the proposed model describes the

frequency response of real networks with sufficient precision. The proposed band-pass CFR

PLC model takes into account the multipath effects that is inherent with the power line.

The channel frequency response can be synthesized as follows [26]:

𝐻(𝑓) =

𝑁𝑖∑︁
𝑖=1

𝑔𝑖(𝑓)𝑒−𝑗
2𝜋𝑑𝑖
𝑣

𝑓𝐴(𝑓, 𝑑𝑖), (3.1)

where 𝑁𝑖 is the number of paths, 𝑔𝑖(𝑓) represents the complex and frequency-dependent

transmission/reflection factor for path 𝑖. The path length is represented by 𝑑𝑖 while 𝑣 =

𝑐/
√
𝜀𝑟, with 𝑐 the speed of light and 𝜀𝑟 the cable’s dielectric constant. The lossy cables cause

an attenuation given by 𝐴(𝑓, 𝑑𝑖) which increases with frequency and distance. In [64], it is

suggested that it is possible to simplify the specification of the weighting factors 𝑔𝑖 to being

complex but not frequency-dependent. Furthermore, considering practical interests, 𝑔𝑖 can

even be assumed real-valued [26]. Equation (3.1) is therefore simplified by considering the

attenuation of a power line cable given by

𝐴(𝑓, 𝑑𝑖) = 𝑒−𝛼(𝑓)𝑑𝑖 = 𝑒−(𝑎0+𝑎1𝑓𝐾)𝑑𝑖 . (3.2)

So that,

𝐻(𝑓) = 𝐴

𝑁𝑖∑︁
𝑖=1

𝑔𝑖𝑒
−𝑗

2𝜋𝑑𝑖
𝑣

𝑓𝑒−(𝑎0+𝑎1𝑓𝐾)𝑑𝑖 , (3.3)

where the parameters 𝑎0 , 𝑎1 , 𝐾, and 𝑁𝑖 are chosen to adapt the model to a specific

electrical power grid. In this work, the cable attenuation constant 𝛼(𝑓) has been measured

as a function of frequency and the obtained relationship is used to determine the model

parameters in (3.2). Variables 𝑎0 , 𝑎1 , and 𝐾 are determined through a Least-Absolute
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Residual (LAR) robust analysis of the attenuation constant. Parameter 𝐴 is brought in to

adjust the attenuation of the final result. Appropriate parameter fitting enables the model

to realistically capture the channel frequency response. The expression in (3.3) covers all

the relevant propagation effects of the transfer function of a typical electrical power grid.

However, this parametric model should be used to fit measured channel frequency responses

[26]. However, it is common practice for researchers to apply the model to generated data. To

further enhance the usability of the model, we consider the approach of [4], which evaluates

performance with a statistical model that allows for capture of the ensemble of power line

channels. Parameters in (3.3) are considered to be random variables. This allows us to

model the channel transfer function through a realisation of these parameters [4]. The

resultant multiple paths are assumed to be caused by reflectors placed over a finite distance

interval with the first reflector placed at distance 𝑑1(𝑖 = 1) . The remaining reflectors are

distributed according to a Poisson arrival process with intensity Λ[𝑚−1] . As mentioned

before, the reflection factors 𝑔𝑖 are considered real-valued and are further characterized as

independent and uniformly distributed random variable in [-1, +1]. This is due to the fact

that reflection/transmission coefficients are never greater than unity in absolute magnitude.

The values of 𝑎0 , 𝑎1 and 𝐾 are then extracted as previously described. The derivation in

(3.2) describes the physical effects of a power cable; nonetheless it is not facile to determine

the parameters 𝑎0 , 𝑎1 and 𝐾 from prior knowledge of cable parameters. In practical terms,

even so, the usefulness of the model is not restricted due to the fact that it is infeasible to

acquire all the necessary cable geometry information for practical electrical networks [26].

To estimate the attenuation parameters, we consider the attenuation profile of a single-path

cable link. The attenuation coefficient from (3.2) is given as:

𝛼(𝑓) = 𝑎0 + 𝑎1𝑓
𝐾 . (3.4)

The plot of 𝛼(𝑓) versus frequency is fairly linear in the frequency range 0 - 30 MHz as

shown in Figure 4-3(b), as also confirmed by the results of the LAR algorithm, allowing us to

estimate the value of 𝐾 to be ∼ 1. The intercept and slope of the graph gives us an estimate

of 𝑎0 and 𝑎1 respectively. Initial estimates were obtained through tests of two types of cables

commonly used by the local electrical utility. We have used the 2.5𝑚𝑚2 and 4𝑚𝑚2 cables

of both VVF and NYM types. The parameters do not vary much with cable diameter but
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rather significantly with cable type as frequency increases. The value of 𝑎0 = 1×10−3(𝑚−1)

is recorded for the two cable types while 𝑎1 = 1.16 × 10−9(𝑆/𝑚) and 6.6 × 10−10(𝑆/𝑚) for

NYM and VVF cable types, respectively. An average value of 𝑎1 = 1 × 10−9(𝑆/𝑚) is then

considered since neither the cable diameter nor the cable type is readily known. This does

not exclude the fact that the electrical power network could also be heterogeneous. These

parameters are the starting point in the parameter estimation technique. They can further

be tuned to adapt to the particular network under consideration. The three electrical power

networks under study are successfully captured by the model as shown in Figure 3-4(a)

through 3-4(c) using (3.3) and the dominant notches are not underestimated or exaggerated

in all the cases. It is not realistic to expect a perfect fit since the model is constructed without

any knowledge of the actual electrical power network topology and condition. Nonetheless,

the ability of the model to capture unknown and uncharacterised practical electrical power

network is adequately demonstrated. It is observed that in between the notches, there exist

frequency bands with fairly linear phase details, hence such bands could be opportunistically

targeted and strategically combined for reliable signal transmission [64].

3.2.3.2 Channel Model Parameters

In Utilizing the model discussed above, PLC channel models are generated based on the

parameters in Table 3.1. The fact that indoor propagation involves a significantly high

number of short paths is considered, and thus the Poisson arrival process intensity of Λ =

1/3[𝑚−1] is chosen. This corresponds to an average of a single reflector every 3 m. This is

simply because our measurements were taken in laboratories and fairly populated offices, the

environments populated with multiple power outlets (roughly within 3 m of each other) for

multiple users. The same goes for a post-graduate office which houses 6-7 post-graduates.

The first ray is set at 𝑑1 with exponential distribution and the maximum path length is

taken to be 200 m. The frequency band of operation is within 1 - 30 MHz and the final

value of 𝐾 = 0.8 was used in all the cases. Our initial estimates of 𝑎0 = 1 × 10−3(𝑚−1),

𝑎1 = 1×10−9(𝑆/𝑚) and 𝐾 = 1 were not too far from the final values, though further tuning

of these parameters was required to obtain a better fit to the measured data as seen in Table

3.1. The frequency-dependent attenuation 𝛼(𝑓) given by (3.4) is thus fairly linear within

the frequency band considered here, as reflected by the value of 𝐾 in all cases. It is also

noticed that it took a considerably smaller number of paths to model channel 3 as compared
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Figure 3-4: Modeling of three indoor PLC channels
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Table 3.1: Model parameters for three simulated channels of Figure 3.3.
Channel # 𝑎0(𝑚

−1) 𝑎1(𝑠/𝑚) 𝑁𝑖 K
1 5.0 × 10−3 4.5 × 10−9 50 0.8
2 2.5 × 10−3 5.5 × 10−9 40 0.8
3 4.0 × 10−3 2.0 × 10−11 15 0.8

to both Channel 1 and 2. This is foreseeable from the magnitude of the CFRs of Figure 3-4

given the spread of notches within the band considered. Thus, channel 1 and 2 have many

significant signal paths leading to the receiver. The parameter 𝑁𝑖 thus acts as the accuracy

controller for the model, with certain channels requiring consideration of more number of

paths than others for the same accuracy. Once the optimal number of paths are considered,

it is not rewarding to include the less significant paths in the calculation as they will hardly

effect any further change towards the channel frequency response.

3.2.4 Channel Impulse Response

The channel impulsive response ℎ(𝑡), can be determined by means of the inverse Fourier

transform (IFT) derived from the absolute value and phase of a measured channel frequency

response [74] in the continuous time domain. Thus the time domain channel impulse re-

sponse, including cable loss, can be determined as follows:

ℎ(𝑡) =

𝑁𝑖∑︁
𝑖=1

𝐼𝑖[𝐴𝑡(𝑡, 𝑣𝑇𝑖) ⊗ 𝛿(𝑡− 𝑇𝑖)] (3.5)

where 𝐼𝑖 and 𝑇𝑖 are magnitude and delay of the 𝑖𝑡ℎ path respectively; 𝑣 is the transverse elec-

tromagnetic (TEM) wave propagation speed in the cable which can be calculated according

to the permittivity of the insulating material of the cable (𝑣 = 𝑐/
√
𝜀𝑟); 𝐴𝑡(𝑡, 𝑣𝑇𝑖) is the cable

loss effect in the time domain evaluated as the inverse Fourier transform of (3.2) [65]; the

operator ⊗ indicates tensor product. The results presented in Table 3.2 show the channel

impulse response peak times of the three sample channels of Figure 3-4. The time delay pa-

rameters of the three channels of Figure 3-4 are also shown in Table 3.2 which demonstrates

the multipath characteristics of PLC channels for indoor communication applications. The

main peak is represented by the first arrival time followed by several subsequent peaks with

descending magnitudes. The characteristic summary of the channel impulse responses is

populated in Table 3.2. The occurrence of the dominant peaks in each channel are recorded
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Table 3.2: Channel impulse response summary of the three channels of Figure 3.3
CH # Peak # 𝜏𝐴(𝑠) (𝑃𝑖 − 𝑃𝑖−1) 𝑑(𝑚) 𝜏𝑚(𝜇𝑠) 𝑚𝜏 (𝜇𝑠) 𝜎𝜏 (𝜇𝑠)

1 1 5.00 × 10−8 5.00 × 10−8 10 1.95 0.196 1.08
2 1.33 × 10−7 8.33 × 10−8 17
1 5.00 × 10−8 5.00 × 10−8 10
2 1.00 × 10−7 5.00 × 10−8 10

2 3 1.33 × 10−7 3.33 × 10−8 7 1.71 0.144 0.84
4 1.66 × 10−7 3.33 × 10−8 7
5 2.33 × 10−7 6.67 × 10−8 13

3 1 5.00 × 10−8 5.00 × 10−8 10 1.22 0.136 0.89
2 8.33 × 10−8 3.33 × 10−8 7

and their time of occurrence is presented as peak time (s). The time interval between the

peaks is calculated as 𝑃𝑖 − 𝑃𝑖−1 which can be translated into the difference in path lengths

using 𝑑 = 𝑐∆𝑡, where ∆𝑡 is the time difference between successive peaks. Considering a

fairly linear phase characteristic, the group delay can be determined as follows [75]:

𝜏𝑔 = − 1

2𝜋

𝑑𝜗(𝑓, 𝑡, 𝑙)

𝑑𝑓
, (3.6)

𝜗(𝑓, 𝑡, 𝑙) is the phase of the signal as it propagates through the channel. Parameters 𝑓, 𝑡,

and 𝑙 represent frequency, time and path length respectively. The impulse response of

PLC channels can be described by various time-domain parameters. There have been some

thorough studies on PLC channels undertaken in the frequency range 1 - 30 MHz by [76,77].

In their campaign, they observed that for 90% of the channels studied, a root mean square

(RMS) delay spread was below 0.5 𝜇𝑠. In [78], considering the transmission frequency band

0.5 - 15 MHz, the maximum excess delay was found to be below 3 𝜇𝑠.

In the frequency range up to 30 MHz, the authors found that, for 95% of the channels

studied, the mean delay spread is between 0.16 𝜇𝑠 and 3.2 𝜇𝑠 and the same percentage

of channels exhibit a delay spread between 0.24 𝜇𝑠 and 2.5 𝜇𝑠 [79]. This kind of study

has not been explored in great deal as opposed to frequency domain based modeling, yet it

provides an enhanced opportunity towards a determination of a unified statistical generalized

representation. Since the channel impulse response (CIR) and the CFR of a PL channel

have a relationship based on the Fourier transform, intuitively one would deduce that if the

transfer magnitude is characterized by more fades per bandwidth, a longer CIR is expected.

This can be quantified in terms of maximum excess delay of the channel. The results in Table

3.2 show that channel 1 and 2 have longer maximum excess delays (1.95 𝜇𝑠 and 1.71 𝜇𝑠,
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respectively) compared to channel 3 with 1.22 𝜇𝑠. This correlates with the results of Figure

3-4 where channel 1 and 2 are dominated by deep fades throughout the bandwidth. Channel

3, however, comprises of a single deep fade at 10 MHz. Furthermore, an investigation into the

dispersive nature of the PLC channel derived from an ensemble of measurements performed

as described in Section 3.2.1 and present the delay parameters statistically.

3.2.5 Power Delay Profile

The multipath nature of the PLC channel results in severe dispersion of the propagating

signal [80]. The intensity of the received signal after the dispersion is a function of the

time delay and its representation is called the power delay profile (PDP). This quantity

provides information pertaining to the signal intensity as it traverses the multipath channel.

The channel power delay profile gives the strength of a signal received through a multipath

channel as a function of time delay as shown below.

𝑝(𝜏) =
|ℎ(𝜏)|2∫︀∞

−∞|ℎ(𝜏)|2𝑑𝜏
. (3.7)

An ensemble of PDPs is obtained, each representing a power dispersion due to the

multipath propagation of the measured PLC channel. A typical plot of the power delay

profile is shown in Figure 3-5. Time delay multi-path channel parameters are derived from

the power delay profile. Time dispersion varies widely in PLC channels due to the random

distribution of multiple reflectors (branches) in the electrical power network and random

load profiles, resulting in random time-dependent channel impulse responses [80].

3.2.6 Time-Delay Spread Parameters

Since time dispersion is dependent on factors such as the electrical power network topology,

load characteristics, transmitter-receiver distance, just to name a few, some parameters that

can be used to grossly quantify multipath characteristics of PLC channel are described [81].

3.2.6.1 First-Arrival Delay (𝜏𝐴)

The numerous signal paths between the transmitter and the receiver translates to different

times of transmission. Since multiple copies of the propagating signal are received at different

moments, the signal that traverses the shortest path arrives first at the receiver. This is
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Figure 3-5: A sample PDP plot

called the first arrival delay and it is the minimum possible propagation delay between the

Tx and Rx. As the first detectable received signal, it serves as a reference, thus, other

propagation delay parameters are defined in relation to it. Therefore, any delay parameter

defined beyond the first arrival delay is considered excess delay.

3.2.6.2 Mean Excess Delay (𝜏𝑒)

The mean excess delay characterizes the first moment of the power-delay spread with ref-

erence to the first arrival path. It is a dispersive property of wideband multipath channels

commonly used to quantify these channels. PLC channels are characterized by multipath

propagation, and then the following expression is used to determine the mean excess delay

𝜏𝑒 =

∫︁
(𝜏 − 𝜏𝐴)𝑝(𝜏)𝑑(𝜏). (3.8)
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Figure 3-6: Cumulative distributions (CDFs) for the time delay parameters

3.2.6.3 RMS Delay Spread (𝜏𝑟𝑚𝑠)

Defined as the square root of the second central moment of the power-delay spread, this

parameter determines the frequency selectivity of a PLC fading channel. This frequency

selectivity has a strong relationship with the channel time dispersion. It is the standard

deviation about the mean excess delay and can thus be determined as by:

𝜏𝑟𝑚𝑠 =

[︂∫︁
(𝜏 − 𝜏𝑒 − 𝜏𝐴)2𝑝(𝜏)𝑑(𝜏)

]︂ 1
2

. (3.9)

The RMS delay spread serves as a good indicator of the severity of the multipath phe-

nomenon. The presence of inter-symbol interference (ISI) in data communication channels

is determined from this parameter. Signal delays of high magnitude (relative to the shortest

path) with long delay time contribute immensely to the 𝜏𝑟𝑚𝑠 [81]. Regardless of the shape
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of the PDP, the dispersion effects on digital receiver performance are related only to the

RMS delay spread. ISI will be avoided as long as the RMS delay spread is small compared

to the symbol period (T) of the digital modulation. Data rates for transmission can also be

estimated using this parameter.

3.2.6.4 Maximum Excess Delay (𝜏𝑚)

The maximum excess delay is specified as the excess delay for which 𝑝(𝜏) falls below a

specified threshold of the signal. Researchers have considered different threshold levels,

but mostly consider -30 dB with respect to the peak value [74], and the same threshold

is utilized in this work. The lower signal levels, below the threshold, are then processed

as noise. Consequently, the mean excess delay (𝜏𝑒) and the RMS delay spread (𝜏𝑟𝑚𝑠) are

calculated based on impulses that exists during a time lower than 𝜏𝑚.

3.2.7 Relationship between RMS Delay Spread and Mean Delay

The dependence of the RMS delay spread on the mean excess delay has been analyzed in

the measured CFR. In the previous section, the RMS delay spread and the mean excess

delay have been determined and presented statistically. The paper proceeds to determine

the relationship between these two parameters. In this work, it is established that these

parameters are related by a power law relationship. The high correlation value of 𝑅2 = 0.993

suggests that a power law relation in the form given by

𝜏𝑟𝑚𝑠(𝜇𝑠) = 1.23𝜏𝑒(𝜇𝑠)
1.923 (3.10)

can model the dependence between the RMS delay spread and the mean excess delay. The

result of this fit is presented in Figure 3-7. Since the CIRs used to determine the two param-

eters are derived from CFR measurements of practical electrical power network of unknown

topology or structure, this results is expected to be consistent, regardless of the environment.

Thus, this relationship may not have other underlying dependence on parameters such as

transmitter-receiver distance, cable type or geometry. In that case, the relationship is ex-

pected to maintain its scale invariance property. However, a larger measurement campaign

is still required in an effort aimed towards a firm establishment of this relationship.
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Figure 3-7: RMS delay vs mean excess delay

3.2.8 Results Analysis of Dispersion

The time dispersion characteristics of PLC channels are presented statistically in Table 3.3.

For completeness, the results are presented graphically in Figure 3-6. The analysis entails the

evaluated minimum, maximum, mean, standard deviation and the 90th percentiles of each

time-delay parameter. Alongside our results is that of an extensive measurement campaign

carried out in France [74] for comparison (here shown with a subscript (1)). It should be

noted that their measurements extends to frequencies up to 100 MHz, though for the same

threshold signal level, similar delay characteristics are expected and it is macroscopically

the case here. In this study, the first arrival delay (𝜏𝐴) was observed to have a minimum

value of 0.033 𝜇𝑠, standard deviation of 0.143 𝜇𝑠, and a mean value of 0.179 𝜇𝑠. For 90%

of the time, the value of was found to be less than 0.37 𝜇𝑠 and above 0.06 𝜇𝑠. On the other

hand, the mean excess delay (𝜏𝑒) has a mean value of 0.163 𝜇𝑠, and a standard deviation of

0.216 𝜇𝑠. Though 𝜏𝑒 is confined between 0.00082 𝜇𝑠 and 0.97 𝜇𝑠, it is found that for 90%
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Table 3.3: Statistics of the time delay parameters
𝜏(𝜇𝑠) 𝑀𝑖𝑛(𝜇𝑠) 𝑀𝑎𝑥(𝜇𝑠) 𝑀𝑒𝑎𝑛(𝜇𝑠) 𝑆𝑇𝐷𝑒𝑣(𝜇𝑠) 90% above 90% below
𝜏𝐴 0.033 0.534 0.179 0.143 0.067 0.37
𝜏𝐴1 0.010 0.410 0.152 0.097 0.05 0.30
𝜏𝑒 0.00082 0.97 0.163 0.216 0.02 0.40
𝜏𝑒1 0.0003 0.88 0.182 0.157 0.025 0.36
𝜏𝑟𝑚𝑠 0.0215 1.16 0.287 0.222 0.04 0.55
𝜏𝑟𝑚𝑠1 0.026 1.039 0.309 0.212 0.06 0.60
𝜏𝑚 0.534 4.535 1.749 0.867 0.83 3.27
𝜏𝑚1 0.18 6.26 2.228 1.327 0.55 3.81

of the time, its values are between 0.02 𝜇𝑠 and 0.4 𝜇𝑠.

For 90% of the measured channels, the maximum excess delay (𝜏𝑚) was observed to lie

between 0.83 𝜇𝑠 and 3.27 𝜇𝑠. Its mean and standard deviation were found to be 1.749 𝜇𝑠

and 0.867 𝜇𝑠, respectively. Of the measured channels, 90% of them exhibit an RMS delay

spread between 0.04 𝜇𝑠 and 0.55 𝜇𝑠. The percentiles for the time delay parameters are

displayed in Figure 3-6 in the form of cumulative distributions (CDFs). Other percentiles

not discussed in this paper can easily be deduced from the presented CDFs.

3.2.9 Coherence Bandwidth

It is common practice to characterize a radio communication channel with what is known

as coherence bandwidth. This parameter measures the statistical extent to which a channel

is flat observed over a specified window. In this work, an analysis of coherence bandwidth

in PLC networks is presented. In the quest to design robust and reliable PLC systems, a

remarkable amount of effort is placed on the choice of channel equalization, modulation,

coding and receiver architecture schemes. The primary objective of this initiative is to

mitigate the harsh effects of the PLC channel [82]. The multipath nature of the PLC

channel results in deep fades (nulls) in the channel frequency response. This behaviour

of channel frequency response is quantified by the coherence bandwidth 𝐵𝑐. Over some

minimum spectral windows in the frequency domain, the magnitude of the channel transfer

function preserves a quasi-constant state. This band has an inverse relationship with the

maximum delay spread, over which the phase response is also quasi-linear. Such a band of

frequencies are statistically defined by the coherence bandwidth and thus has a dependence

on the RMS delay spread. In general, it is a statistical measure of a range of frequencies over

which a channel can be considered flat, thereby defining a range of frequencies over which
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a designer may consider the frequency correlation function (FCF) flat [74]. Practically,

the coherence bandwidth indicates the amount of bandwidth the signal can use without

implementing advanced techniques such as channel equalization. The frequency correlation

function of the frequency selective PLC channel can be defined by considering this channel

to be a wide sense stationary uncorrelated scattering (WSSUS) channel. By evaluating its

autocorrelation function, the frequency correlation function can be determined by:

𝑅(∆𝑓) =

∫︁ ∞

−∞
𝐻(𝑓)𝐻*(𝑓 + ∆𝑓)𝑑𝑓, (3.11)

where 𝐻(𝑓) represents the channel frequency response, ∆𝑓 is the frequency shift and [*]

denotes the complex conjugate. For illustration, typical frequency correlation functions are

sampled for four transmitter-receiver scenarios and depicted in Figure 3-8. It is observed

that there is a rapid degradation of the FCF with respect to frequency separation. There is

no definitive value of correlation that has been put forward for specification, but generally

accepted coefficients are 0.5, 0.7, and 0.9. In this work we have considered the latter,

which is more stringent and will further be referred to as 𝐵0.9 . Due to the frequency

selective characteristics of PLC channels, the decrease of FCF with increasing frequency

is non-monotonic. In Figure 3-8, the upper graph (up to just above 5 MHz) represents

a good channel due to its high coherence bandwidth for a given RMS delay spread. The

worst channel would be the lower-most graph as it exhibits the lowest coherence bandwidth

for a given RMS delay spread throughout the frequency separation. A good channel can

be assumed to have the least multipath contributions, hence it can be associated with a

topology having fewer branches. The correlation coefficient was computed using the smallest

frequency separation, 150 kHz in this work. The estimate of the coherence bandwidth is

derived from the FCF graph. Figure 3-9 shows the scatter plot of the RMS delay spread

against the coherence bandwidth 𝐵0.9 for the measured PLC channels. An approximation

of their relationship is also shown, and is determined to be:

𝐵0.9(𝑘𝐻𝑧) =
60

𝜏𝑟𝑚𝑠(𝜇𝑠)
(3.12)

The results show that RMS delay spread values less than 0.09 𝜇𝑠 achieve a coherence

bandwidth of at least 600 kHz. On the other hand, in the range 0.09 𝜇𝑠 - 1.16 𝜇𝑠, the

coherence bandwidth is between 80 kHz and 600 kHz. Thus, PLC channels with high RMS
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Figure 3-8: Frequency correlation function of four sample channels

delay spread are not desirable for data communication purposes. In terms of system design,

desired values of 𝜏𝑟𝑚𝑠 are those that result in high coherence bandwidth as this translates into

faster symbol transmission rates [83]. The coherence bandwidth of the channel is particularly

relevant to frequency-hopping spread spectrum (FHSS) scheme and multi-carrier schemes

such as OFDM [84].

3.3 Deterministic Channel Modeling

The growing appeal for electrical power networks usage as data communication media neces-

sitates a thorough study of this expansive infrastructure found in nearly each building. The

ever growing demand for in-house broadband services in conjunction with dramatic increase

in the number of digital radio communication systems within indoor environments has seen

power line communication become a viable option for indoor broadband provision [85]. How-

ever, this interesting prospect of utilizing the electrical power network for data transmission

poses regulatory and technical issues. The characteristics of electrical power networks, orig-

inally designed for energy distribution, are not favourable to data transmission due varying
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Figure 3-9: Coherence bandwidth relation to RMS delay spread

impedance, significant noise and high discrimination of high frequency signals [86]. Appro-

priate physical and link layers’ techniques (e.g. modulation, channel access, and error cor-

rection) are required for building communication systems and it is through simulations that

such techniques are determined. The PLC channel characteristics models are the primary

inputs to these simulations and it is desirable to describe the channel with as few parameters

as possible whilst conjointly realistic. It is common practice to describe a transmission line

by its transfer characteristics with the parameters determined either by measurements or

theoretical derivations [27,66,67,87–89]. These models are necessary for PLC system design

and implementation. The objective of this section is to develop a simple deterministic model

of a PLC channel with few parameters. The model is based on transmission line theory and

basic resonance concepts of electrical circuits.

3.3.1 Powerline Cable Parameters

The cable parameters are evaluated for a three core symmetrical indoor wiring for high

frequency signalling, befitting the assumption of a two-wire transmission [90]. With the
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Figure 3-10: Transmission line equivalent circuit

transverse electromagnetic (TEM) wave consideration, the propagation mechanism is such

that the magnetic and electric fields maintain orthogonality between them as well as to the

direction of propagation [91]. A section of a transmission line represented by a differential

length ∆𝑥 can be described by distributed line parameters which can be derived through

the analysis of electromagnetic propagation along a transmission line. These parameters, as

shown in Figure 3-10, are influenced by the electrical characteristics and physical dimensions

of the transmission line concerned. The per unit parameters are defined such that the series

inductance 𝐿′ describes the combined self-inductance of the two conductors, while the shunt

capacitance 𝐶 ′ arises as a result of the two conductors’ propinquity. The finite conductivity

of the conductors give rise to the resistance 𝑅′ and 𝐺′ represents the shunt conductance due

to the dielectric loss of the material separating the two conductors [92].

The power line as a distributed parameter network can be viewed as cascade of such

sections as shown in Figure 3-10 for a finite length of the line. The voltages and currents

vary in magnitude and phase over the length of the line. By applying common propagation

techniques, the propagation constant 𝛾 can be determined as [92]:

𝛾 = 𝛼 + 𝑗𝛽 =
√︀

(𝑅′ + 𝑗𝜔𝐿′)(𝐺′ + 𝑗𝜔𝐶 ′). (3.13)

The characteristic impedance 𝑍0 can be defined as:

𝑍0 =
𝑅′ + 𝑗𝜔𝐿′

𝛾

=

√︃
𝑅′ + 𝑗𝜔𝐿′

𝐺′ + 𝑗𝜔𝐶 ′ ,

(3.14)
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where 𝜔 = 2𝜋𝑓 is the angular frequency, 𝛼 is the attenuation constant in Np/m and 𝛽 is

the phase constant in rad/m.

3.3.2 Determination of Propagation Parameters

The power line propagation parameters are determined through measurements for this work.

A typical indoor power cable, Cu 3×2.5 𝑚𝑚2 Cabtyre flexible PVC, of length 100 m is used as

a test cable for this purpose. We measure the input impedance of the cable at one end under

short and open circuit conditions at the other end. A well calibrated (one-port calibration)

ZVL Rhode & Schwartz Vector network analyzer is used to take the measurements in the

1 - 30 MHz frequency range. The input impedance, 𝑍𝑖𝑛 of a terminated lossy transmission

line of length 𝑙 can be determined using transmission line theory. At the measurement port

𝑍in(𝑙 = 0) =
𝑉 (−𝑙)

𝐼(−𝑙)
= 𝑍0

[︂
𝑍𝐿 + 𝑍0tanh(𝛾𝑙)

𝑍0 + 𝑍𝐿tanh(𝛾𝑙)

]︂
. (3.15)

For an open ended cable, the impedance is given by

𝑍𝑜𝑐 = 𝑍0coth(𝛾𝑙) (3.16)

and for a short circuit the impedance is expressed by

𝑍𝑠𝑐 = 𝑍0tanh(𝛾𝑙). (3.17)

The characteristic impedance and propagation constant can thus be calculated as follows:

𝑍0 =
√︀

𝑍𝑜𝑐𝑍𝑠𝑐 (3.18)

and

𝛾 =
1

𝑙
tanh−1

(︃√︂
𝑍𝑠𝑐

𝑍𝑜𝑐

)︃
. (3.19)

The measured characteristic impedance and attenuation constant for the cable mentioned

above are used as input parameters to the model. The mean value of the characteristic

impedance, 𝑍0 is 80 Ω while the attenuation constant’s variability with frequency is examined

within 1- 30 MHz. The lossy power line cable causes an attenuation, 𝐴(𝑓, 𝑙) which increases

with frequency and length and is given by [26]
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Figure 3-11: Multi-tapped transmission line topology

𝐴(𝑓, 𝑙) = 𝑒−𝛼(𝑓)𝑙 = 𝑒−(𝑎0+𝑎1𝑓𝐾)𝑙. (3.20)

The structure of (3.20) is derived from cable physical effects; however, the model parameters

𝑎0 , 𝑎1 and 𝐾 cannot be easily determined from previously known cable parameters. The

attenuation constant from (3.20) is given by

𝛼(𝑓) = 𝑎0 + 𝑎1𝑓
𝐾 . (3.21)

And in some cases, the value of 𝐾 has been reported to be around unity, which makes

the determination of the other parameters simple in the form of y-intercept and the slope of

the linear relationship. This is certainly not the case here so other approaches are required.

From the measured attenuation constant, a fit is generated using the Least Absolute Residual

(LAR) robust method. The obtained attenuation parameters are 𝑎0 = −1.25 × 10−3 𝑚−1,

𝑎1 = 1.44 × 10−6 s/m and 𝐾 = 0.589.

3.3.3 Channel Model Description

A typical indoor electrical power network is heavily branched due the multiple power op-

erated appliances found in homes and offices. As a multiple access network, an electrical

power network has a bus topology because a common transmission line is accessed at nu-

merous points along its length. Such a scenario is depicted in Figure 3-11. The branching

elements are shown as 𝑁1, 𝑁2, . . . , 𝑁𝑚, 𝑁𝑚+1, . . . , 𝑁𝑀 with the inter-tap distances denoted

by 𝑑1, 𝑑2, . . . , 𝑑𝑚, 𝑑𝑚+1, . . . , 𝑑𝑀−1.

In this approach, we consider the branching elements of a loaded transmission line as

generalized parallel RLC circuits [93]. This approach reduces the computation complexity
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at the branching points, peculiar with numerical techniques. We consider a circuit of Figure

3-12 which consists of the R, L, and C components connected in parallel to represent a

branch element. A current source, 𝑖𝑖𝑛(𝑡) supplies the circuit with current and 𝑖0(𝑡) is the

current through the resistor R. The voltage across the circuit is shown as 𝑣0(𝑡) across the

resistor R. The equivalent transmission section into a branch is depicted in Figure 3-13.

By applying Kirchhoff’s current law to Figure 3-12, the input current can be represented

as follows [94]:

𝑖𝑖𝑛(𝑡) =
1

𝐿𝑝

∫︁ 𝑡

−∞
𝑅𝑝𝑖𝑜(𝑡)𝑑𝑡 + 𝐶𝑝

𝑑(𝑅𝑝𝑖𝑜(𝑡))

𝑑𝑡
+ 𝑖𝑜(𝑡). (3.22)

If we assume that the circuit contains no prior energy stored in it, the Laplace transform of

(3.22) result in
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𝐼𝑖𝑛(𝑠) =

(︂
𝑅𝑝

𝑠𝐿𝑝
+ 𝑠𝑅𝑝𝐶𝑝 + 1

)︂
𝐼𝑜𝑠 (3.23)

and hence;

𝐼𝑜(𝑠)

𝐼𝑖𝑛(𝑠)
=

𝑠
𝐿𝑝

𝑅𝑝

𝑠2𝐿𝑝𝐶𝑝 + 𝑠
(︁

𝐿𝑝

𝑅𝑝

)︁
+ 1

. (3.24)

The impedance, 𝑍𝑝, of the parallel resonant circuit of Figure 3-12 can be determined as

follows:

𝑍𝑝 =
𝑉𝑜(𝑗𝜔)

𝐼𝑖𝑛(𝑗𝜔)
=

𝐼𝑜(𝑗𝜔)𝑅𝑝

𝐼𝑖𝑛(𝑗𝜔)
=

𝑗𝜔𝐿𝑝

−𝜔2𝐿𝑝𝐶𝑝 + 𝑗𝜔
(︁

𝐿𝑝

𝑅𝑝

)︁
+ 1

. (3.25)

3.3.3.1 Derivation of Model Parameters

A parallel type of resonance (anti-resonance) can be achieved using a short-circuited trans-

mission line of length 𝜆/4. The input impedance of the shorted line of length 𝑙 is:

𝑍𝑖𝑛 = 𝑍0tanh(𝛼 + 𝑗𝛽)𝑙 = 𝑍0
1 − 𝑗tanh(𝛼𝑙)cot(𝛽𝑙)
tanh(𝛼𝑙) − 𝑗cot(𝛽𝑙)

(3.26)

The input impedance of (3.26) can be simplified near resonance by letting 𝜔 = 𝜔0 + ∆𝜔

where ∆𝜔 is small and as a consequence,

𝛽𝑙 =
𝜔0𝑙

𝑣𝑝
+

∆𝜔𝑙

𝑣𝑝
=

𝜋

2
+

𝜋∆𝜔

2𝜔0
. (3.27)

and

cot(𝛽𝑙) = cot
(︂
𝜋

2
+

𝜋∆𝜔

2𝜔0

)︂
= −tan

(︂
𝜋∆𝜔

2𝜔0

)︂
≈ −𝜋∆𝜔

2𝜔0
. (3.28)

It is also considered that for a low loss transmission line tanh(𝛼𝑙) = 𝛼𝑙, hence the input

impedance can be represented as follows:

𝑍𝑖𝑛 = 𝑍0
1 + 𝑗𝛼𝑙𝜋∆𝜔/2𝜔0

𝛼𝑙 + 𝑗𝜋∆𝜔/2𝜔0
≈ 𝑍0

𝛼𝑙 + 𝑗𝜋Δ𝜔
2𝜔0

. (3.29)

Since 𝛼𝑙𝜋∆𝜔/2𝜔0 ≪ 1, this result is of the same form as the impedance of a parallel RLC

circuit as derived in [92], see below:
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Figure 3-14: Powerline descriptive model

𝑍𝑖𝑛 =
1(︀

1
𝑅

)︀
+ 2𝑗∆𝜔𝐶

. (3.30)

Then we can identify the resistance of the equivalent circuit as

𝑅 =
𝑍0

𝛼𝑙
(3.31)

and the capacitance of the equivalent circuit as

𝐶 =
𝜋

4𝜔0𝑍0
. (3.32)

The inductance of the equivalent circuit can be expressed by

𝐿 =
1

𝜔2
0𝐶

. (3.33)

3.3.3.2 Model Description

The multi-tapped power line is described by cascaded discrete line components as shown in

Figure 3-14. Each block is defined by its own transfer function 𝐻𝑟1(𝑓), 𝐻𝑟2(𝑓), . . . ,𝐻𝑟(𝑛−1)(𝑓)

, 𝐻𝑟𝑛(𝑓), 𝐻𝑟(𝑛+1)(𝑓), . . . ,𝐻(𝑟(𝑁−1)(𝑓), 𝐻𝑟𝑁 (𝑓). The components of these transfer functions

are a parallel combination of 𝑍𝑖𝑛(𝑛) and 𝑍 which are the frequency dependent branch

impedance and main section impedance respectively.

The resultant 𝑍𝑖𝑛 at every branching point is given by (3.25). For a given branch length 𝑙,

the circuit experiences multiple resonances in the frequency domain, bounded at 30 MHz in

our consideration. Due to the different lengths of the branches, individual parallel resonant

sections will have different resonant frequencies, 𝑓0 in the frequency domain. The electrical
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length of a cable can be expressed in terms of the wavelength, 𝜆, which has a relationship

with the propagation velocity 𝑣𝑝 and the operating frequency 𝑓 given by 𝜆 = 𝑣𝑝/𝑓 [95]. It

has been found in numerous literature [96, 97] that the notches in the frequency response

can be viewed as resonant points in the frequency domain. We simply then view the overall

transfer function as resultant from a cascade of several resonant circuits. For a branch

terminated with an open circuit, the first resonance (notch) occurs at 𝑓0 = 𝑣𝑝/4𝑙 [96], with

the subsequent notches occurring at frequencies defined by:

𝑓𝑜𝑘 =
𝑣𝑝
4𝑙

(2𝑘 + 1), 𝑘 = 1, 2, . . . (3.34)

However, for a branch terminated with a short circuit, the first resonance point is at 𝑓 = 0

with subsequent resonance points given by:

𝑓𝑠𝑘 =
𝑣𝑝
4𝑙

(2𝑘), 𝑘 = 1, 2, . . . (3.35)

The transfer function 𝐻𝑟𝑛 of the individual resonant blocks can be determined by:

𝐻𝑟𝑛(𝑓) =
𝑍

𝑍𝑝𝑛(𝑓) + 𝑍
. (3.36)

The resulting transfer function is then given by

𝐻𝑟(𝑓) =
𝑁∏︁
𝑟=1

𝐻𝑟𝑛(𝑓), (3.37)

where 𝑁 is the total number of resonant points within a given frequency range for a given

branch length. For network topologies having more than one branches, the resultant transfer

function is calculated as a cascade of de-coupled resonant circuits, thus we calculate the 𝐻(𝑓)

as

𝐻(𝑓) =

𝑀∏︁
𝑟=1

𝐻𝑟(𝑓), (3.38)

where 𝑀 is the total number of branches in the network.
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Figure 3-16: Two-branch electrical power network

3.3.4 Simulation Results

The validity of the model was evaluated by taking measurements from a power line cable

of known dimensions using the ZVL Rhode & Schwartz network analyzer with full two-port

calibration. The test networks, as shown in Figure 3-15, 3-16 and 3-17, were open circuited

at the unused branch terminals and with the knowledge of the branch lengths, characteristic

impedance and attenuation constant the transfer function estimate was determined. The

measured and estimated transfer responses of the topologies of Figure 3-15, 3-16 and 3-17

are shown in Figure 3-18, 3-19 and 3-20 respectively. In the three cases, we observe a deep

notch at 𝑓 ≈ 7 MHz which is due to the first two branches having the same length. Branches

of the same length will cause resonance at the same frequencies, but will aggravate the notch

depth at those frequencies. The same behaviour is observed at 𝑓 ≈ 23 MHz.

For simple electrical power networks (i.e. single and two-branch networks in this work),
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Figure 3-17: Three-branch electrical power network
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Figure 3-18: Measured and estimated magnitude of CFR of a single-branch electrical power
network

the model performs better than with the more complex three-branch network. This is

evident in Figure 3-20 in the frequency range from 10 MHz to 20 MHz. This is more likely

a result of the increased distance traversed by the signal between the branches, which is not

taken into account in the model development and implementation. The accuracy is likely

to deteriorate as the number of branches increase and its spread may differ within the band

of interest.

Data communication systems’ performance through the electrical power grid as a trans-

mission media, as it is with any other media, relies heavily on the availability of reasonably

accurate channel models [24]. The deterministic model presented here is simple and requires

very few parameters to estimate the channel transfer function. Due to the unpredictable

nature of the load profile, this model is developed by considering the open/short circuited

branches which presents the worst case loading scenario. From Figure 3-18 through 3-20,

the ability of the model to track the deep fades across the frequency band is evident. These
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Figure 3-19: Measured and estimated magnitude of CFR of a two-branch electrical power
network
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Figure 3-20: Measured and estimated magnitude of CFR of a three-branch electrical power
network

deep fades are responsible for signal degradation in a communication channel, hence they

cannot be under-estimated or simply ignored.

3.4 Summary and Conclusions

In this chapter, we have taken two approaches towards modeling PLC channels. Firstly, a

multipath model is developed for real electrical power networks of unknown characteristics or

architecture. Secondly, a deterministic approach is adopted to model known electrical power

grid topologies through a built testbed. we have modelled the complex frequency response

of real-world PLC channels using multipath signal propagation technique in the frequency
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range 1-30 MHz. The applicability of the model to large networks with unknown parameters

is demonstrated with good agreement between simulation and measurement results as shown

in Figure 3-4. The motivation for this approach derives from the desire to utilize existing

indoor electrical power networks to establish high speed communication links. In most cases

the topology of the network is not readily available; hence we sought for solutions that

require little knowledge about the network. To compare different multipath channels in

the quest to develop some general guidelines for PLC systems, parameters which grossly

quantify the multipath channel have been used. These are in the form of maximum excess

delay 𝜏𝑚, mean excess delay 𝜏𝑒, and RMS delay spread 𝜏𝑟𝑚𝑠. It has been found that typical

values of RMS delay spread are in the order of 𝜇𝑠 in practical PLC channels, comparable

to outdoor mobile radio channels. The RMS delay spread provides a good indication of the

multipath spread. In digital communications, the RMS delay spread in comparison with the

symbol duration gives an indication as to whether the channel requires equalization to avoid

inter-symbol interference (ISI) or not. This is popular in OFDM and CDMA communication

systems. The most significant contribution to larger RMS delay spread is due to strong signal

reflections with long delays. This work includes the statistics of time delay parameters as

well as coherence bandwidth and its relation to RMS delay spread in the frequency range up

to 30 MHz. It is observed that the inverse relationship between coherence bandwidth and

RMS delay spread as given by (3.12). Utilizing the results presented in Figure 3-9 and Figure

3-6(d), it is possible to determine statistically, the probability of encountering a flat channel

for a specified coherence bandwidth. For example, for a coherence bandwidth of 200 kHz or

more, suitable channels are those with an RMS delay spread less or equal to approximately

0.2 𝜇𝑠. For this specification, according to Fig. 10, about 50% of the measured channels

may not require equalization. 80% of the measured channels exhibit estimated values of

coherence bandwidth between 600 kHz and 90 kHz. The 90th percentile of the RMS delay

spread is found to be between 0.04 𝜇𝑠 and 0.55 𝜇𝑠 with a mean of 0.287 𝜇𝑠 and standard

deviation of 0.222 𝜇𝑠. Comparatively, the relationship between coherence bandwidth and

RMS delay spread as shown by (3.12) is very close to that obtained by [74]. Though

this result is expected to differ from site to site, with more measurement campaigns, this

relationship could be established without loss of generality and possibly arrive at a unified

representation. The comparisons in Table 3.3 also show closeness in terms of bounds for

other time delay parameters for indoor PLC channels.
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In the deterministic approach, basic transmission line parameters are determined to

derive the transfer characteristic to model the PLC channel. The propagation parameters

required to build the model are obtained from measurements of typical indoor electrical

power network. Though deterministic approaches remain topology dependent, for a given

topology, only the cable propagation parameters and load impedances are required. The

low voltage (LV) power line network is regarded as a cascade of several parallel resonant

circuits. The notch position clearly depend on the length of the branching elements and their

depth increases with increasing branch number. The proposed model is used to analyze three

scenarios of network topology. Though there are some noticeable differences in the frequency

range, the model captures the notch positions and depths satisfactorily. Compared to the

approach by Phillips [27], which requires knowledge of the transfer characteristics, this model

only relies on the knowledge of the topology. The model can be improved by taking into

consideration the inter-branch lengths.
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CHAPTER 4

Channel Modeling for High Speed Indoor PowerLine

Communication Systems: The Lattice Approach

4.1 Introduction

The transmission of data signals through electrical power networks plays an important role in

contributing towards global goals for broadband services inside the home and office. In this

chapter the aim is to contribute to this ideal by presenting a PLC channel modeling approach

which describes a electrical power network as a lattice structure. In a lattice structure, a

signal propagates from one end into a network of boundaries (branches) through numerous

paths characterized by different reflection/transmission properties. Due to theoretically

infinite number of reflections likely to be experienced by a propagating wave, the optimum

number of paths required for meaningful contribution towards the overall signal level at the

receiver is determined. The propagation parameters are obtained through measurements

and other model parameters are derived from deterministic electrical power networks. It is

observed that the notch positions in the frequency response are associated with the branch

lengths in the electrical power network. Short branches will result in fewer notches in a fixed

bandwidth as compared to longer branches. Generally, the channel attenuation increases

with the electrical power network size in terms of number of branches. The proposed model

compares well with experimental data.

Recently, due to the advances in computing and data communication, it is apparent

that technological advances and demand of information technology will continue to rise [98].

Furthermore, this rapid increase is accompanied by the declining cost of data communica-

tions as a result of both technological improvements and increased competition. With the

advent of technology and continued demand for multimedia services, human dependency on

power and data communications has reached new heights. Numerous efforts are in place to

progressively enhance and expand the efficiency in both sectors. Accompanied by the dereg-

ulation of the telecommunication and electricity markets, provision of innovative solutions

by new operators is born [99]. In data communications, applications such as broadband
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internet, smart grid etc, require easy installation procedures at minimum cost to attract

new customers. Due to the universal existence of the electrical power network, PLC is a

viable option for the provision of numerous indoor broadband services [100].

PLC is a technology where high frequency signals are transmitted over power lines orig-

inally designed to carry the normal 50/60 Hz power signal. PLC thus has the obvious

advantage due to its expansive network (reduced infrastructural costs) over conventional

communication media such as coaxial and fibre optic cables. However, there are major in-

herent peculiarities in this channel which influences broadband transmission over the PLC

network. The powerline network is designed optimally to deliver power as opposed to data.

The significant difference in terms of structure and physical characteristics generally presents

a harsh environment for the low-power high frequency signals. Since the quality of the trans-

mission is largely dependent on the characteristics of the channel, developing accurate PLC

channel models is of fundamental importance. The topology of a PLC channel is such that

there exist other terminal connections between the transmitting and receiving ends of a

communication link. These terminals are in the form of loaded branches. In principle, the

attenuation increases with increasing distance, but there is no simple correlation [75]. The

principal factors that influence channel attenuation are the network topology, cable charac-

teristics as well as the loading profile at the terminals. The channel frequency response shows

that even short distance links exhibit deep narrowband fades having attenuation which can

be higher than that experienced by longer distance links.

These deep fades are a result of reflection and multipath propagation. Several techniques

have been proposed to model a PLC channel. It is common practice to consider a power

line channel as a "black box" and describe its transfer function [87], [27]. The most signifi-

cant disadvantage of this approach is that a large number of measurements are required to

estimate the model parameters. The process of parameter estimation requires application

of complex fitting algorithms in order to determine the model that fits the measurements

adequately. Global extensive channel measurements may be required to develop a general-

ized model. Different approaches are then employed to determine the system parameters,

either through experimental data and measurements or deriving them theoretically [88], [67].

Other approaches consider the PLC channel as a multipath environment due to signal re-

flections at branching points and connected loads [27], [26, 28, 30, 65, 66, 97, 101–104]. The

accuracy of the model generally relies on the proper selection of the parameters of the signal
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propagation properties [65]. The multipath model is a subset of top-down strategies, which

tends to have a high computational cost in determining the dominant paths and the cor-

responding parameters. The complexity grows with increasing number of dominant paths.

This process is inherently computational intensive due to the large number of dominant

paths in indoor environments, owing to the low attenuation resultant from generally short

path lengths. Moreover, top-down approaches lack the physical connection with reality,

thus they do not describe signal propagation in the electrical power network. Transmission

line theory based models are also common [25,31,70,71,77,96,105–111], which describe the

PLC channel as a series of cascaded two-port networks and can thus be adapted to different

network topologies using popular transmission matrices [65]. Though this approach has a

direct relationship with signal propagation in the network, determination of such matrices

is usually not straightforward and the difficulty grows with the size of the given electrical

power network. The other drawback is that this approach cannot simply be extended for

application in networks with interconnected cables having different number of conductors.

In this chapter, a deterministic PLC channel model based on the lattice structure is pre-

sented [112]. This approach is a bottom-up strategy which describes wave propagation in

an electrical power network by utilizing transmission and reflection coefficients. Thus, it has

a direct relationship with signal propagation in an electrical power network. Therefore, it

can flexibly be extended to different electrical power networks of different structures. Addi-

tionally, this approach addresses the physics of electrical power networks since its derivation

is based on the physical interpretation of electromagnetic wave propagation in transmission

line networks. We consider the branches in the electrical power network as consolidated point

loads and use transmission line theory to describe their input impedance. We derive an ana-

lytical expression of the channel frequency response that captures the reflection/transmission

profile of a signal propagating through an electrical power network. As a graphical tool, all

signals are seamlessly traced and the total signal level at any point in the electrical power

network is the superposition of all the waves arriving at that point. The history of any

signal is easily traceable and its composition identifiable. Due to possible infinite paths

presented to a propagating signal as it travels towards the receiver, we derive an expres-

sion that represents only the dominant paths. This is usually a complex exercise in other

methods, leading to some researchers simply assuming what they perceive as a reasonable

number. The lattice approach simplifies its determination and the developed expression is
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well suited to all networks with no further complexity introduced regardless of the network

size or complexity. A comparison is then made between this model, experimental data and

other deterministic models.

4.2 Channel Description

Typically, an indoor electrical power network consists of several branches required to supply

power to the household appliances and office equipment. The structure of aa electrical power

network is analogous to that of a bus topology with multiple access ports between the trans-

mitter and the receiver. Such a topology is as shown in Figure 4-1 with branching elements

𝑏𝑟1, 𝑏𝑟2, 𝑏𝑟3, . . . , 𝑏𝑟(𝑁−2), 𝑏𝑟(𝑁−1),𝑏𝑟𝑁 and the inter-branch distance denoted by 𝑑1, 𝑑2, 𝑑3, . . .,

𝑑𝑁−2, 𝑑𝑁−1 . The receiver could be placed at any of the available open terminals in the net-

work for access to the information transmitted. The branching elements present impedance

discontinuities as the signal propagates from the transmitter (𝑇𝑋) to the receiver (𝑅𝑋).

The signal encounters further discontinuities due to the numerous loads connected at the

branching ends in the network. Such unpredictable change in the electrical power network

impedance makes it difficult to trace the channel state, primarily because appliances are

continuously plugged in and out of the network at random by the users. Some appliances

also bears varying impedance states depending on their mode of operation even over a sus-

tained connection. Other powerline topologies exist varying from country to country as well

as different indoor wiring practices. The topology shown in Figure 4-1, commonly known as

the T-topology, is the most popular and thus provide the basis of this work.

1rb 2rb )2( Nrb )1( Nrb
rNb

XT
XR

0d 1d
2Nd

1Nd Nd

Figure 4-1: Typical multi-access powerline topology
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4.3 The Lattice Approach

The electrical power network, as discussed above, presents numerous reflection boundaries.

At a branching point, the superposition of all the forward and backward travelling signals

forms a lattice. As the injected voltage from the source travels back and forth in the network,

its behaviour is captured by a bouncing diagram as shown in Figure 4-2. A bouncing diagram

is a convenient representation of signal propagation within a branched PLC network. The

powerline network is decomposed into 𝑁 dissimilar segments (branches), each having an

impedance of 𝑍𝑖𝑛(𝑛), (𝑛 = 1, 2, 3, . . . , 𝑁). Thus there exist (𝑁 − 1) discontinuities in the

path of a voltage waveform travelling from the source to a receiver placed at the n𝑡ℎ branch.

The initial voltage signal reaches a branching element which sets up a reflected wave. The

reflected wave propagates back to the source, which in turn gives rise to another reflection

and so on, with this process continuing indefinitely. It should be noted here that, in terms

of reflections, a source may not always refer to the transmitting terminal. Branching nodes

prior to the subsequent ones may also be regarded as their source as they become the feeder

nodes.

As the signal propagates from the source to the destination, it experiences reflections

and transmissions at the branching nodes. The signal is analyzed as it reaches the branch-

ing nodes and properly apply the boundary conditions at each junction. By defining basic

lattices at the branching nodes, as shown in Figure 4-2, it is possible to track all the signal

replicas and numerically determine the voltage level at each branching node. Similar ap-

Basic Lattice Structure

)1( nrb rnb )1( nrb
rNb

1rb

‘reflected’ 

from Lr

‘reflected’ 

from Ll

‘through’ from 

Lr

‘through’ from 

Ll

Figure 4-2: A Basic Lattice Structure
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proaches in similar areas have been used in [113] and [114]. At each branching node, there

are (𝑁 +1) lattices, where 𝑁 is the total number of branches in a network. Figure 4-2 shows

how a typical lattice is derived from a bouncing diagram of an electrical power network of

size 𝑁 . In the same figure we also show how signal replicas combine at a lattice. At a

branching node there are signal replicas that reach a node after being reflected from the left

lattice (𝐿𝑙), reflected from the right lattice (𝐿𝑟), pass through from the right lattice (𝐿𝑟),

and through from the left lattice (𝐿𝑙). Thus the total voltage level at a branching node is

given by
∑︀𝑁+1

𝑖=1 𝑉𝐿𝑖 . This is simply the overall voltage sum of individual lattice voltages at

a node.

4.4 Model Formulation

The electrical power network is modeled as a lattice structure with numerous reflection

points (at the lattices) in the path of a propagating signal. Over a period of time, there are

infinitely many reflection/transmission combinations that take place before a signal reaches

the receiving end. The lattice representation, through a bouncing diagram, allows us to trace

all possible paths traversed by the signal en route to the receiving terminal. While part of the

signal reaches the receiver through a direct path, other replicas of the original signal branch

off the main path, effectively arriving at the receiver at a later stage. PLC channels can thus

be regarded as a multipath environment. Such numerous paths can be seen on the bouncing

diagram shown in Figure A-1 in the appendix. The lattice diagram illustrates a voltage

travelling back and forth between a pair of branches as well as being transmitted through

to the next branch progressively towards the receiving end. Effectively, the portion of the

signal that reaches the receiver has encountered several reflection/transmission combinations

and travelled a certain distance, 𝑙𝑝, where 𝑝 is the 𝑝th path concerned. It is also notable

that signal replicas that travel a considerably long distance before reaching the receiver will

have insignificant contribution to the signal level at the receiver. These replicas are not

considered in the solution. The attenuation of a signal propagating along a transmission

line is dependent on the length of the path as follows [26]:

𝐴(𝑓, 𝑙) = 𝑒−𝛼(𝑓)𝑙 = 𝑒−(𝑎0+𝑎1𝑓𝑘)𝑙, (4.1)

where 𝛼(𝑓) = (𝑎0 + 𝑎1𝑓
𝐾) is the frequency dependent attenuation constant and 𝑙 is the
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path length. Variables 𝑎0, 𝑎1 and 𝐾 are determined from measurements through a Least-

Absolute Residual (LAR) robust analysis of the attenuation constant. The mismatches

encountered by the wave front as it travels on the line at every junction results in reflection

and transmission factors. In this context, a junction is defined as an impedance discontinuity

along a transmission line. The impedance discontinuity may arise due to a section of a

transmission line having a different characteristic impedance, a terminating load or the

input impedance to other circuit elements. In this work, branches are represented with

their input impedances and considered as consolidated loads to the main line. It should be

noticed that the branches are parallel to the main line hence the definition of the junction

reflection and transmission factors as follows [115]:

𝑟 =
(𝑍𝐿 ‖ 𝑍0) − 𝑍0

(𝑍𝐿 ‖ 𝑍0) + 𝑍0
=

−𝑍0

2𝑍𝐿 + 𝑍0
, (4.2)

and

𝑇 = 1 + 𝑟, (4.3)

where 𝑍0 is the characteristic impedance of the main line, 𝑟 and 𝑇 are the reflection

and transmission factors at the junctions respectively. The operator (‖) indicates a parallel

operation while 𝑍𝐿 is the input impedance of the branching element. A loaded branch is

considered as a consolidated point load and apply transmission line theory to determine its

impedance. In other words, we sought to find the input impedance at the junction due to

the branch and the load that might be connected at its end. The junction impedance can

thus be calculated as follows [116]:

𝑍𝐿(𝑙) = 𝑍𝑖𝑛(𝑙) = 𝑍0

(︂
𝑍𝑡 + 𝑍0 tanh(𝛾 · 𝑙)
𝑍0 + 𝑍𝑡 tanh(𝛾 · 𝑙)

)︂
, (4.4)

where 𝑍𝑡 is the load impedance that terminates the branch line and 𝛾 = 𝛼 + 𝑗𝛽 is the

propagation constant. The propagation parameters of the powerline are obtained from

measurements. Typical indoor cables used by the local utility are of three-wire copper (Cu)

2.5 𝑚𝑚2 Cabtyre flexible PVC type. Other cable diameters are also available in 1.5 𝑚𝑚2 and

4 𝑚𝑚2. The characteristic impedance 𝑍0 and the attenuation constant 𝛼(𝑓) are determined

as described in [109]. These parameters are examined in the frequency range 1 - 30 MHz as

shown in Figure 4-3.
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For the purpose of illustration, Figure A-1 in appendix shows an electrical power network

representation with four branches and a sending end of voltage 𝑉𝑠. The lattice diagram

obviously does not show all the possible reflection/transmission scenarios but rather depicts

how these factors are formulated to determine voltage levels at every branching point. In

our method, a homogeneous electrical power network is considered as this is consistent

with many indoor wiring practices, thus the characteristic impedance of the main line is the

same as that of the branches and does not vary between branches. The distance between the

branches may vary depending on the network design. Secondly, since it is of minimum benefit

to consider all the infinite (theoretical) paths, we only consider first order reflections [115]

as the associated signals are likely to reach the receiver with meaningful energy according to

(4.1). Therefore, another restriction is placed on the number of branches between which the

signal ought to bounce for consideration. Signals which bounce off too many branches take

a long time to reach the receiver, so we have limited this number to two. This is peculiar

with large networks with many branches. As a matter of fact, a signal that bounces off

too many branches might even take a longer time to reach the receiver as compared to a

particular second order reflection signal. With these conditions set forth, the process of

tracing a voltage signal propagating from the source to the rest of the network is carried

out. There are propagation paths with similar characteristics in terms of their reflection

profile, so these are grouped together and a general model developed thereof. Four groups

of such paths as shown in Figure 4-4 have been identified and defined as follows:

∙ TYPE (1): Direct paths: these paths exhibit no reflection as the signal travels towards

the receiver.

∙ TYPE (2): Single-reflection paths: these paths lead to the receiver after just one reflec-

tion. They are generally backward traveling replicas reflected by branches succeeding

the receiving node.

∙ TYPE (3): Double-reflection paths: these signal replicas will reach the receiver after

bouncing off two branches. The said branches could be the receiving node itself,

leading or lagging branches.

∙ TYPE (4): Source-branch reflection paths: these paths will reach the receiver after

bouncing off any one branch and off the sending end.
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Figure 4-4: Path Types Observed at a Lattice: (a) Type (1), (b) Type (2), (c) Type (3),
and (d) Type (4)

The expected voltage level at a receiver placed at any of the branching elements is then

determined. For clarity of solution formulation, we will follow the four types mentioned above

in the derivation process. Each of the characteristic path will consistently be denoted with

superscripts (1) to (4) to describe its reflection path profile. A single vector Sn containing

transmission factors is defined such that [112]:

𝑆𝑛 = 𝑇1𝑇2𝑇3...𝑇𝑛−1𝑇𝑛 =

𝑛∏︁
𝑖=0

𝑇𝑖 | 𝑇0 = 1, (4.5)

where 𝑛 is the branch number. The operator (|) denotes "whereby", providing a condition

for the variable. The size of Sn depends on the size of the electrical power network. The

voltage at a branching point due to reflection/transmissions is also defined in the following

manner:

𝑉
(𝑘)
𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾) × Ψ

(𝑘)
𝑏𝑟,𝑛, (4.6)

where 𝑛, 𝑉𝑠, and 𝑘 ∈ [1, 2, 3, 4] are branch number, source voltage, and path type, respec-

tively. Ψ
(𝑘)
𝑏𝑟,𝑛 represents all the reflection/transmissions at a branch as shown in the appendix.

The direct path voltage expected at the four (𝑛 = 1, 2, 3, 4) branches depicted in Figure A-1

can be determined as follows [112]:
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𝑉
(1)
𝑏𝑟,1(𝛾) = 𝑉𝑠(𝛾)𝑇1, (4.7a)

𝑉
(1)
𝑏𝑟,2(𝛾) = 𝑉𝑠(𝛾)𝑇1𝑇2, (4.7b)

𝑉
(1)
𝑏𝑟,3(𝛾) = 𝑉𝑠(𝛾)𝑇1𝑇2𝑇3, (4.7c)

𝑉
(1)
𝑏𝑟,4(𝛾) = 𝑉𝑠(𝛾)𝑇1𝑇2𝑇3𝑇4, (4.7d)

and hence a general expression describing these voltages at any branch number 𝑛 in a network

containing 𝑁 branches is as follows:

𝑉
(1)
𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)

𝑛∏︁
𝑖=1

𝑇𝑖. (4.8)

The second group of voltage replicas reaching the first four branches within a powerline

network of size 𝑁 = 5 can be determined through the following set of equations [112]:

𝑉
(2)
𝑏𝑟,1(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑇 2
1

[︀
𝑟2 + 𝑟3𝑇

2
2 + 𝑟4𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀
(4.9a)

𝑉
(2)
𝑏𝑟,2(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑇1𝑇

2
2

[︀
𝑟3 + 𝑟4𝑇

2
3 + 𝑟5𝑇

2
3 𝑇

2
4

]︀}︀
(4.9b)

𝑉
(2)
𝑏𝑟,3(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑇1𝑇2𝑇

2
3

[︀
𝑟4 + 𝑟5𝑇

2
4

]︀}︀
(4.9c)

𝑉
(2)
𝑏𝑟,4(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑇1𝑇2𝑇3𝑇

2
4 [𝑟5]

}︀
. (4.9d)

The general expression for these group of replica voltages at any branch number 𝑛 in a

given powerline network of 𝑁 total branches is given by [112]:

𝑉
(2)
𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)𝑇𝑛

𝑛∏︁
𝑖=1

𝑇𝑖

⎡⎣ 𝑁∑︁
𝑗=𝑛+1

𝑟𝑗

(︂
𝑆𝑗−1

𝑆𝑛

)︂2
⎤⎦ . (4.10)

Considering the third group of voltage replicas, it is noticeable that these does not exist

at the first branch. A receiver at this node will not record any TYPE (3) voltage replicas.

Signals resultant from reflections between any two branches will not cross the first branch

even if one such reflection takes place at the first branch itself. These kinds of reflections

will only have a contribution at the branches subsequent to the first. The first four branches

have such replicas determined by the following expressions [112]:
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𝑉
(3)
𝑏𝑟,1(𝛾) = 0 (4.11a)

𝑉
(3)
𝑏𝑟,2(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑇1𝑇2

[︀
𝑟1𝑟2 + 𝑟1𝑟3𝑇

2
2

+𝑟1𝑟4𝑇
2
2 𝑇

2
3 + 𝑟1𝑟5𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀ (4.11b)

𝑉
(3)
𝑏𝑟,3(𝛾) = 𝑉𝑠(𝛾) {𝑇1𝑇2𝑇3 [𝑟1𝑟2 + 𝑟2𝑟3

+ 𝑟1𝑟3𝑇
2
2 + 𝑟2𝑟4𝑇

2
3 + 𝑟1𝑟4𝑇

2
2 𝑇

2
3

+𝑟2𝑟5𝑇
2
3 𝑇

2
4 + 𝑟1𝑟5𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀ (4.11c)

𝑉
(3)
𝑏𝑟,4(𝛾) = 𝑉𝑠(𝛾) {𝑇1𝑇2𝑇3𝑇4 [𝑟1𝑟2 + 𝑟2𝑟3

+ 𝑟3𝑟4 + 𝑟1𝑟3𝑇
2
2 + 𝑟2𝑟4𝑇

2
3 + 𝑟1𝑟4𝑇

2
2 𝑇

2
3

+𝑟3𝑟5𝑇
2
4 + 𝑟2𝑟5𝑇

2
3 𝑇

2
4 + 𝑟1𝑟5𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀
.

(4.11d)

Extending the above derivation to a general case, the contribution of such replicas at an

arbitrary branch number 𝑛 within a network of size 𝑁 , it is determined that [112]:

𝑉
(3)
𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)

𝑛∏︁
𝑖=1

𝑇𝑖

⎡⎣𝑁−1∑︁
𝑘=1

𝑛−1∑︁
𝑖=1

1∏︁
𝑗=0

𝑟𝑖+𝑗𝑘

(︂
𝑆𝑖+𝑘+1

𝑆𝑖

)︂⎤⎦ . (4.12)

The final group of replicas with meaningful contribution at an arbitrarily placed receiver

are of TYPE (4), those which are reflected off a branch element and the source. Such signals

can be determined as shown in 4.13(a) through 4.13(d) [112] by using

𝑉
(4)
𝑏𝑟,1(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑟𝑠𝑇1

[︀
𝑟1 + 𝑟2𝑇

2
1

+𝑟3𝑇
2
1 𝑇

2
2 + 𝑟4𝑇

2
1 𝑇

2
2 𝑇

2
3 + 𝑟5𝑇

2
1 𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀ (4.13a)

𝑉
(4)
𝑏𝑟,2(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑟𝑠𝑇1𝑇2

[︀
𝑟1 + 𝑟2𝑇

2
1

+𝑟3𝑇
2
1 𝑇

2
2 + 𝑟4𝑇

2
1 𝑇

2
2 𝑇

2
3 + 𝑟5𝑇

2
1 𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀ (4.13b)

𝑉
(4)
𝑏𝑟,3(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑟𝑠𝑇1𝑇2𝑇3

[︀
𝑟1 + 𝑟2𝑇

2
1

+𝑟3𝑇
2
1 𝑇

2
2 + 𝑟4𝑇

2
1 𝑇

2
2 𝑇

2
3 + 𝑟5𝑇

2
1 𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀ (4.13c)

𝑉
(4)
𝑏𝑟,4(𝛾) = 𝑉𝑠(𝛾)

{︀
𝑟𝑠𝑇1𝑇2𝑇3𝑇4

[︀
𝑟1 + 𝑟2𝑇

2
1

+𝑟3𝑇
2
1 𝑇

2
2 + 𝑟4𝑇

2
1 𝑇

2
2 𝑇

2
3 + 𝑟5𝑇

2
1 𝑇

2
2 𝑇

2
3 𝑇

2
4

]︀}︀
,

(4.13d)
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and in general [112];

𝑉
(4)
𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)𝑟𝑠

𝑛∏︁
𝑖=1

𝑇𝑖

𝑁∑︁
𝑗=1

𝑟𝑗 (𝑆𝑗−1)
2 . (4.14)

The resultant received signal level at a receiver placed at branch number 𝑛 in a network is

thus the sum of all the individual contributions as described above. This can be represented

as shown in (4.15) and detailed in (4.16).

𝑉
(𝑡𝑜𝑡)
𝑏𝑟,𝑛 (𝛾) = 𝑉

(1)
𝑏𝑟𝑛(𝛾) + 𝑉

(2)
𝑏𝑟𝑛(𝛾) + 𝑉

(3)
𝑏𝑟𝑛(𝛾) + 𝑉

(4)
𝑏𝑟𝑛(𝛾). (4.15)

(4.16)

𝑉𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)

𝑛∏︁
𝑖=1

𝑇𝑖 +

⎧⎨⎩𝑉𝑠(𝛾)𝑇𝑛

𝑛∏︁
𝑖=1

𝑇𝑖

⎡⎣ 𝑁∑︁
𝑗=𝑛+1

𝑟𝑗

(︂
𝑆𝑗−1

𝑆𝑛

)︂2
⎤⎦⎫⎬⎭+

⎧⎨⎩𝑉𝑠(𝛾)

𝑛∏︁
𝑖=1

𝑇𝑖

⎡⎣𝑁−1∑︁
𝑘=1

𝑛−1∑︁
𝑖=1

1∏︁
𝑗=0

𝑟𝑖+𝑗𝑘

(︂
𝑆𝑖+𝑘+1

𝑆𝑖

)︂⎤⎦⎫⎬⎭
+ 𝑉𝑠(𝛾)𝑟𝑠

𝑛∏︁
𝑖=1

𝑇𝑖

𝑁∑︁
𝑗=1

𝑟𝑗 (𝑆𝑗−1)
2 ,

which can be simplified by factoring out the common terms and reduced to [112]:

(4.17)

𝑉𝑏𝑟,𝑛(𝛾) = 𝑉𝑠(𝛾)
𝑛∏︁

𝑖=1

𝑇𝑖

⎧⎨⎩1 + 𝑇𝑛

⎡⎣ 𝑁∑︁
𝑗=𝑛+1

𝑟𝑗

(︂
𝑆𝑗−1

𝑆𝑛

)︂2
⎤⎦+

⎡⎣𝑁−1∑︁
𝑘=1

𝑛−1∑︁
𝑖=1

1∏︁
𝑗=0

𝑟𝑖+𝑗𝑘

(︂
𝑆𝑖+𝑘+1

𝑆𝑖

)︂⎤⎦+ 𝑟𝑠

𝑁∑︁
𝑗=1

𝑟𝑗 (𝑆𝑗−1)
2

⎫⎬⎭ .

The effects of cable attenuation which is both frequency and line length dependent are

then taken into account as shown in (4.1). Again, the attenuation profiles are separated

by using the same classification of replicas as it has been done previously, hence the same

notation is maintained for consistency. The variables used herein carry the same meaning

as previously defined except where specific mention is made. It is not common in practice

to have equally spaced branches in the electrical power network, but the variation of the

inter-branch spacing 𝑑, in indoor environments is minimal. Therefore, an average spacing

is considered since it will have minimal impact on the overall propagation distance. The
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attenuation profiles for each group is determined as shown by 4.18(a) through 4.18(d).

𝐴(1)
𝑛 = 𝑒−𝛾(𝑛𝑑) (4.18a)

𝐴(2)
𝑛 = 𝑒−𝛾(2𝑗−𝑛)𝑑 𝑗 = 𝑛 + 1, · · · , 𝑁 (4.18b)

𝐴(3)
𝑛 = 𝑒−𝛾𝑑{2×floor[(𝑚−1

𝑛−1 )+2]+(𝑛−2)};

𝑚 ∈
[︀
1,−0.5𝑛2 + 5.5𝑛− 5

]︀ (4.18c)

𝐴(4)
𝑛 = 𝑒−𝛾(𝑛+2𝑗)𝑑 𝑗 = 1, · · · , 𝑁. (4.18d)

where the operator (floor) rounds off its elements to the nearest integer less or equal to the

elements. The resultant voltage level, taking into account the effects of attenuation can thus

be defined by [112]:

𝑉𝑏𝑟,𝑛(𝛾) = 𝑉
(1)
𝑏𝑟,𝑛(𝛾)𝐴(1)

𝑛 + 𝑉
(2)
𝑏𝑟,𝑛(𝛾)𝐴(2)

𝑛 + 𝑉
(3)
𝑏𝑟,𝑛(𝛾)𝐴(3)

𝑛 + 𝑉
(4)
𝑏𝑟,𝑛(𝛾)𝐴(4)

𝑛 . (4.19)

The frequency response of an electrical power network at a node can be determined given

(4.19) in the frequency domain. The relationship between the input and output of a system

can be described by the equation below:

𝑉𝑏𝑟,𝑛(𝛾) = 𝐻(𝑓)𝑉𝑠(𝛾), (4.20)

where 𝐻(𝑓) is the transfer function of the electrical power network. Therefore we can use

(4.17) such that we obtain the frequency response of an electrical power network as shown

below [112]:

(4.21)

𝐻(𝑓) =
𝑛∏︁

𝑖=1

𝑇𝑖

⎧⎨⎩𝐴(1) + 𝑇𝑛

⎡⎣ 𝑁∑︁
𝑗=𝑛+1

𝑟𝑗

(︂
𝑆𝑗−1

𝑆𝑛

)︂2

𝐴(2)

⎤⎦
+

⎡⎣𝑁−1∑︁
𝑘=1

𝑛−1∑︁
𝑖=1

1∏︁
𝑗=0

𝑟𝑖+𝑗𝑘

(︂
𝑆𝑖+𝑘+1

𝑆𝑖

)︂
𝐴(3)

⎤⎦
+ 𝑟𝑠

𝑁∑︁
𝑗=1

𝑟𝑗 (𝑆𝑗−1)
2𝐴(4)

⎫⎬⎭ .
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4.5 Multipath Model

The model of (4.21) is a summation due to superposition of the signal components traversing

the paths from source to receiver. With its numerous reflections resulting from impedance

discontinuities, the various paths traversed by several components of the signal indicates

that a PLC channel can be described as a multipath environment. The discontinuities are

characterized by the reflection coefficient 𝑟(𝑓) and a transmission coefficient 𝑇 (𝑓) [117]. This

approach was initially formalized by [26]. Considering a channel with 𝐾𝑝 dominant paths,

the multipath model is described as follows [26]:

𝐻(𝑓) = 𝐴

𝐾𝑝∑︁
𝑝=1

(︃
𝐾∏︁
𝑘=1

𝑟𝑘(𝑓)

𝑀∏︁
𝑚=1

𝑇𝑚(𝑓)

)︃
⏟  ⏞  

𝑔𝑝(𝑓)

𝑒
−𝑗

(︁
2𝜋𝑙𝑝
𝑣𝑝

)︁
𝑓⏟  ⏞  

phase

𝑒−(𝛼)𝑙𝑝⏟  ⏞  
attenuation

, (4.22)

where 𝑔𝑝(𝑓), 𝑙𝑝, 𝛼, 𝑓, and 𝑣𝑝 represent the weighting factor, path length, attenuation constant,

frequency and the speed of electromagnetic waves in the cable material, respectively. The

weighting factor represents the product of the reflection/transmission factors along a path

𝑝. The overall path gain for the path after 𝑗 interactions is expressed as:

𝑔𝑝(𝑓) =
∏︁
𝑗

𝑔𝑝𝑗(𝑓), (4.23)

with 𝑔𝑝𝑗(𝑓) as either the reflection or transmission factor (𝑔𝑝𝑗(𝑓) = 𝑟(𝑓) for a reflection

and 𝑔𝑝𝑗(𝑓) = 𝑇 (𝑓) for a transmission). Typically, all reflection and transmission factors in

power lines are less than or equal to one. This is primarily because the electrical power

network is constituted by passive components. Transmission only occurs at the nodes where

the loading parallel connection of two or more cables results in impedance lower than the

characteristic impedance of the feeder cable. Accordingly, the magnitude of the weighting

factor will be less than or equal to one.

| 𝑔𝑝(𝑓) |≤ 1. (4.24)

The paths with increased interactions will have a reduced resultant weighting factor.

Moreover, the longer the path the higher the attenuation and hence minimized impact at

the receiver. Therefore, only 𝐾𝑝 dominant paths are considered. The selection of these
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Table 4.1: Optimum number of paths 𝐾𝑝 at branch 𝑛 in an 𝑁 size network
𝑛 𝑁 = 1 𝑁 = 2 𝑁 = 3 𝑁 = 4 𝑁 = 5 𝑁 = 6

1 2 4 6 8 10 12
2 - 4 7 10 13 16
3 - - 7 11 15 19
4 - - - 11 16 21
5 - - - - 16 22
6 - - - - - 22

paths follows the same definition as in the previous section. The number of paths depends

on the size of the network and the position in the network where the receiver is placed.

With the simplicity of the lattice diagram, it is possible to quantify the number of paths at

any node in the network. The results of such an analysis are presented in Table 4.1 for a

network of maximum size 𝑁 = 6.

As the network grows in complexity, the challenge of tracing these paths becomes increas-

ingly difficult. Therefore, the results of Table 4.1 are modeled as a mathematical function,

through pattern recognition techniques that can seamlessly adapt to any size of the network

for a receiver placed anywhere in it. The number of paths can be expressed as [112]:

𝐾𝑝(𝑁,𝑛) = 2𝑁𝑛−
[︂

1

2
𝑛2 +

(︂
𝑁 +

1

2

)︂
𝑛− (𝑁 + 1)

]︂
𝑁 ≥ 𝑛. (4.25)

The path length 𝑙𝑝, which defines the individual distance travelled by a signal along a

path 𝑝 can be defined using the same derivations presented in 4.18(a) through 4.18(d)

considering the four defined path groups. The fact that there exist several paths having

the same length though traversing different paths is taken into account. However, their

reflection/transmission profile will always differ depending on the characteristics of their

respective paths. The analysis of path lengths, given our path definitions, can be summarized

by the following equations within each path type.

𝑙𝑝 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(1) 𝑛𝑑, 𝑛 ≤ 𝑁

(2) (2𝑖− 𝑛)𝑑, 𝑖 ∈ [𝑛 + 1, 𝑁 ]

(3)
{︁

2 × floor
[︁(︁

𝑚−1
𝑛−1

)︁
+ 2
]︁

+ (𝑛− 2)
}︁
𝑑, 𝑚 ∈ [1,−1

2𝑛
2 + 11

2 𝑛− 5]

(4) (𝑛 + 2𝑗)𝑑, 𝑗 ∈ [1, 𝑁 ]

(4.26)
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4.6 Model Validation

The model presented in (4.21), also represented as a multipath propagation model in (4.22),

is used to determine the frequency response of known powerline networks. Three test net-

works are built in a laboratory using typical utility cables and their transfer characteristics

measured using a Rhode & Schwartz ZVL13 vector network analyzer. The channel frequency

response (CFR) is evaluated in the frequency 9 kHz - 30 MHz. During the measurements,

the branch ends were left open. The node input impedances can then be calculated using

(4.4) with 𝑍𝑡 = ∞, following which both the reflection and transmission coefficients can be

calculated using (4.2) and (4.3) respectively. The results from three test beds are shown in

Figure 4-5 through 4-7.

Due to the size of the network, reaching the end terminals of the network can be difficult,

hence a port extension is required to reach measurement ports of the network analyzer. To

avoid port extensions interfering with the measured network characteristics, a full two-port

calibration is performed prior to measurements to nullify its effects.

4.7 Discussion of Results

The effects of reflections due to branching elements are observable in the transfer character-

istics in the form of notches spaced evenly in the frequency span. The first notch will appear

when the phase shift between the direct and reflected waves is exactly one half wavelength,

leading to a subtraction. This is especially clear when observing a single branch topology

as shown in Figure 4-5(a). For a branch terminated with an open circuit, the first notch

will appear at 𝑓0 = 𝑣𝑝/4𝑙 [109], [96] and subsequent notches will occur at odd multiples of

𝑓0 within the fixed bandwidth such that:

𝑓𝑘 =
𝑣𝑝
4𝑙

(2𝑘 + 1) 𝑘 = 1, 2, 3, · · · , (4.27)

where 𝑣𝑝 is the propagation speed and 𝑙 is the branch length. The first notch frequency in

Figure 4-5(b) is 𝑓0 = 7.5 MHz as expected, and corresponds to a time period of 133 ns.

The subsequent notch satisfying the frequency span is expected at 𝑓1 = 22.5 MHz according

to (4.27) which is the case as shown in Figure 4-5(b). Beyond 𝑓1 the notch frequencies

lie outside the frequency span considered. Given the upper frequency of the bandwidth,
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(b) Single-branch results

Figure 4-5: Measured frequency response magnitude Experiment 1: (a) Single-branch Topol-
ogy and (b) results

30 MHz, notches generated by branches of length less than 1.25 m will exist outside the

bandwidth considered. The resultant propagation speed in the cable, due to insulation was

found through measurements to be 𝑣𝑝 = 1.5×108 m/s. The first wave that traverses a direct

path from 𝑇𝑥 to 𝑅𝑥 of 20 m, will thus appear after 𝑡 = 20/(1.5×108) = 133 ns. Considering

the test topology of Figure 4-5(a), the second wave will appear after 𝑡 = 30/(1.5×108) = 200

ns. The time period of the first notch (𝑡0 = 133 ns) should correspond to twice the difference
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(b) Two-branch results

Figure 4-6: Experiment 2: (a) Two-branch Topology and (b) Results

(full wavelength) between these two times 2×(200−133) = 134 ns. Subsequent time periods

corresponding to subsequent notch frequencies can be obtained as follows:

𝑡𝑘 =
𝑡0

(2𝑘 + 1)
𝑘 = 1, 2, 3, · · · . (4.28)

In Figure 4-5 through 4-7, the lattice model of three test topologies and comparison with

measured data and the parallel resonant circuit (PRC) model of [109] are shown. Evidently,

there is a good agreement between the model and measurements. These results validates the
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(b) Three-branch results

Figure 4-7: Experiment 3: (a) Three-branch Topology and (b) Results

applicability of the lattice approach in powerline modeling. The structure of the topology

of Figure 4-6 is such that the second branch has the same length as the first. This strategic

choice of branch lengths has a profound result. According to (4.27), the two branches, having

equal lengths, will result in notch occurrences at the same frequencies. However, it is noticed

that the depth of the notches has increased. It is therefore valid to deduce that multiple

branches of the same length will always result in constant notch distribution in the frequency

bandwidth, with the notch depth dependent on the number of such branches. In Figure 4-7,

a third branch is added having a different branch length of 7 m. Again, using (4.27) it is

expected that the notches will appear at 𝑓0 = 5.36 MHz, 𝑓1 = 16 MHz, and 𝑓2 = 26.8 MHz.
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Table 4.2: Determination of First Notch Frequency and Inter-Notch Separation

Branch Path (p) 𝜏𝑝 (ns) 𝜏2 − 𝜏1 (ns) F (MHz) 𝑓0 (MHz)

direct path 𝑙1;5/𝑐 = 253
5𝑚 = ∆𝑡 = 67 = 1

Δ𝑡 = 15 = 𝐹5
2 = 7.5

second path 𝑙2;5/𝑐 = 320

direct path 𝑙1;7/𝑐 = 253
7𝑚 = ∆𝑡 = 93 = 1

Δ𝑡 = 10.75 = 𝐹7
2 = 5.38

second path 𝑙2;7/𝑐 = 347

From the measurements/simulations, 𝑓0 ≈ 5.26 MHz, 𝑓1 ≈ 15.2 MHz, and 𝑓2 ≈ 25.6 MHz.

The time taken by the direct wave to traverse 38 m will be given by 𝑡 = 38/1.5×108 = 253.3

ns. The second wave will appear after 𝑡 = 48/1.5 × 108 = 320 ns after travelling along one

of the 5m branches. Owing to the two branches having equal lengths and also being the

shortest in the network, two signals will appear at the receiver at the same time (𝑡 = 320

ns) provided the network is homogeneous. This explains why branches of the same length

results in increased notch depth. If it is desired to determine the time period of the first

notch due to the 7 m branch, we can follow the same procedure as before. In fact, the

impact of each branch can be studied independently. The notch positions of a given PLC

network can be determined in the time domain by evaluating the channel impulse response.

By taking the inverse Fourier transform (IFT) of (4.22) it is possible to analyze the channel

in time domain, defined as:

ℎ(𝑡, 𝜏) =

𝐾𝑝∑︁
𝑝=1

𝛽𝑝𝛿 (𝑡− 𝜏𝑝) 𝑒
𝑗𝜑𝑝 , (4.29)

where 𝛽𝑝 is the amplitude gain, 𝜏𝑝 is the time of arrival (TOA) and 𝜑𝑝 is the phase of the

𝑝th arriving path. The characteristics of the direct path are such that it takes variables

𝛽1, 𝜏1 and 𝜑1. In that case, the receiver distance from the transmitter is 𝑙1 = 𝜏1𝜈𝑝. With

purely time domain characteristics the position of the first notch 𝑓0 as well as the inter-notch

spacing 𝐹 can be predicted in the frequency domain. For the network of Figure 4-7 having

two distinct types of branches, the results are shown in Table 4.2.

The notch locations play an important role in many deterministic approaches such as

using resonant circuits or filter combinations. In the transfer function, all the notches due

to the three branches are observable. Hence we can view the powerline channel transfer
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characteristics as a superposition of several cascaded responses.

4.8 Conclussion

In this work we describe the powerline network as a lattice structure with traceable reflec-

tion/transmission combinations. Assuming a uniform inter-branch spacing we are able to

trace all the significant paths and develop a model based on voltage levels at any port in the

network. The lattice approach, typical of bottom-up approaches, has an inherent drawback

in that the topology of the network in typical indoor powerline environments is not always

readily available, hence this kind of solution serves as a guideline towards estimation of

channel performance and other relevant channel metrics. The unpredictability of the net-

work topology due to the ever changing branch loading presents a complex problem that

may require adaptive modeling techniques. Furthermore, the model derivation, though rela-

tively less complex, remains a manual exercise that requires a meticulous approach. In this

approach, we considered open branches as a worst case scenario which serves as a bound-

ary solution. Similarly, branches may be short circuited or terminated with characteristic

impedance to evaluate other boundary conditions.

The results obtained using the three test networks show that signal attenuation is directly

proportional to the number of branches in a network. This is evident in Figure 4-5 through

4-7. As an example, at 15 MHz the signal attenuation is approximately -6 dB, -10 dB,

and -16 dB for single-, two-, and three-branch networks respectively. The network resultant

transfer function is the superposition of the individual branch transfer functions. The shape

of the transfer characteristics is heavily influenced by the branch lengths as seen throughout

the results. When the length of the branch increases, so does the number of periodical

notches within the frequency span. In Section 4.7, we have shown that the 5 m branches

for the lattice and the PRC models, as well as for the measurements, will only result in two

notches (at 7.5 MHz and 22.5 MHz) while the 7 m branch will result in three notches (at

5.36 MHz, 16 MHz, and 26.8 MHz) in the frequency range 1 - 30 MHz.

The results of the lattice model are compared with measured data as well as the parallel

resonant circuit (PRC) model developed by [109]. Both approaches are deterministic in na-

ture and represents the transfer function adequately. Deterministic models are computation

intensive. Determination of model parameters and matrix formulations tends to be a daunt-
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ing task. However, the lattice model is less complex and requires fewer input parameters.

Its flexibility and close relationship with the physics of the power network makes it suitable

for network related system modeling such as in multi-user systems and relay systems. For

homogeneous networks, typical of indoor environments, the characteristic impedance and

the propagation constant are the same throughout the cabling. Thus, the only input vari-

able is the length of the branches. This model is basically a transmission line theory based

multipath approach, and can thus be applied as usual.
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CHAPTER 5

Analysis and Prediction of Asynchronous Impulsive

Noise Volatility for Indoor PLC Systems using

GARCH Models

5.1 Introduction

Originally, electrical power networks attracted utility companies considerably to further

employ them as communication media [51]. The majority of developed countries have some-

what instituted reliable digital subscriber lines (DSL) as well as other wired services, hence,

in their view there is little incentive in the deployment of outdoor PLC systems. How-

ever, owing to the accessibility of triple-play solutions, the objective to utilize indoor wiring

for computer and multimedia connectivity presents an appealing prospect. Moreover, de-

velopments in digital communications have made internet access feasible off the premises

wall electrical points of connection [85]. All these desirable possibilities of electrical grid

usage as a communication medium has been deterred by lack of an international standard

regulated by a globally recognized standardization body. Since the inception of the IEEE

1901 standard for broadband over power line, a new era has been unlocked in the powerline

communication sector. Notwithstanding this development, the intrinsic properties of the

electrical power network poses other technical challenges for effective and reliable broad-

band transmission. Besides the topology and cable characteristics, PLC systems experience

impulsive noise generated by the numerous equipments connected to the network including

other narrowband interferences coupled onto the electrical power network [85]. The overall

level of noise is the sum of all the noises in the network.

The undesirable effects of PLC noise has prompted a lot of research in the area [21,

46, 76, 77, 118–120] in various regions across the world. As mentioned earlier, the noise

generated by appliances is typically synchronous with the mains harmonics (50 or 100 Hz).

This cyclic noise is generally referred to as cyclostationary impulsive noise. It is commonly

generated by silicon controlled rectifiers in power supplies [51]. Cyclostationary impulsive
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noise can also attain frequencies much higher than the mains frequency as found in the

measurements in this work. Occasionally, due to switching on and off of appliances in

the network, sporadic impulses occur without any regularity and this noise is particularly

arbitrary. In the frequency band 1-30 MHz, there is a presence of various radio services such

as amateur radio, sharing the spectrum with broadband PLC systems. At high frequencies,

the unshielded nature of the electrical wiring results in them behaving like antennas, picking

up other radio signals in the process. Besides the acknowledged noise sources above, there

still exist several additional sources of noise in the grid, some of which their origin is not

known. Due to the ever presence of this noise in the network, it is usually referred to as

background noise.

Typically, when determining the background noise [23, 77], it is common to include

both the impulsive and narrowband interference aspects when calculating its probability

distribution and power spectral density. Considering the impulsive noise, its analysis has

been accomplished in the time domain by employing digital storage oscilloscopes (DSO)

triggered by a peak detector output. The acquired sequence is processed to determine the

statistics of interval arrival time, pulse width and pulse magnitude [76, 119]. This process

makes it difficult to identify different aspects of the noise and their periodicity. Noise

registers having low magnitude are entirely concealed under high power ones resulting to a

biased amplitude statistics.

In this work, all the numerous noise signals appearing at a power outlet regardless of

their energy level are captured. The noise registers are colour coded according to their

frequency of appearance over a period of time across the working frequency band. Even

when impulses from different components overlap, each one will statistically contribute to

the density of the bitmap at the correct level. Due to the burstiness of the PLC noise, we

have developed a model suitable for capturing the volatile nature of the impulsive noise.

This arises from the fact that statistical models based on impulse amplitudes and impulse

times are highly biased due to increased overlapping of noise registers during measurements.

5.1.1 Noise Measurements

The noise generated by numerous electrical appliances in the electrical power network can be

obtained at an electrical outlet of an indoor environment. Various appliances in the premises

generate noise sequences with distinctive properties. While some equipments inject negligible
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Figure 5-1: Coupling circuitry

levels of noise, some produce high level noise disturbances.

5.1.1.1 Measurement Setup

Communication equipment such as modems generally permit minimal voltage at their ports,

which is entirely the contradiction in the electrical power network. The 220 V mains voltage

used in indoor power lines therefore poses a genuine threat to communication systems’

equipment. To effectively couple signals to and from the "live" electrical power network,

a coupling circuit is necessary to filter out the high power mains voltage. Such a circuit

is depicted in Figure 5-1 and exhibits high-pass characteristics with a cut-off frequency of

200 kHz with a satisfactorily uniform response in the desired working band. The coupler

has an attenuation of at most 1.59 dB in the working band. For galvanic isolation, the

coupler incorporates a 1:1 RF transformer with a transient voltage surge suppressor (TVSS)

connected on either side.

5.1.1.2 Measurement Instrumentation

Contrary to numerous measurement campaigns on electrical power network, the discussion in

this work is based on the measurement of power spectral density of noise data sequences over

an extended acquisition time. Conventional swept spectrum analyzers employs line traces

with a singular capability of displaying one signal magnitude for every frequency point,

which basically represents the largest, smallest or the average power, depending on the

settings. To circumvent this shortcoming we have used the Tektronix RSA5126A Real-Time

signal analyser in the frequency span 1-30 MHz. The instrument is equipped with a 16 bit

analogue to digital converter. The sampling rate that was chosen is 200 MS/s. The analyzer
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is equipped with the revolutionary Digital Phosphor Technology (DPX) which provides an

intuitive live colour view of signal transients as they vary over time in the frequency domain.

The DPX spectrum display can detect and accurately measure transients as brief as 10.3

𝜇𝑠. The instrument has a 16 bit analogue to digital conversion (ADC) rate with a sampling

rate of 200 MHz. Furthermore, its dedicated hardware computes up to 292 000 spectrums

per second on the digitized input signal. All these spectrums are then displayed as colour-

graded bitmap that reveals low-amplitude signals beneath stronger signals occupying the

same frequency at different times. The bitmap image, as opposed to a line trace, gives more

insight, enabling one to distinguish numerous versions of the same signal as it varies over

time. The colour scheme used in this work ("temperature") is such that the hot red colour

indicates a signal that appears more frequently than those shown in cooler colours.

5.1.2 Measurement Results

It often desirable to evaluate the contribution to the noise register due to background noise.

This is challenging because the background noise generally exhibits lower magnitudes in

comparison with the more deleterious impulsive noise. The RSA5126 real-time signal anal-

yser makes this possible with its DPX spectrum capability. Figures 5-2, 5-3, 5-4 and 5-5

show noise measurement results acquired in an indoor electrical power network and four

distinct types of measurements are presented. The DPX spectrum bitmap (amplitude vs.

frequency) is shown in Figure 5-2. It can be observed that various noise sequences have

been captured over time and the bitmap is continuously updated with every measurement

cycle. The bitmap indicates that some signal amplitudes appear more frequently compared

to others at the same frequency point. The most frequent signals are shown in red/yellow

colour in the spectrum while the less frequent ones are shown in blue. It can easily deduce

that the "hottest" region represent the background noise. Regardless of this noise being

buried under high amplitude impulsive noise components, it can still be detected as evident

from Figure 5-2.

The spectrogram (time vs. frequency) in Figure 5-3 shows the time-frequency charac-

teristics of PLC noise. There has been numerous reports that powerline impulsive noise is

dominated by synchronous impulsive components generated by appliances connected to the

network; as is observed here, however, we can simultaneously identify noise components at

higher frequencies. This is not easily observable, for example, using the time-domain graph
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Figure 5-2: Colour spectrum of PLC noise density captured in an office

displayed in Figure 5-4. Clearly we can identify the synchronous impulsive component (at

the second harmonic, 100 Hz), whereas other aspects are not easy to identify. The frequency

domain noise representation is shown in Figure 5-5 and we can only capture one trace at

a time, either the maximum, minimum, or average of the noise level. In the same figure it

is also seen that the instantaneous plot of noise, which is essentially continuously varying

around the peak average value.

Considering Figure 5-2, though there is the benefit of identifying all the noise over time,

obviously such a randomly varying process should be classified statistically over time. This

variability of noise level occurrences is characterized statistically over time.

5.1.3 Noise Distribution

The instantaneous noise power envelope such as that shown in Figure 5-2 is captured by the

measuring instrument and can be defined by:

power = 𝐼2 + 𝑄2 (5.1)

where I and Q are the in-phase and quadrature components of the waveform. Unfortunately,

the power line noise signal is difficult to characterize due to its intrinsic random behaviour. In

order to extract meaningful information from such a random process, a statistical description

of the PLC noise power level is required. A statistical analysis of the PLC signal is provided
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Figure 5-3: Time-Frequency spectrum of PLC noise captured in an office

Figure 5-4: Time-Domain spectrum of PLC noise captured in an office

through the complimentary cumulative distribution function (CCDF). A CCDF curve shows

how much time the signal spends at or above a given power level. In this work, we observe

the signal level relative to its average power. Thus, the peak-to-average ratio is actually

being measured as opposed to the absolute power level. This deviation will be expressed in

dB. The percentage of time the signal spends at or above a certain power level defines the

probability for that particular power level. A CCDF curve is thus a plot of relative power

levels vs. probability. Figure 5-6(a) shows a CCDF of PLC noise registered in an office. In
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Figure 5-5: Spectrogram of PLC noise captured in an office

the same plot, a Gaussian noise CCDF is plotted for reference. The cumulative distribution

(CDF) and the probability distribution functions are also shown in Figure 5-6(b) and 5-6(c)

respectively. We derive the CDF from the CCDF in the following manner:

𝐹 (𝑥) = 1 − 𝐹 (𝑥), (5.2)

where 𝐹 (𝑥) is the CDF and 𝐹 (𝑥) is the CCDF. The cumulative distribution function is

ideally the opposite of its compliment and is defined as follows:

𝐹 (𝑥) = 𝑃 (𝑋 ≤ 𝑥) =
∑︁
𝑦:𝑦≤𝑥

𝑝(𝑦) (5.3)

The cumulative distribution describes the probability that a random variable 𝑋 with a

given probability distribution will exhibit values less than or equal to 𝑥. Once the CDF is

obtained, the probability density function can also be determined. The relationship between

the CDF and the PDF is such that the PDF is the derivative of the CDF. It can thus be

determined as follows, provided 𝑓𝑥 is continuous at 𝑥:

𝑓𝑋(𝑥) =
𝑑

𝑑𝑥
𝐹𝑋(𝑥) (5.4)

where 𝑓𝑋(𝑥) is the PDF and 𝐹𝑋(𝑥) is the CDF. The probability distribution can be

represented as follows:
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(a) CCDF of PLC noise registered in an office

(b) CDF of PLC noise registered in an office

(c) PDF of PLC noise registered in an office

Figure 5-6: Statistical distribution of impulsive noise measured at a wall plug

𝑓𝑋(𝑥) = 𝑃 (𝑋 = 𝑥) (5.5)

Which is the probability that a certain power level above the average power occurs.

This work has presented a detailed measurement procedure for noise measurement for

broadband power line communication systems. The measurements are acquired using a high
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resolution signal analyser from Tektronix that is capable of providing high resolution noise

spectrums both in time and frequency domain. Some characteristics which are normally

difficult to observe with conventional digital oscilloscopes or vector spectrum analyzers are

shown with adequate clarity. The time-frequency characteristics of PLC noise shows that

there is a strong presence of high frequency cyclostationary noise well beyond that which is

synchronous with the mains frequency. Through measurements, we are able to determine

the complementary cumulative distribution function (CCDF) of the noise powers that equals

or exceed the average power of the noise. Though, this is not a measure of absolute noise

power, it provides valuable information as to how often certain exceedance power levels are

attained. We can see from Figure 5-6(a) that the most stressful noise (further right of the

graph) occurs less often compared to that which is closer to the average power in magnitude.

The same conclusion can be drawn from the DPX spectrum shown in Figure 5-2. The blue

coloured signals occurring above the yellow/red signals are of higher magnitude and appears

less frequent.

The distribution of the power levels above the average power level represents the dis-

tribution of impulsive noise occurrences. It is evident in Figure 5-6(a) through 5-6(c) that

this noise definitely does not follow the classical additive white Gaussian noise (AWGN).

Clearly, there is a large presence of high power impulsive noise components in the PLC

environment than suggested by the AWGN assumption. As an example: the Gaussian dis-

tribution suggests that the probability of a noise component being 7.5 dB above the average

power is 0.5, whereas according to measurements for the same power exceedance of 7.5 dB,

the probability is 0.15. On the other hand, the AWGN assumption exaggerates the presence

of noise components with a power level within the vicinity of the average power level. As

an example: The Gaussian distribution predicts that the probability of a noise component

being 2.5 dB above the average power is 0.7. According to the measurements, the probability

of a noise component being 2.5 dB more that the average noise power is approximately 0.3.

This power statistics gives us a perspective of how often there is presence of impulsive

noise. In that case, impulsive noise is not classified as whether cyclostationary, synchronous

or asynchronous. It is rather presented as seen at the receiver. Since the distribution of

these impulsive components does not follow any standard probability distribution, it is most

likely that it could be modelled by a combination of known probability distributions or a

completely new model. It is also of note that this distribution will vary from location to
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location as well as time to time. However, with intensive measurements a unified model or

class of models could possibly be developed and defined for typical indoor scenarios.

5.2 Prediction of Asynchronous Impulsive Noise Volatility

The recent dramatic increase in the number of digital radio communication systems within

indoor environments has brought about an increased appeal in developing high-speed data

transmission systems. The idea of utilizing the ubiquitous electrical power network for data

communication purposes within residential areas has seen a great deal of research activ-

ity aimed at characterizing both the channel and noise associated with indoor power lines.

PLC channels experience numerous impairments, of which noise has a significant contri-

bution in quantifying possible data rates that can be achieved. Unfortunately, power line

communications noise cannot be characterized by standard statistical specifications. This is

simply because PLC noise originates from numerous sources connected to the power grid.

It is common practice in literature to classify noise based on its power spectral density and

behaviour, leading to the following five classes of noise: colored background noise, narrow-

band noise, periodic impulsive noise asynchronous to the mains frequency, periodic impulsive

noise synchronous to the mains frequency, and asynchronous impulsive noise [21]. Recently,

a lot of work has been focused on modeling the periodic impulsive components of noise.

This noise is generally produced by the user equipments and the SCR-based power supplies

plugged in the electrical power networks. Its power spectral density (PSD) as well as its

periodic short-term variations have been examined especially in [23] and [46], respectively;

with the results of [46] been utilized comprehensively in the development of a powerline

communication channel simulator [47]. Moreover, with regards to the principal characteris-

tics of the periodic impulsive noise, empirical results for parameters such as PSD and the

noise pulse characteristics (i.e repetition rate, shape, duration and amplitude) have been

presented in [48–51]. Accordingly, the derivation of the models that adequately fits these

results has been provided. It is observed, nonetheless, that a completely statistical model

of the periodic impulsive noise has only been developed in [50]. The noise is represented

by specific statistical laws governing the duration, magnitude and inter-arrival times of a

sequence of pulses. Other statistical models, [37] and [52], have been presented based on

Poison processes, but unfortunately they do not depend on measurement data.
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Figure 5-7: Measured asynchronous noise time sequence

In this work, PLC asynchronous impulsive noise is described as a GARCH process. This

process is based on the idea that PLC noise exhibits volatility clustering i.e. periods of high

volatility are followed by periods of high volatility and periods of low volatility are followed

br periods of low volatility. This observation is derived from the residuals of the time series

after performing an OLS regression of the noise data sequence. The noise data sequence is

then referred to as suffering from heteroskedasticity. This approach differs from common

approaches such as that of [50] which studies the properties of individual pulses. Understand-

ing noise volatility is important as it provides long-term predictions of expected impairment

experienced at the receiver under bursty noise. GARCH models addresses the deficiencies of

common regression models such as Autoregressive Moving Average (ARMA) which models

the conditional expectation of a process given the past, but regards the past conditional

variances to be constant. In our approach, the time-varying volatility is predicted by using

past time-varying variances in the error terms of the noise data series. Subsequent variances

are predicted as a weighted average of past squared residuals with declining weights that

never completely diminish.
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Figure 5-8: Heteroskedastic Residuals

5.2.1 Time Series Data Acquisition & Treatment

Noise data sequences have been acquired using a RIGOL DS2202A digital oscilloscope (DSO)

at a sampling rate 𝑓𝑠 = 100 MHz. With this sampling rate, the maximum storage capability

of the oscilloscope is exploited, allowing the system to capture 14 million data points. The

time limitation imposed by the data length in memory is not desirable, but it is still possible

to capture noise sequences of more than 10 mains cycles with this setting. Thus, modeling

such lengths of data can be considered long-term modeling. The oscilloscope is connected to

the electrical power network via a coupling circuit to ensure its safety from the mains and

control the operating frequency to within (1 - 30 MHz) band.

In this work, our focus is on asynchronous impulsive noise. This noise is composed of

random impulses of varying durations generally caused by switching supplies and various

other indoor appliances. Narrowband noise may also be present due to other radio services

operating in the same frequency band. Asynchronous impulsive noise is the most unpre-

dictable PLC noise and thus causes a lot of concern in terms of achievable bit error rates

during data communication. Such a noise was measured in the kitchen of a detached house
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and the results are shown in Figure 5-7. In its randomness, one can still notice that there is

a heavy presence of synchronous impulsive noise (synchronous with the mains voltage sig-

nal). This is simply because noise generated by appliances tends to aggregate every mains

cycle. Nonetheless, this can be regarded as cyclic heteroskedasticity. In order to test for

heteroskedasticity, an OLS regression of the measured noise time series is performed. The

results, as shown in Figure 5-8, indicate that the noise data exhibits volatility clustering

i.e. periods of high volatility and periods of low volatility. It is noticed from the residuals,

through the zoomed portion, that the observed spike is an impulsive event. This is most

likely caused by a turn ON/OFF event of an appliance.

5.2.2 Generalized ARCH (GARCH)

As is common with many natural time series processes, PLC noise data sequences often

exhibit volatility clustering, where time series show periods of high volatility and periods of

low volatility; see, for example Figure 5-8. In fact, with powerline impulsive noise scenario,

time-varying volatility is more common than constant volatility, and accurate modeling of

this time-varying volatility is of great significance in assessing the performance of the channel

for digital communications. Prediction of transmission metrics such as signal to noise ratio

(SNR) and bit error rate (BER) depend a great deal on accurate prediction of noise processes.

Consider noise as a dependent variable 𝑦𝑡 which is supposedly generated by

𝑦𝑡 = 𝑥
′
𝑡𝛾 + 𝜀𝑡 𝑡 = 1, · · · , 𝑇, (5.6)

where 𝑥𝑡 is a 𝑘 × 1 vector of lagged endogenous variables and possibly exogenous vari-

ables, and 𝛾 is an 𝑘 × 1 vector of parameters. The ARCH model characterizes the dis-

tribution of the stochastic error term 𝜀𝑡 conditionally on a set of lagged variables Ω𝑡−1 =

{𝑦𝑡−1, 𝑥𝑡−1, 𝑦𝑡−2, 𝑥𝑡−2, ...}. In the original model developed by [121], it was assumed that

the error term conditionally follows a normal distribution;

𝜀𝑡|Ω𝑡−1 ∼ 𝑁(0, ℎ𝑡), (5.7)

where

ℎ𝑡 = 𝛼0 + 𝛼1𝜀
2
𝑡−1 + 𝛼2𝜀

2
𝑡−2 + · · · + 𝛼𝑞𝜀

2
𝑡−𝑞, (5.8)
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with 𝛼0 > 0 and 𝛼𝑗 ≥ 0 for 𝑗 = 1, · · · , 𝑞, in order to ensure a positive conditional variance.

Here, 𝑞 is the order of the ARCH process. The model presented in (5.6) - (5.8) is attractive

in that the conditional variance ℎ𝑡 depends on the past Ω𝑡−1 and is a positive function of the

size of the past errors in absolute value. Thus a large positive or negative error tends to be

followed by a large (in absolute value) error, and similarly a small error tends to be followed

by a small error. The order 𝑞 determines the length of the period within which a certain

disturbance persists in conditioning the variance of the subsequent disturbances. The larger

is 𝑞, the longer the periods of volatility clustering. Additionally, a significant property of

ARCH processes is that the combinations resulting from the conditional variance instigates

additional kurtosis in the unconditional distribution. In fact, the parametrization does not

impose 𝑡𝑒𝑥𝑡𝑖𝑡𝑎− 𝑝𝑟𝑖𝑜𝑟𝑖 the existence of unconditional moments, which may well lead to

infinite variance.

It does not take long in applied work to realize that the specification of the conditional

variance as an ARCH(𝑞) requires a large number of lags and therefore the approximation of

several parameters subject to inequality constraints. In consequence, [122] made a proposal

towards a generalization of the ARCH model, (which was then designated as GARCH)

which makes provision for a parsimonious representation of a high order ARCH model. The

conditional variance function of a GARCH(𝑝, 𝑞) model has the following form

ℎ𝑡 = 𝛼0 + 𝛼1𝜀
2
𝑡−1 + · · · + 𝛼𝑞𝜀

2
𝑡−𝑞 + 𝛽1ℎ𝑡−1 + · · · + 𝛽𝑝ℎ𝑡−𝑝 (5.9)

with

𝛼0 > 0 (5.10)

𝛼𝑗 ≥ 0 for 𝑗 = 1, · · · , 𝑞 (5.11)

𝛽𝑘 ≥ 0 for 𝑘 = 1, · · · , 𝑝 (5.12)

where the constraints (5.10) through (5.12) ensure a positive conditional variance.

5.2.3 Determination of Conditional Means and Variances

In light of utilizing GARCH models, some general principles pertaining to modeling non-

constant conditional variance are presented. In our consideration we begin with regression
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modeling with a constant conditional variance, 𝑉 𝑎𝑟(𝑌𝑡 | 𝑋1,𝑡, ..., 𝑋𝑝,𝑡) = 𝜎2. The general

form for the regression of 𝑌𝑡 on 𝑋1,𝑡, ..., 𝑋𝑝,𝑡 then becomes

𝑌𝑡 = 𝑓𝑒(𝑋1,𝑡, ..., 𝑋𝑝,𝑡) + 𝜖𝑡 (5.13)

where 𝜖𝑡 is independent of 𝑋1,𝑡, ..., 𝑋𝑝,𝑡 and has expectation equal to 0 and a constant con-

ditional variance 𝜎2
𝜖 . The function 𝑓𝑒 is the conditional expectation of 𝑌𝑡 given 𝑋1,𝑡, ..., 𝑋𝑝,𝑡.

furthermore, the conditional variance of 𝑌𝑡 is 𝜎2
𝜖 . With modification to Equation (5.6), it

allows for conditional heteroskedasticity. Let 𝜎2(𝑋1,𝑡, ..., 𝑋𝑝,𝑡) be the conditional variance

of 𝑌𝑡 given 𝑋1,𝑡, ..., 𝑋𝑝,𝑡. Then the model

𝑌𝑡 = 𝑓(𝑋1,𝑡, ..., 𝑋𝑝,𝑡) + 𝜎(𝑋1,𝑡, ..., 𝑋𝑝,𝑡)𝜖𝑡, (5.14)

where 𝜖𝑡 has conditional (given 𝑋1,𝑡, ..., 𝑋𝑝,𝑡) mean equal to 0 and conditional variance equal

to 1, gives the correct conditional mean and variance of 𝑌𝑡. The function 𝜎(𝑋1,𝑡, ..., 𝑋𝑝,𝑡),

which is a standard deviation should not take negative numbers. If the function 𝜎(·) is linear,

then its coefficients must be constrained to ensure non-negativity. The implementation of

such constraints can be cumbersome, therefore it is usually preferable to rather use non-

linear and non-negative functions. GARCH models are a subset of a class of models of

conditional variance often referred to as variance function models.

5.2.4 Simulation and Experimental results

The GARCH model described in prior sections is used to develop a statistical model for

asynchronous impulsive noise generated at a home plug in a detached house. The model

can be considered a long-term model since the data length encompasses several cycles of the

mains period. Evidently, the model captures the measurement data adequately as seen in

Figure 5-9 when compared with the simulated data. The statistical accuracy of our model

is specified in terms of the sum of squared residuals as follows:

𝑆𝑆𝑅 =
𝑛∑︁

𝑖=1

𝑒2𝑖 , (5.15)

where

𝑒𝑖 = 𝑦𝑖 − 𝑦𝑖 (5.16)
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Figure 5-9: Measured and simulated noise data sequences captured in a detached house

The residuals between the simulated and measured data leads to a squared residual error,

SSR=222.6 (for 14 million data points) and an 𝑅2 = 0.996. 𝑅2 is a statistical measure of how

close the data are to the fitted regression line. The accuracy of the model is demonstrated

through a comparison of the measured and simulated autocorrelation functions as shown in

Figure 5-10(a) and 5-10(b).

5.3 Conclusion

Analysis of powerline communication impulsive noise has been carried out with the help

of a high resolution signal analyzer from Tektronix. With its Digital Phosphor Technol-

ogy (DPX) capable of capturing transients as brief as 10 𝜇𝑠 and dedicated hardware that

computes roughly 300 000 spectrums per second, the highly variable noise sequences are ad-

equately captured and characterized. For reference, in this case, impulsive noise is described

as the noise registers which have power greater than the average power. Furthermore, the

peak-to-average ratio is used instead of absolute power. The statistical distribution of the

noise deviate a great deal from the additive white Gaussian (AWGN) assumption. Often

times, classical probability distributions are often employed to model impulsive noise in PLC

106



1 715 1429 2143 2857 3571 4285 5000

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

τ

R
(τ

)

(a) Autocorrelation function of the acquired noise sequence
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(b) Autocorrelation function of the developed statistical model

Figure 5-10: Comparison between the autocorrelation function of: (a) the measured noise
data register, and (b) simulated noise scenario
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channels with varying degrees of conviction as to their accuracy. In this work, it is estab-

lished that the measured noise time series exhibit volatility clustering by observing the noise

sequence residuals. The applicability of a GARCH process derives from this observation. We

conclude that asynchronous impulsive noise is heteroskedastic both in mean and variance

and we have modelled it as such. The results show that the GARCH model captures the

measured data adequately as evident in Figure 5-2. This model thus provides confidence

in long-term forecasting of PLC impulsive noise as it has proven its usefulness over a long

period of time (in mains cycles). The volatility in this case shows a cyclic behaviour, syn-

chronous with the mains signal. Nonetheless, its applicability to non-cyclic noise sequences

remains valid.
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CHAPTER 6

Cyclostationary Spectral Identification and Analysis

of broadband Power-Line Communication Impulsive

Noise

6.1 Introduction

Usually, the impulsive signals originates from connected loads in a power network can often

be characterized as cyclostationary processes. A cyclostationary process is described as a

non-stationary process whose statistics exhibit periodic time variation, and therefore can be

described by virtue of its periodic order. The focus of this chapter centres on the utiliza-

tion of cyclic spectral analysis technique for identification and analysis of the second-order

periodicity (SOP) of time sequences like those which are generated by electrical loads con-

nected in the vicinity of a PLC receiver. Analysis of cyclic spectrum generally incorporates

determining the random features besides the periodicity of impulsive noise, through the de-

termination of the spectral correlation density (SCD). Its effectiveness on identifying and

analysing cyclostationary noise is substantiated in this work by processing data collected at

indoor low voltage sites.

The idea of utilizing powerline networks for communication purposes has gained consider-

able momentum in recent times owing to the ever growing demand for broadband services in

indoor environments. Powerline communication (PLC) presents itself as a strong candidate

for broadband transmission largely enabled by the recent advances in digital transmission

techniques. The major drawback of PLC channels, apart from their complex topologies and

unpredictable channel impedance, is their noise characteristics. The noise characteristics ex-

perienced by PLC channels are rarely stationary [46,48,53,123–127], white [49–51,128,129],

and Gaussian [23, 37, 130, 131]. Its characteristics are such that it is a superposition of

numerous unrelated components with different statistical attributes. Various efforts have

been made towards the development of simple statistical parametric models. In particular,

cyclostationary models have been proposed on the basis of fitting the instantaneous PSD of
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the noise sequence to measured data [46, 49, 53, 123–127], [128], [129]. Other contributions

determines an accurate characterization of the probability density function (PDF) of the

impulsive noise [50], [37, 130,131].

As a subset of non-stationary processes, a cyclostationary process exhibits some cyclic

time-variant statistics. The structure of cyclostationarity presents a formidable framework

for characterizing PLC noise data sequences from electrical appliances. These particular

kinds of signals are usually distinguished through their unique order of periodicity. Power

supplies and other power loads can lead to generation of impulses exhibiting characteris-

tics of first-order periodicity processes (FOP). Furthermore, amplitude modulated impulses

generated by some appliances exhibit SOP processes.

This work presents an efficient way of detecting and analysing cyclostationary impulsive

noise sequences synonymous with power line networks by utilizing the SOP form of signals

via the cyclic spectral analysis. It is a process where random characteristics of a signal

besides its cyclic behaviour are estimated. The spectral correlation density is estimated by

computing the averaged cyclic periodogram. [132–134]. The detection and analysis of cyclic

impulsive noise features using cyclostationarity is substantiated in this work by analysing

noise data registers from indoor scenarios.

6.1.1 PLC Noise Sequence Acquisition

The focus of the measurement exercise was to capture high frequency (short-term) cyclo-

stationary noise sequences that are usually not readily observable in measurements. Noise

from several usage scenarios was captured and its cyclostationarity analysed. In this work,

two noise profiles are analysed: one captured displaying only short-term noise periodicities

(relative to the mains period) and the other showing both short-term and long-term peri-

odicities of time (multiple mains cycles). All measurements were acquired using a RIGOL

DS2202A digital oscilloscope (DSO) capable of storing up to 14 million data samples. The

full scale data length capability of the scope is utilized with measurements carried out at

the rate of 100 MS/s. We will refer to the data with only short-term cyclostationarity as

short-term noise and that with both short- and long-term cyclostationary components as

long-term noise data. The classification is only made to emphasise that short-term noise

scenarios are more likely to be directly observable when performing short-term measure-

ments. Nonetheless, their underlying characteristics can still be determined with long-term
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(a) Measured short-term noise sequence 𝑤𝑛

(b) Measured long-term noise sequence 𝑤𝑛

Figure 6-1: Noise data collected from an indoor setting (a) short-term cyclostationary noise,
and (b) long-term cyclostationary noise

measurements provided high sampling rates are possible.

In order to safeguard the measuring instruments from the high mains voltage and possible

surges, a broadband coupler (operating in the range 1 - 30 MHz) is used as an interface

between the two contrasted environments. The coupler also serves as a relay of signals
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(a) zoomed-in cyclostationary noise data sequence

(b) Zoomed-in modulated impulsive noise

Figure 6-2: High frequency cyclostationary noise hidden within the dominant synchronous
impulsive noise: (a) High frequency cyclostationary noise, and (b) Modulated noise impulses

between the mains and the measuring instruments. Samples of measured noise sequences

are shown in Figure 6-1 depicting the two scenarios of short-term and long-term noise data

in Figure 6-1(a) and Figure 6-1(b) respectively. However, due to the dominance (in terms of

amplitude) of the noise terms synchronous with the mains frequency, the short-term noise

sequences appear to be completely buried and unobservable in Figure 6-1(b). A two-stage

zoom into the noise sequence of Figure 6-1(b) shows that alongside the synchronous noise

components, there exists other periodicities as depicted in Figure 6-2(a) and 6-2(b). These
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hidden periodicities of the signal energy flow are periodically modulated as seen in Figure

6-2(b).

6.1.2 Cyclostationarity Analysis

A cyclostationary event is generally a process of stochastic nature with evidence of unobserv-

able periodicities often referred to as periodically correlated processes [133]. A non-stationary

process 𝑓𝑥(𝑥, 𝑡) is considered cyclostationary if it exhibits periodicity in some of its statistics.

𝑓𝑥(𝑥, 𝑡) = 𝑓𝑥(𝑥, 𝑡 + 𝑇 ), (6.1)

where 𝑓𝑥(𝑥, 𝑡) represents a suitable statistic of the signal that varies with time. Typi-

cally, cyclostationary signals can be generated through the periodic amplitude or frequency

modulation of a process that is stationary in nature. A signal 𝑥(𝑡) is termed 𝑛𝑡ℎ order

cyclostationary with period 𝑇 provided it has moments of order 𝑛 with cyclic period 𝑇 .

A process that exhibits first-order periodicity (FOP) has a finite magnitude additive cyclic

part and thus, as a result, exhibits lines (Dirac delta functions) in its power spectral den-

sity (PSD). It is possible to resolve its components given a data sequence by synchronous

averaging. Considering that its mean is time-variant, we may consider a FOP process as

non-stationary. Signals which exhibit second-order periodicity (SOP) are those that can be

transformed into those with FOP through quadratic time invariant transformation [135].

Although their mean may be constant, these types of signals rather exhibit time-varying au-

tocorrelation function (ACF). Stochastic processes exhibiting either amplitude or frequency

modulation are typically in the family of SOP signals. Some electrical appliances generate

impulses modulated in their amplitude, resulting in SOP.

Second-order techniques derive their usefulness from the autocorrelation function. The

instantaneous autocorrelation, the Wigner-Ville spectrum, as well as the spectral correlation

are second order techniques obtained by linearly transforming the autocorrelation function.

Consider a cyclostationary process 𝑥(𝑡), its autocorrelation function (ACF) can be calculated

as

𝑅𝑥𝑥(𝑡, 𝜏) = 𝐸{𝑥(𝑡 + 𝛽𝜏)𝑥(𝑡− 𝛽𝜏)*}, (6.2)

here 𝛽 + 𝛽 = 1. For 𝑥(𝑡) to be cyclostationary with time 𝑇 , it follows also that its
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autocorrelation function is a periodic with 𝑇 . Therefore,

𝑅𝑥𝑥(𝑡, 𝜏) = 𝑅𝑥𝑥(𝑡 + 𝑇, 𝜏), (6.3)

which can be decomposed into their Fourier series with the Fourier terms of the autocorre-

lation function corresponding to the periodic ACF (CACF)

𝑅𝑥𝑥(𝜏, 𝛼) =

∫︁
𝑅(𝑡, 𝜏)𝑒−𝑗2𝜋𝛼𝑡𝑑𝑡, (6.4)

where 𝛼 corresponds to the cyclic frequencies. The cyclic ACF indicates the amount of

energy carried by the process due to cyclostationarity for every given frequency 𝛼. It should

be mentioned that for 𝛼 = 0, the CACF results in the classical autocorrelation function. Its

Fourier transform is called the cyclic power spectrum and it is defined as:

𝑆𝛼
𝑥𝑥(𝛼, 𝑓) =

∫︁
𝑅𝑥𝑥(𝜏, 𝛼)𝑒−𝑗2𝜋𝑓𝜏𝑑𝜏, (6.5)

It is immediately noticeable that correlation in the spectrum will be continuous in fre-

quency 𝑓 while discrete in 𝛼. Considering the case 𝛼 = 0, the cyclic spectrum resembles

the classical power spectrum or spectral density function (through the Wiener-Khinchin

relation) [133].

6.1.3 Cyclic Spectral Analysis: Application to PLC Noise

In numerous scenarios, impulsive noise sequences generated by switch mode power supplies

may be characterized as cyclostationary processes. Essentially, cyclic spectral analysis is

suitable for statistically describing the stochastic aspects of a cyclostationary impulsive noise

register, and also the description of its cyclic behaviour. This chapter focuses on impulsive

noise sequences acquired at a plug of a typical indoor setting as opposed to acquiring noise

from specific appliances. The noise sequence acquired at a wall plug generally exhibits

second order cyclostationarity and even higher. Nevertheless, these components usually

tend to have a negligible energy in comparison with the strong cyclic signals produced by

the electrical appliances. Noise generated at a wall plug is normally poly-cyclostationary

owing to the fact that numerous periodicities as well as cyclic modulations associated with

various electrical appliances may be part of the raw data registers.
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Practically, it is necessary for digital signal processing (DSP) techniques to determine

the periodic statistics of a cyclostationary process. For this purpose, the Welch’s Averaged

Cyclic Periodogram (ACP) has been used, popular among other estimators employed for

estimating the spectral correlation function, owing to its low computational intensity [132].

In the cycle spectrum, the cyclic frequencies 𝛼, are multiples of the reciprocal of the period

of the cyclostationarity. The ACP is defined such that

𝑆𝛼
𝑥𝑥(𝑓, 𝛼) =

1

𝐾∆𝑡

𝐾∑︁
𝑘=1

𝑋
(𝑘)
𝑁 (𝑓 + 𝛽𝛼)𝑋

(𝑘)
𝑁 (𝑓 + 𝛽𝛼)*, (6.6)

where 𝑋
(𝑘)
𝑁 is the discrete time Fourier transform of the 𝑘𝑡ℎ sequence. The effect of cyclic

leakage is mitigated by incorporating an overlap between adjacent segments of the signal. In

minimizing the prevalence of cyclic leakage, the overlap required when using a Hamming or

Hanning data window should be ≥ 67%. [132]. For the analysis of cyclostationary signals,

the cyclic coherence function is an effective tool in the determination of the strength of

correlation between spectral components equally separated by a cyclic frequency. The cyclic

coherence function is normalized between 0 and 1. It can be computed for a single process

in the following manner:

𝛾𝑥𝑥(𝑓, 𝛼) =
𝑆𝑥𝑥(𝑓, 𝛼)

[𝑆0
𝑥(𝑓 + 𝛽𝛼)𝑆0

𝑥(𝑓 − 𝛽𝛼)]
1
2

(6.7)

where 𝑆0
𝑥 is the autocorrelation function at 𝛼 = 0. As such it is reduced to the classical

spectral density function.

6.1.4 Cyclic Coherence Function for Cyclostationarity Testing

It is straightforward to realise that |𝛾𝑥𝑥(𝑓, 𝛼)|2 is normalized between 0 and 1 much as an

ordinary coefficient of correlation, therefore it represents a measure of correlation having

the unique property of being independent of the signal power spectrum [132]. Considering

the cyclic coherence function, it is immediately evident that it is a direct generalization

of the standard coherent function 𝛾𝑥𝑥(𝑓, 0) of stationary processes [136]. Moreover, it can

also be interpreted when 𝛼 ̸= 0: a cyclic coherence near 1 for a certain cyclic frequency

𝛼 shows a jointly strong cyclostationarity between the two signals at that particular cyclic

frequency (regardless of the strength of their coherence at 𝛼 = 0) [132]. Additionally, the
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cyclic coherence function is well suited for application on a single signal so as to determine

the strength of its cyclostationarity at cyclic frequency 𝛼.

There are certain relevant results with regards to the bias and variance of the squared

modulus |𝛾𝑥𝑥(𝑓, 𝛼)|2 which proves to be the principal quantity of interest in real world

practices. Before the application of this quantity, the statistical analysis of |𝛾𝑥𝑥(𝑓, 𝛼)|2

compel that two cases be distinguished: (1) the case 𝐻1 where the analysed signals are

jointly cyclostationary such that 𝛾𝑥𝑥(𝑓, 𝛼) ̸= 0, (2) the case 𝐻0 where the analysed signals

are jointly stationary such that 𝛾𝑥𝑥(𝑓, 𝛼) ≡ 0 [132]. It is at this point that the previous

results can be used to design a straightforward and yet formidable hypothesis test for testing

for the presence of cyclostationarity at a given cyclic frequency 𝛼. For any two finite length

signals, the idea is to test the null hypothesis 𝐻0 against the alternative hypothesis 𝐻1 at

the level of significance of 100𝑝 %. This can be accomplished by the following means: Reject

𝐻0 if there exists some (non-singleton) frequency interval i where

|𝛾𝑥𝑥(𝑓, 𝛼)|2> ℜ𝑣

2
𝜒2
1−𝑝,2, ∀𝑓 ∈ i (6.8)

with 𝜒2
1−𝑝,2 the 100(1 − 𝑝) % percentile of the 𝜒2

2 distribution and

ℜ𝑣 =
𝐾−1∑︁

𝑘=−𝐾+1

𝑅𝑤[𝑘𝑃 ]2.
𝐾 − |𝑘|
𝐾2

, (6.9)

where, for a data sequence of window length 𝑁𝑤, 𝑘 represents weighted sequences, 𝐾 is the

number of averages and 𝑃 ∈ [1, 𝑁𝑤] is the number of samples used for window shifting.

𝑅𝑤[𝑘] =
∑︀

𝑛𝑤[𝑛 − 𝑘]𝑤[𝑛] is the autocorrelation function of the data window 𝑤[𝑛]. The

proposition of (6.8) is established by observing that under the null hypothesis the quantity

2|𝛾𝑥𝑥(𝑓, 𝛼)|2/ℜ𝑣 asymptotically follows a chi-square distribution with 2 degrees of freedom

with mean and variance given by ℜ𝑣 and ℜ2
𝑣 respectively.

6.1.5 Simulation and results

In this work, cyclic spectra as well as cyclic coherence functions are determined for two noise

sequences registered in an indoor environment. As an illustration of the results obtained

using the cyclic spectral analysis, Figure 6-3(a) and 6-3(b) depicts the cyclic coherence

function corresponding to the measured data in Figure 6-1(a) and 6-1(b) respectively. As it

is evident in the two figures, the cyclic coherence function reveals the underlying periodicities
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(a) Cyclic Spectral Coherence of the short-term noise

(b) Cyclic Spectral Coherence of the long-term noise

Figure 6-3: The cyclic spectral coherence of two high frequency cyclostationary signals
measured at a wall plug

in each case. To clarify the presence of periodicities in the noise data, a cyclic spectral density

(CSD) is calculated and presented in Figure 6-4(a) and 6-4(b). CSD, being a density function
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(a) Cyclic Spectral Density of the short-term noise

(b) Cyclic Spectral Density of the long-term noise

Figure 6-4: The cyclic spectral density of two high frequency cyclostationary signals mea-
sured at a wall plug

overcomes the problem of cyclic modulation spectrum. The energy normalization of the

cyclic spectral density leads in the spectral coherence, whose magnitude squared takes only

values between 0 and 1, and provides a unitless measurement of strength of correlation in

the frequency domain. The results of this treatment are shown in Figure 6-5(a) and 6-5(b).

The squared magnitude of the cyclic spectral coherence is shown alongside its 1% level of

significance. The graphs show that the measured short-term noise has a cyclic component at
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(a) Squared magnitude cyclic spectral coherence and its 1% level of significance for short-term noise

(b) Squared magnitude cyclic spectral coherence and its 1% level of significance for long-
term noise

Figure 6-5: Squared magnitude cyclic spectral coherence and its 1% level of significance for
two cyclostationary signals measured at a wall plug

𝛼 ≃ 98.8 kHz while that extracted from long-term noise measurement has a cyclic frequency

𝛼 ≃ 100 kHz. Moreover, though not presented here (due to scale disparity between the
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short-term and long-term periodic components), the long-term noise sequence has another

periodicity at the mains first harmonic frequency 𝛼 ≃ 50 Hz. It is observed in Figure 6-5(a)

and 6-5(b) that the spectral widths of these periodicities can be deduced. The spectral

content of these cyclic components is measured with respect to the threshold (1% significant

level) specified in (6.8). In Figure 6-5(a), the short-term noise has its spectral content in

the band [0.15 0.225] normalized to the sampling frequency (100 MHz). We also observe

some weak cyclostationarity at values of ±1%𝛼. On the other hand, the spectral content of

the long-term noise sequence is within [0.01 0.15] as shown in Figure 6-5(b) normalized to

the sampling frequency of 100 MHz.

6.2 Parameter Estimation for Linear Regression Models

Parameter estimation of linear regression models usually employs LS and maximum likeli-

hood estimators. While ML remains one of the best estimators within the classical statistics

paradigm to date, it is highly reliant on the assumption about the joint probability dis-

tribution of the data for optimal results. In this work we use the GMM to address the

deficiencies of LS/ML in order to estimate the underlying data generating process (DGP).

We use GMM as a statistical technique that incorporates observed noise data with the in-

formation in population moment conditions to determine estimates of unknown parameters

of the underlying model. Periodic impulsive noise (short-term) has been measured, desea-

sonalized and modeled using GMM. The numerical results show that the model captures

the noise process accurately.

The ever increasing interest in power-line communications (PLC) has encouraged re-

search on channel modeling for indoor power environments [137–140]. Numerous research

endeavours available in the literature provide evidence that the characteristics of the noise

suffered by indoor power-line channels are generally particularly different from those expe-

rienced in their wireless counterparts. Actually, PLC noise is seldom stationary [53, 123–

127, 141], white [49–51, 128, 129], and Gaussian [23, 37, 130, 131], and should thus be char-

acterized as the superposition of individual unrelated components, represented by different

statistical attributes. The complexity of PLC noise modeling has not deterred researchers’

efforts, with numerous endeavours been made towards developing simplified parametric sta-

tistical models. More prominently is the proposal of cyclostationary models, based on
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fitting the instantaneous power spectral density (PSD) of the noise data to experimental

measurements [49, 53, 123–127, 141], [128, 129]. Alternative approaches contributes by de-

termining an accurate characterization of the PDF of the impulsive component of PLC

noise [50], [37,130,131]. Most of the work done in the area of PLC noise modeling, available

in the technical literature, extract the model parameters from a series of measurement data.

Computer simulations are then used to asses the performance of these models as applied to

powerline communication systems [37,50,52,125,127,130].

In this work, we introduce the use of General Method of Moments (GMM) to estimate pa-

rameters of linear regression models used in the modeling of cyclostationary impulsive noise

produced by electrical appliances in indoor environments. GMM estimation provides a com-

putationally convenient way of estimating parameters of time series models. It is equally

applicable to both linear and non-linear models. Irrespective of the application, GMM es-

timation is based on a quantity known as the population moment condition, which is a

statement that some function of the data and parameters has expectation equal to 0 when

evaluated at the true parameter value. The model still works even when the underlying pro-

cess indicates more moment conditions than there are parameters to be estimated. Naturally

it is desirable to use as much of the available information as possible. Instead of satisfying

one moment condition and violate the other, we use the GMM strategy to determine an esti-

mator that provides balance amongst population moment conditions, seeking residuals that

trade off violations amongst moment restrictions. Thus, GMM is a robust semi-parametric

estimation framework as it requires less information and is built on more general character-

istics of the noise data. With this approach, we are able to use up to higher order moment

conditions to determine model parameters and model the data generating process.

6.2.1 Data Acquistion & Treatment

In this work, the interest is to model short periodicity PLC noise caused by appliances

connected in the power network. Our measurement system was set-up to capture 2.8 million

noise samples at a sampling frequency 𝑓𝑠=2 GHz. The RIGOL DS2202A digital oscilloscope

(DSO) was used for this purpose, with a coupling circuitry having a passband within 1-30

MHz. The coupler protects the measuring equipment from the mains voltage as well as

provide the necessary filtering. The cyclostationary period of the measured impulsive noise

corresponds to 22,222 sampling intervals and thus has a cyclic frequency of 90 kHz.
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In order to develop accurate regressive models for powerline time series, it is imperative

that we transform the periodic noise sequence into a stationary one. It is still practical to

develop periodic (non-stationary) time series models, only that they are suitable for small

sample acquisitions. It is common practice to employ differencing techniques to achieve

stationarity, but unfortunately with this approach, periodicity cannot be eliminated. In this

work, we adopt the approach of [53] which is specifically designed to remove periodicity. We

consider a data sequence 𝑧𝑡,𝑚 with a period, 𝑡 (usually referred to as year) containing 𝑚

seasons (periodicities) in it, that is:

𝑤𝑡,𝑚 =
𝑧𝑡,𝑚 − 𝜇𝑚

𝜎𝑚
(6.10)

where 𝜇𝑚 and 𝜎𝑚 are the fitted mean and standard deviation for the 𝑚𝑡ℎ season. The

fitted means and standard deviations can be obtained through standard formulae.

𝜇𝑚 =
1

𝑁

𝑁∑︁
𝑡=1

𝑧𝑡,𝑚, 𝑚 = 1, 2, . . . , 𝑠 (6.11)

and

𝜎𝑚 =

[︃
1

𝑁

𝑁∑︁
𝑡=1

(𝑧𝑡,𝑚 − 𝜇𝑚)2

]︃1/2
, 𝑚 = 1, 2, . . . , 𝑠 (6.12)

The cyclostationarity/periodicity is then restored by reversing the process of (6.10).

The measured cyclostationary time sequence is shown in Figure 6-6 with its deseasonalized

sequence depicted in Figure 6-7. The deseasonalized sequence exhibits high levels of corre-

lation between samples, indicating that it cannot be described as white noise. However, it

is wide-sense stationary and Gaussian.

6.2.2 Generalized Method of Moments (GMM)

The applicability of parameter estimation based on population moment conditions has a

long tradition in statistics dating back at least to the method of moments (MM) princi-

ple [142] introduced by in the late nineteenth century. The MM principle is suitable for

applications where 𝜅 = 𝑝. Here 𝑝 is the number of parameters to be estimated and 𝜅 is the

number of moment conditions. However, there are numerous cases in time series analysis

where the underlying model implies more moment conditions than there are parameters to

be estimated, that is 𝜅 > 𝑝. In such cases, the MM principle does not work but Generalised
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Figure 6-6: Sample time sequence of the periodic impulsive noise
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Figure 6-7: Deseasonalized noise sequence
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method of moments works seamlessly. GMM sets itself apart as a technique of choice when

its requirements are well comprehended in comparison with those for Maximum Likelihood

(ML). Notwithstanding the fact that ML is arguably the best available estimator within the

classical statistics paradigm, its optimality stems from its basis on the joint probability dis-

tribution of the data. However, in many scenarios, powerline communications in particular,

this dependence on the probability distribution can become a weakness. This is because

the underlying theoretical model imposes restrictions on the distribution of the data whilst

not completely specifying its form. Consequently, ML is not feasible unless a decision is

made to impose an arbitrary assumption regarding the distribution. The latter is not a

favourable procedure primarily because in the event that the assumption about the distri-

bution is wrong, then the optimality of ML is compromised, which may cause the estimator

to be inconsistent. [142]. Fortunately, it transpires that in numerous scenarios where the

time series model fails to completely specify the distribution, population moment conditions

can be specified. According to these conditions, GMM would be preferable to ML since

it provides a way to determine parameters based simply on the information deduced from

the underlying data sequence. Generalized method of moments is an estimation strategy

that enables time series models to be specified while circumventing the usual undesirable or

needless assumptions, like designating a specific error distribution. It is this lack of structure

that lands GMM wide applicability. It should be noted, however, that this generality may

lead to questionable performance when dealing with small samples. The application can

thus be a compromise between accuracy and simplicity by the researcher.

Derivation of GMM starts by determining the population moment condition.

Definition 1: (Population moment condition). Suppose 𝑤𝑡 is a vector sequence of random

variables, 𝜃0 be a 𝑝 × 1 vector of parameters, and 𝑔(.) be a 𝜅 × 1 vector valued function.

The population moment condition is defined.

𝐸[𝑔(𝑤𝑡, 𝜃0)] = 0 (6.13)

That is, a population moment is an assertion that some function of the data and param-

eters has a zero expectation under the actual parameter value evaluation. It is conceivable

that 𝑔(.) may vary with time and thus could be substituted with 𝑔𝑡(.). For simplicity of
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interpretation the more general illustration will not be considered.

Definition 2: (Sample moment condition). The sample moment condition is derived

from the average population moment condition,

𝑔𝜂(𝑤, 𝜃) = 𝜂−1
𝜂∑︁

𝑡=1

𝑔(𝑤𝑡, 𝜃). (6.14)

The GMM estimator is defined at the value of 𝜃 that minimizes

𝑄𝜂(𝜃) =

[︃
1

𝜂

𝜂∑︁
𝑡=1

𝑔(𝑤𝑡, 𝜃)

]︃′
𝑊𝜂

[︃
1

𝜂

𝜂∑︁
𝑡=1

𝑔(𝑤𝑡, 𝜃)

]︃
. (6.15)

Thus the GMM estimator is defined as

𝜃 = arg min
𝜃

𝑄𝜂(𝜃) (6.16)

where 𝑊𝜂 is a 𝜅× 𝜅 positive semi-definite matrix. 𝑊𝜂 may (and generally will) depend on

the data but it is required to converge in probability to a positive definite matrix for the

estimator to be well defined. In order to operationalize the GMM estimator, 𝜅, the number

of moments, will be required to be greater than or equal to 𝑝, the number of unknown

parameters.

6.2.3 Simulation and Measurement Results

We have introduced GMM to drive the modeling of the time-varying PLC impulsive noise.

The dynamics of the time-varying noise sequence is captured by an autoregressive process

(AR) which specifies the output variable to be dependent linearly on its own previous values

coupled with a stochastic error term (see full treatment in [53]). Given these moment

conditions, we approximate the unknown dynamics of the time-varying parameter by an

autoregressive process whose shocks are linear transformations of the scaled gradient of the

conditional GMM objective function. The statistical accuracy of our model is specified in

terms of the sum of squared residuals.

The simulated and measured noise sequences are depicted in Figure 6-8. The high

frequency cyclostationary impulsive noise occurs rapidly over short periods of time and this

model may thus be considered a short-term model. This is because over a longer period of
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Figure 6-8: Comparison between a sample measurement of periodic impulsive noise and
simulated GMM sequence

time (>mains period), there is also evidence of mains periodicity which should be modeled

separately. The sum of squared residuals, SSR=0.7944 and 𝑅2 = 0.89. The autocorrelation

function of both the measured noise data sequence and the simulated one are shown in

Figure 6-9(a) and 6-9(b), respectively, to validate the model.

6.3 Conclusion

This work has demonstrated that the impulsive cyclostationary noise in power line channels

can be properly identified and analysed by applying the cyclic spectral coherence function to

the noise data sequence. It is apparent, however, that this noise is dominated by synchronous

impulsive components which can easily be visually inspected. It is rather the high frequency

components that require detection techniques as it might not always be possible to identify

these components, especially if they are buried under stationary noise. It is widely reported

that noise measured in indoor environments is predominantly cyclostationary, hence this

work serves to aid towards appropriate modeling of impulsive noise towards implementation

in adaptive cyclic modulation schemes. The ACP estimator was employed in the determi-

nation of the spectral correlation density owing to its low computational complexity given
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Figure 6-9: Comparison between the autocorrelation function of measured and simulated
noise data sequences

the data lengths at hand (in order of millions). Nonetheless, other estimators can still be

employed and compared, especially for small data lengths.
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The chapter proceeds to introduce a robust approach to estimating linear regression

model parameters. The generalized method of moments has been utilized to determine

parameters of an autoregressive model for short-time periodic impulsive powerline commu-

nications noise in an indoor environment. The accuracy and applicability of the model relies

on sample sequences measured and their subsequent deseasonalization for stationarity. The

results show that the model has adequate accuracy and thus merit consideration in emu-

lating PLC noise through computer simulations. It is however noted that in a lot of cases,

traditional parameter estimators such as maximum likelihood and method of moments will

suffice.
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CHAPTER 7

Conclusions & Recommendations

7.1 Introduction

The future smart grid systems will autonomously monitor and control energy systems to

enhance their efficiency and reliability. Intelligent control and monitoring demands low la-

tency, highly reliable and two-way communication between customers, local utilities and

regional utilities. In the present age of information technology, the current emphasis is on

generation as well as dissemination of information. In order to be able to reach end users

for the provision of information, alternative delivery strategies are necessary. Traditional

technologies currently being employed include telephone loops, Ethernet cables, fibre optics,

wireless and satellite technologies. Nonetheless, each technology is inherently limited with

regards to cost and availability to reach the maximum number of consumers. Despite its

potential to become a successful and widespread technology enabling high speed broadband

internet and numerous network applications, PLC technology suffers from serious challenges

from noise and channel attenuation which are the major channel impairments. These chal-

lenges result from the fact that the powerline network was not originally intended for data

transmission, therefore PLC systems inherit the harsh intrinsic attributes of the powerline.

Smart Grids are becoming a reality all over the world. Currently, the research efforts

for the introduction and deployment of these grids are predominantly focused on the de-

velopment of the field of smart services. As an emerging application it requires the use of

technology to access the numerous points of supply (PoS) prevalent in the grid, including

the Low Voltage (LV) side with the minimum possible costs. Power Line Communications

(PLC) have historically found extensive use in electrical grids for a diversity of applications

and, of late, have been the focus of renewed interest. This technology is well suited for quick

and inexpensive pervasive deployments. However, the fact that it is unlikely that any LV

grid be the same as the other in any power utility company, and the particularities of each

grid evolution, topology, conditions and materials, presents a challenge in the deployment

of smart services networks with PLC technologies. Therefore, the evolution of smart ser-
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vices networks and that of PLC technologies should converge to project PLC-enabled smart

services networks with Smart Grid as the ultimate goal. Guidelines on strategic aspects of

PLC smart services network is based on knowledge acquired on real PLC networks. The

progress and evolution of PLC technology into different system specifications with subse-

quent application on real field to provide real services depends on the technology’s low level

specific details. Such details include: noise, channel characteristics, modulation schemes,

MAC architectures, etc. Moreover, lack of power grid specific details in conventional sci-

entific literature and even in the utility related associations makes it a difficult prospect in

determining unified characterizations.

The core of this work relies on measurements acquired in various indoor scenarios. A

detailed description of the measurements performed over these environments has been pro-

vided. The measurement setup, measurement equipment and the measurement methodolo-

gies are well stipulated in detail throughout this work. Subsequently, the analysis of the

measured PLC channel transfer characteristics and noise data sequences is used to establish

some preliminary grounds about the nature of the underlying generating processes.

The characterization and modeling of the indoor PLC channels has been performed

during the course of this work. Considering an ensemble of measured channel transfer

functions, indoor PLC channels have been characterized by statistically defining parameters

such as channel correlation coefficient, RMS delay spread and coherence bandwidth. The

statistics of these parameters are extracted from the data obtained in the above mentioned

channel measurement campaign. To model the indoor PLC channels we have used two

approaches: the top-down strategy and the bottom-up strategy. The top-down model is

applied by considering the measured realistic PLC channel to be a multipath environment

of unknown topology or structure. The parameters of the model are iteratively adapted to

the channel transfer characteristics. In the case of the bottom-up strategy, two other channel

models have been developed. In one case the model is of deterministic nature developed

by considering the powerline to be a two-wire transmission line and applying the theory

of transverse electromagnetic (TEM) wave propagation. The other model is developed by

considering a powerline network to be a lattice structure. The lattice approach enables

tracing of propagation paths hence we categorize this model as deterministic-multipath

(DM). There is an added advantage to the lattice model in that the optimum number of

paths can be determined for any given size of the power network, a key parameter often
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reduced to vague estimates in literature. The simplicity of the models has been outlined

and their validation shown in all cases.

Impulsive noise in indoor PLC networks has also been studied and characterized. We

have shown that for a set of measured noise sequences, a simple automatic procedure can

be adopted to extract the models from them. The highly volatile asynchronous noise has

been characterized, proven to be heteroskedastic and modeled as a GARCH process. The

Gaussianity of PLC noise has also been proven to be non-existent. Cyclic spectral analysis

has been used to identify and analyze the second-order periodicity of the noise time series.

The time-varying cyclostationary PLC noise has been modeled as an autoregressive (AR)

process with the generalized method of moments (GMM) estimator employed. The models

described in this work are simple and accurate, making them suitable to emulate noise effects

in computer simulations of PLC systems.

7.2 Conclusions

7.2.1 Chapter 1

The work presented in this thesis is a contribution to the field of indoor powerline commu-

nications which is an emerging field in broadband communications. First and foremost the

state of the art of the PLC technology is discussed. The historical evolution of PLC technol-

ogy is provided and various standards developed over the years are also presented. We also

introduce prominent groups and governing bodies responsible for preparation, inspection

and regulation of these standards. The endeavours of numerous international projects in-

stigated for the formulation of both research ventures and standardization is also discussed.

Several industrial groups and telecom operators play a vital role in the PLC ecosystem,

hence their contribution is also included.

7.2.2 Chapter 2

We have provided a brief introduction of the physical inhome PLC network. Major mod-

eling methodologies for the indoor PLC channels are briefly discussed. Various prominent

categories of the inhome PLC noises are also discussed.
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7.2.3 Chapter 3

In this chapter we propose a broadband frequency-domain model for practical indoor power-

line communication (PLC) channels. We consider a top-down strategy where the channel

is regarded as a multipath propagation environment with frequency-selective fading. The

model is based on the physical signal propagation effects of numerous PLC architectures

which comprise unknown number of branches and load conditions. We further consider

the attenuation of a typical power-line to be increasing with length as well as frequency.

The applicability of the model is verified with measurements from real channels from our

laboratories and offices within the band 1-30 MHz. The generated channel frequency re-

sponse (CFR) has a good agreement with measurements results from real PLC channels.

Furthermore, to improve the generality of the model application, we study the dispersive

nature of these channels through their impulse responses (IR), and then compare our results

with findings from elsewhere. The comparison is made in terms of the maximum excess

delay, mean excess delay and root mean square (rms) delay spread. The chapter continues

to present an alternative approach to model the transfer characteristics of power lines for

broadband power line communications (PLC). The model is developed by considering the

power line to be a two-wire transmission line and the theory of transverse electromagnetic

(TEM) wave propagation applied. The characteristic impedance and attenuation constant

of the power line are determined through measurements. These parameters are used in

model simplification and determination of other model parameters for typical indoor multi-

tapped transmission line system. The transfer function of the PLC channel is determined

by considering the branching sections as parallel resonant circuits attached to the main line.

The model is evaluated through comparison with measured transfer characteristics of known

topologies and it is in good agreement with measurements.

7.2.4 Chapter 4

The transmission of high frequency signals over power lines, known as powerline communi-

cations (PLC), plays an important role in contributing towards global goals for broadband

services inside the home and office. In this chapter, we aim to contribute to this ideal by

presenting a powerline channel modeling approach which describes a powerline network as

a lattice structure. In a lattice structure, a signal propagates from one end into a net-
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work of boundaries (branches) through numerous paths characterized by different reflec-

tion/transmission properties. Due to theoretically infinite number of reflections likely to be

experienced by a propagating wave, we determine the optimum number of paths required

for meaningful contribution towards the overall signal level at the receiver. The propagation

parameters are obtained through measurements and other model parameters are derived

from deterministic powerline networks. It is observed that the notch positions in the trans-

fer characteristics are associated with the branch lengths in the network. Short branches

will result in fewer notches in a fixed bandwidth as compared to longer branches. Generally,

the channel attenuation increase with network size in terms of number of branches. The

proposed model compares well with experimental data.

7.2.5 Chapter 5

The chapter further discusses the estimation of powerline communication (PLC) asyn-

chronous impulsive noise volatility by studying the conditional variance of the noise time

series residuals. In this approach, we use the Generalized Autoregressive Conditional Het-

eroskedastic (GARCH) models on the basis that in our observations, the noise time series

residuals indicates heteroskedasticity. By performing an ordinary least squares (OLS) re-

gression of the noise data, the empirical results show that the conditional variance process

is highly persistent in the residuals. The variance of the error terms are not uniform, in

fact, the error terms are larger at some portions of the data than at other time instances.

Thus, PLC impulsive noise often exhibit volatility clustering where the noise time series is

comprised of periods of high volatility followed by periods of high volatility and periods of

low volatility followed by periods of low volatility. The burstiness of PLC impulsive noise

is therefore not spread randomly across the time period, but instead has a degree of auto-

correlation. This provides evidence of time-varying conditional second order moment of the

noise time series. Based on these properties, the noise time series data is said to suffer from

heteroskedasticity. Numerical results provide evidence that the proposed model is capable

of providing an accurate stochastic representation of the impulsive noise in the 1-30 MHz

frequency band. The parameter estimates of the model indicates a high degree of persistence

in conditional volatility of impulsive noise which is a strong evidence of explosive volatility.
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7.2.6 Chapter 6

Parameter estimation of linear regression models usually employs least squares (LS) and

maximum likelihood (ML) estimators. While maximum likelihood remains one of the best

estimators within the classical statistics paradigm to date, it is highly reliant on the assump-

tion about the joint probability distribution of the data for optimal results. In this paper

we use the Generalized Method of Moments (GMM) to address the deficiencies of LS/ML

in order to estimate the underlying data generating process (DGP). We use GMM as a sta-

tistical technique that incorporate observed noise data with the information in population

moment conditions to determine estimates of unknown parameters of the underlying model.

Periodic impulsive noise (short-term) has been measured, deseasonalized and modeled using

GMM. The numerical results show that the model captures the noise process accurately.

7.3 Possible future prospects

The eventual application of PLC frameworks is inclined towards the progressive smart grid

concept, broadband web, and various broadband services. The models and simulation pro-

cedures developed during this thesis work are relied upon to form part of the basis towards a

fully digitized transmission model that might be utilized to evaluate the performance of the

PLC framework. It is necessary to have realistic PLC channel and noise models to properly

assess the performance of such systems. In view of smart grid applications, internet and

other broadband applications, real-time communications is required. Multiple input multi-

ple output (MIMO) is one of the emerging strategies in PLC which seeks to address these

demands. With this regard, some future research possibilities are suggested.

∙ A lot of work has been done in PLC MIMO channel modeling but there has been

very few proposals for physical-deterministic MIMO channel models thus far. In this

approach, multi conductor transmission line (MTL) theory can be applied in view of

MIMO PLC application. The deterministic models presented in this work can further

be extended to accommodate MIMO application. The transmission line equations

can be adapted in consideration of three-wire transmission lines prevalent in home

environments. Obviously parallel channels will pose issues of interference due to lack of

shielding, and this phenomena needs to be handled. Parasitic issues between channels
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could also be a problem (channel correlation) and thus need to be studied.

∙ Modeling of noise in MIMO PLC has also received few proposals to date. The au-

toregressive model developed in this work using method of general moments can be

extended to a MIMO application. By using vector autoregressive modeling, the noise

characteristics can be captured and parameters such as cross-correlation determined.

The noise power spectral density can also be evaluated to affirm similarity with mea-

sured data.

∙ It is common practice in literature to represent impulsive noise in powerline commu-

nications in terms of its arrival rate, amplitude, and duration. Classical probability

distribution functions are often used to describe the statistics of these parameters.

These parameters can be viewed as the inputs to a queueing process, hence the im-

pulsive noise in PLC channels can be modeled as a queueing process.
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APPENDIX A

Appendix
Derivation of total reflection/transmission combinations along numerous paths as viewed at

branching points. Reflections from a fifth branch are considered in the equations. This is

simply to affirm solution consistency at the fourth branch.

TYPE (1) Paths [Direct Paths]

Ψ
(1)
𝑏𝑟,1 = 𝑇1 (A.1a)

Ψ
(1)
𝑏𝑟,2 = 𝑇1𝑇2 (A.1b)

Ψ
(1)
𝑏𝑟,3 = 𝑇1𝑇2𝑇3 (A.1c)

Ψ
(1)
𝑏𝑟,4 = 𝑇1𝑇2𝑇3𝑇4 (A.1d)
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TYPE (3) Paths [Double Reflection]
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TYPE (4) Paths [Source Reflections]
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