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Abstract

Modern networks carry a wide range of different data types, each with its own individual requirements. The scheduler plays an important role in enabling a network to meet all these requirements. In wired networks a large amount of research has been performed on various schedulers, most of which belong to the family of General Processor Sharing (GPS) schedulers. In this dissertation we briefly discuss the work that has been done on a range of wired schedulers, which all attempt to differentiate between heterogeneous traffic.

In the world of wireless communications the scheduler plays a very important role, since it can take channel conditions into account to further improve the performance of the network. The main focus of this dissertation is to introduce schedulers, which attempt to meet the Quality of Service requirements of various data types in a wireless environment. Examples of schedulers that take channel conditions into account are the Modified Largest Weighted Delay First (M-LWDF), as well as a new scheduler introduced in this dissertation, known as the Wireless Fair Largest Weighted Delay First (WF-LWDF) algorithm. The two schemes are studied in detail and a comparison of their throughput, delay, power, and packet dropping performance is made through a range of simulations. The results are compared to the performance of four other schedulers. The fairness of M-LWDF and WF-LWDF is determined through simulations. The throughput results are used to establish Chernoff bounds of the fairness of these two algorithms. Finally, a summary is given of the published delay bounds of various schedulers, and the tightness of the resultant bounds is discussed.
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Chapter 1

Introduction

1.1 Evolution of the wireless network

Modern wired networks have been interconnected to such a degree, that a web exists, which covers virtually the entire globe. Although mobile communication systems are currently restricted to small cells, so-called global mobile communications are envisaged, which are often referred to as Universal Personal Telecommunication (UPT) or Personal Communication Systems (PCS) and the Third Generation (3G) Wireless Systems or Future Public Land Mobile Telecommunication Systems (FPLMTS) [2].

1.1.1 First Generation Communication Systems

Cellular systems started in the analogue domain. Examples of such systems are Nordic Mobile Telephone (NMT), Advanced Mobile Phone Systems (AMPS) and Total Access Communication Systems (TACS) [2]. These are commonly referred to as the first generation systems [3], which enabled voice communications to go wireless.
1.1.2 Second Generation Communication Systems

Cellular technology advanced into the digital domain with systems such as Global Systems for Mobile communications (GSM), Digital Advanced Mobile Phone Systems (D-AMPS), Japan's Personal Digital Cellular (PDC) and a derivative of GSM operating at 1800MHz, known as DCS1800 [2]. Further examples are cdmaOne (IS-95) and US-TDMA (IS-136), which collectively are referred to as the second generation systems [3]. The current wireless communication system commercially available in South Africa is GSM, which is an international standard, enabling GSM-enabled devices to operate in virtually every country around the world. In GSM, multiple base stations provide wireless coverage. Frequencies are reused in non-adjacent cells. Apart from just wireless voice communications, the digital nature of second generation systems enabled further services such as text messaging and access to data networks [3].

1.1.3 Third Generation Communication Systems

With third generation (3G) systems more emphasis has been placed on multimedia communication. High quality images and video capabilities are added to normal person-to-person communication. Higher data rates and new flexible communication capabilities enhance access to information and services on public and private networks.

Wide-band CDMA (WCDMA) has emerged as the most widely adopted air interface for 3G systems. European research on WCDMA was initiated at the start of the 1990's by the European Union research projects CODIT and FRAMES. The International Telecommunications Union (ITU) decided at the World Administrative Radio Conference (WARC) in 1992 that the available frequencies around 2GHz would be used to implement the 3G systems, which it called the International Mobile Telephony 2000 (IMT-2000). In January 1998 the European standardization body ETSI decided upon WCDMA as the third generation air interface. The first commercial network was opened in Japan during 2001 for commercial use in key areas, followed by Europe at the beginning of 2002. The specification of the standardization forums was created in 3GPP (the 3rd Generation Partnership
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Project), which is a standardization body comprised of Europe, Japan, Korea, the USA and China [3].

An example of a 3G system is the *Universal Mobile Telecommunications System* (UMTS), which promises circuit-switched connections with data rates of 384kbps and packet-switched connections up to 2Mbps. The high data rates make video telephony and quick downloading of data possible. UMTS supports a wide range of applications that possess different *Quality of Service* (QoS), that make it possible for the network to be sensitive to the throughput, transfer delay, and data error rate requirements of the various applications. To achieve such differentiated services, four traffic classes have been identified, that applications can fit into:

- conversational
- streaming
- interactive
- background

The main difference between these classes is how delay-sensitive the traffic is. The conversational class is the most delay-sensitive, while the background class is the least [3].

1.1.4 Fourth Generation Communication Systems

When IMT-2000 was introduced in Europe, the licences cost a very large amount of money. The same is expected to happen in America. Operators and manufacturers are therefore not eager to develop a new generation of mobile communication. However, the need exists to plan for a *Fourth Generation* (4G) mobile communication system now already, since the assignment of spectrum and the commercial deployment are expected to take more than 10 years [4]. Furthermore, planning ahead for 4G allows operators and manufacturers to design current 3G systems in such a manner that future 4G systems will be implementable in the 3G environment.
Although 3G systems are more heavily based on IP and an attempt was made to enable a certain degree of private use, they are still mainly focused on public use. A fourth generation system would make it possible to offer private, unlicensed use as an extension to existing public systems.

In order for 4G to be a truly new generation, it will have to offer some completely new advances. Possible aims would be for it to incorporate and give service to all current systems, at all times and at all places. Enhanced services over the most efficient/preferred networks would be offered, depending on the user profile, the type of data stream and the traffic load of the network. These are possible features, but ultimately the actual shape of 4G is unknown at this time.

1.2 Motivation for research

Advanced scheduling has become an inevitable component of modern Quality-of-Service (QoS)-based data networks, of which 3G is an example. In the past, networks contained only one type of data, making it possible to optimise the architecture of the network according to its specific needs. For example, the telephone network is a rigid structure with good performance guarantees, while packet switched networks are more flexible but only provide marginal performance guarantees [5]. Modern integrated services networks carry a large number of different data types, each with its own requirements.

To provide QoS guarantees, a scheduler is required. The scheduler is usually located inside every switch or router. When the router has decided what the next destination of the various packets should be, the scheduler decides in what order the packets should be transmitted and at what rate, so that delay and throughput guarantees are met.

Wireless networks pose an additional problem since the channel conditions, through which information is transmitted, are constantly changing. A large amount of research on general schedulers has been published, but very little on schedulers in channel-varying wireless networks.
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This research focusses specifically on schedulers for wireless networks. A new scheduling algorithm known as Wireless Fair Largest Weighted Delay First (WF-LWDF) is proposed, which is based on Modified Largest Weighted Delay First (M-LWDF). Both take channel conditions into account and take advantage of Code Division Multiple Access (CDMA)'s ability to transmit multiple packets at the same time, which increases the efficiency of the schedulers. The WF-LWDF algorithm was introduced with the primary aim of increasing the fairness of M-LWDF. Several performance aspects of the two algorithms are compared with numerous other schedulers by means of computer simulations. The simulation results are compared with some of the analytical results that have been published.

1.3 Dissertation overview

The dissertation has been divided into six chapters. In Chapter 1 an overview is given of the evolution of wireless networks, followed by the motivation of this work and a list of original contributions.

Chapter 2 starts off with a brief overview of QoS and scheduling requirements, followed by a discussion on a large number of wired and wireless schedulers. The wireless schedulers are further divided into constant bandwidth schedulers and CDMA-based schedulers, which both have fundamental differences.

In Chapter 3 the simulation model and the accompanying results are presented. In total six schedulers were modelled and their throughput, delay performance, power consumption, and their packet dropping rate were measured. The simulation software was programmed in C++. Many problems had to be overcome, one of the most important was how to model schedulers like Earliest Deadline First in a CDMA environment. The data source, buffer and channel models are presented, followed by a discussion on the various measurements performed by the simulator. During the actual simulations, the throughput, power consumption, delay behaviour and the packet loss were measured for six different schedulers, one of which is WF-LWDF, a new scheduler based on M-LWDF, but which is meant to improve its fairness. The simulation results are discussed and conclusions drawn.
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Chapter 4 defines and discusses the concept of fairness. Simulation results of the six schedulers are compared. Of particular interest is the performance of the WF-LWDF scheduling algorithm compared to that of M-LWDF. Statistical Chernoff bounds are calculated for the fairness of both M-LWDF and WF-LWDF, based on the simulation results.

In Chapter 5, the analytical delay bounds of a range of different schedulers are compared under various load conditions. Chapter 6 presents the conclusions drawn in this dissertation.

1.4 Original contributions in this dissertation

The original contributions in this dissertation include:

1. The WF-LWDF scheduling algorithm is introduced as a solution to the fairness problem of M-LWDF.

2. SM-LWDF and W-LWDF are introduced to determine how the various factors in the priority equations of M-LWDF and WF-LWDF affect their behaviour and how important simultaneous power distribution is.

3. Statistical fairness bounds of M-LWDF and WF-LWDF are extracted from the simulation results.

Parts of the work presented in this dissertation have been presented by the author at the following conferences:


Chapter 2

Introduction to Scheduling

2.1 Introduction

The main aim of this chapter is to present a literature survey on schedulers, or multiplexers as they are also referred to. But instead of just listing a large number of schedulers and explain their functions, we would also like to discuss the context in which schedulers are found and what they try to achieve.

The chapter starts off with a discussion on quality of service, which modern schedulers aim to achieve. This is followed by definitions of some scheduling terminology and the functional categories that schedulers can be divided into.

For the rest of the chapter, the various schedulers are introduced and their operation explained. A large number of schedulers exist, and the ones touched on in this chapter are by no means all of them. However, the scheduling schemes presented here should give the reader a fairly good overview of the different schedulers and how they are incorporated in the world of data networks.
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Figure 2.1: Overview of schedulers discussed in this chapter
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2.1.1 Scheduling Overview

As was already mentioned, a large variety of schedulers exist, which can be quite overwhelming at first. It is therefore helpful to split the various algorithms into groups. This is not that easy, since some of the schemes have properties that fit into multiple groups. An attempt to achieve such a grouping can be seen in Fig. 2.1, which also represents the structure of how the scheduling schemes will be presented and discussed in the rest of this chapter. Note that many of the schedulers for wired networks are also implementable in a wireless network, but we still chose to leave them in the wired domain, which they were originally intended for.

Referring to Fig. 2.1, one can see that schedulers can in general be split into two major groups. The first are scheduling schemes for wired networks, while the other group are algorithms for wireless networks. As will be discussed in more detail, the difference between the two domains, is that wireless networks experience channel fading, multi-user interference, and general noise.

The wireless domain can be split into another subgroup, which is schedulers for CDMA networks. The problem in CDMA networks is that the available bandwidth depends on the required signal to noise ratio, which constantly changes as the channel quality changes. The result is that the available bandwidth is also varying. Instead of distributing bandwidth, schedulers in CDMA based networks should rather distribute power.

2.2 Scheduling concepts

A network consists of numerous interconnected nodes through which data travel. Each of these nodes contains a router, which decides where the information should be sent to next, in order to reach its destination along the best path. Once the router has made its decision, the information gets queued in a number of buffers, where it waits to be transmitted to the next node. The scheduler then chooses the packet to be sent next and assigns it a transmission rate.
Schedulers are also known as multiplexers, since they are responsible for transmitting data packets of various flows over the same link. This is of course equivalent to many everyday queueing problems that we encounter. Examples are banks and train terminals. Many of the scheduling principles used in modern networks can be used to alleviate everyday problems. An example of such an implementation is Matthew Andrew's PhD thesis [6] and the corresponding journal paper [7], in which he addresses the problems of load balancing in a factory and disk scheduling. In the on-line load balancing problem, jobs arrive on-line and need to be assigned to one of a set of machines, thereby increasing the load on that machine by a certain weight. In the disk scheduling problem, data is stored on a disk. A disk head needs to move to different positions on the disk to read the stored information or write new information. A convex reachability function determines how fast the disk head travels between tracks. The aim is to schedule the head so that it services all the requests in the shortest possible time.

Unlike simple multiplexers found in electronics, modern schedulers can be very complicated. Most modern schedulers, for example, take into account that the data is heterogeneous and that each data type therefore has different requirements to achieve quality of service (QoS).

### 2.2.1 Quality of Service

In modern networks, resources are getting scarcer. In the wireless domain, carrier frequencies are constantly being increased as bandwidth in the lower frequency domains is becoming scarcer and more expensive. In recent years, bandwidth has not only become a tradable commodity, but an expensive one at that. Strict charging policies have been incorporated in many wireless networks [8] and resource management in the form of buffer management [9], channel establishment [10], frequency distribution in FDMA networks [11], and power distribution in CDMA networks [12] has become an essential research area, in order to reduce the cost of wireless networks.

The cost of networks and the technical expectation have prompted users to expect a performance guarantee from network providers. The main aim of most of the current data
communications research is to give networks the ability to guarantee Quality of Service to data sources entering a network. The term *Quality of Service* (QoS) has become very important in the world of telecommunications. Modern networks have changed a great deal from the original configurations, where each data type had a dedicated network. The telephone network, for example, provided good performance guarantees but poor flexibility, while packet switched networks were more flexible but provided limited guarantees [5]. Modern integrated services networks carry a number of different data types with varying characteristics and requirements. An example of such a scenario might be that e-mail, HTTP, and real-time services such as video streaming and telephone conversations might all be on the same network. Users require their telephone conversation to run smoothly without any interruptions, while checking their e-mail, surfing the web, and watching a streaming video. In a network of this kind performance guarantees are typically negotiated between a data source and the network before any data are sent. Once the negotiations have ceased and an agreement has been reached, the network has the responsibility of ensuring that the guarantees are met.

Both Ng [13] and Cao [14] list the first four of the following five points as a requirement for networks to achieve Quality of Service. The fifth point has been added specifically for wireless channels, where bit-error rates become important:

- Delay, jitter, throughput guarantees
- Short term fairness
- Long term fairness
- Graceful degradation
- Bit-Error-Rate (BER) guarantees (wireless channels)

Before a data source begins its transmission, it first negotiates with the network what the acceptable end-to-end transmission delay is. Once a certain percentage of bandwidth has been assigned to each data type, the scheduler is responsible for enforcing the agreement. Jitter is defined as the difference in delay that packets might experience. In most real-time
services, jitter has to be kept to a minimum, in other words, the delay by packets from the same source should be the same.

The scheduler furthermore has the responsibility of ensuring that sessions receive the same amount of attention, even if the bandwidth allocation differs. This is referred to as short term fairness. If a channel is blocked and a session cannot receive its share of the bandwidth for a certain amount of time, then long term fairness requires that as soon as more bandwidth becomes available, it needs to receive more service than originally agreed upon, in order to make up for the dead time. It is vital though, that during this make-up time, the other sessions still receive a minimum amount of service, which is referred to as graceful degradation. Finally, wireless channels are characterized by high error rates. The bit-error-rate can be directly controlled by varying the transmission power.

QoS has become one of the most important research areas in the field of integrated data networks. A large amount of literature has been published on basic mechanisms used in packet networks to support QoS guarantees [15], on QoS management structures and its requirements [16], [17], and specifically on supporting QoS in wireless networks supporting real-time data [18].

2.2.2 Useful scheduling features

To evaluate the performance of a scheduler, it is useful to have a list of desirable features a scheduler should have. Reference [19] lists 'Efficiency', 'Protection', 'Flexibility', and 'Simplicity' as the four essential requirements of wired network. Stiliadis [20] has fairly similar requirements:

- Isolation of flows
- Low end-to-end delays
- Efficient utilization of resources
- Fairness
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- Simplicity of implementation
- Scalability

Firstly, the various sessions established in a network should be isolated, which corresponds to 'Protection' in [19]. Every session should be guaranteed a minimum amount of bandwidth, thereby being protected against any misbehaving sources that threaten to swamp the network with information. A scheduler should furthermore ensure that queuing times of packets are kept to a minimum, that bandwidth is used efficiently, and distributed fairly among the packets. The protocol should be easy to implement and easily upgradable to a larger network, which corresponds to 'Efficiency' in [19]. Examples of papers discussing implementation issues into a real network are [21] and [22].

2.2.3 Scheduling categories

Schedulers can be divided into various categories [20],[23], [24]:

- Work conserving vs non-work-conserving
- Cut-through device
- Frame-based vs Sorted priority

Firstly, work-conserving schedulers are never idle if any packets are queued in one of the buffers. Non-work-conserving schedulers, on the other hand, might not send a packet queued, but rather wait for a packet of higher priority to arrive, which is transmitted first. The second consideration is whether a scheduler is cut-through, which means that it may start transmitting bits before the entire packet has been received. Most schedulers are non-cut-through, since the transmission rate might be much larger than the rate at which bits arrive. Finally, frame-based schedulers handle only packets of one size, and serve them in a round-robin fashion, while in a sorted-priority scheduler, packets are transmitted according to their priority, with high-priority packets being transmitted first, followed by less important packets.
Dovrolis [25] names another two categories that can be added:

- Lossy vs lossless
- preemptive vs non-preemptive

In a lossless system the utilization of the scheduler has to be less than 100%. In a non-preemptive system, a packet transmission is always carried out in full.

Dovrolis carries on listing two useful requirements of a relative differentiated services architecture:

- Predictable
- Controllable

A predictable architecture is one where the differentiation is consistently independent of the class load variations. With controllable he means that the network operator should be able to adjust the relative QoS differences between classes based on their criteria. For more information on the proportional differentiation model and buffer management, see [25].

Another attempt on ensuring QoS is the Resource ReSerVation Protocol (RSVP). For more information see [26], which is a tutorial on how RSVP can be used by end-applications to ensure that they receive the end-to-end QoS that they require.

2.3 Wired schedulers

Now that we have defined the concept of QoS and listed important features of scheduling algorithms, it is time to discuss some of the schedulers that have appeared in the literature since the beginning of the 90's, when the main stream of literature on the more complicated scheduling algorithms for heterogeneous data networks started appearing. Schedulers for wired networks (or wired schedulers for short) are an important group of
algorithms, since they have often been studied and analyzed in great detail and form the basis of the more complicated wireless schedulers. Numerous papers have been published in which a generalized network calculus was proposed for analyzing the delay bounds of schedulers [27], [28], [29], [30]. The results of these papers are often only approximate due to the complexity of many of the scheduling algorithms, which in most cases are still a simplification. Schedulers are usually looked at in isolation, which in real networks is not possible. The effect of routing, for example, should be taken into consideration, and only very few papers have looked into this [31], [32].

2.3.1 FIFO

The First-In-First-Out (FIFO) [23] is the simplest scheduling algorithm conceivable. As data arrive at a node, they are queued in a single queue. The packets are picked in the order they have entered the queue. In other words, the data are serviced in the order in which they arrived. The result is an extremely simple scheduler that is highly efficient with a very low complexity. The downside is that no quality differentiation of packets takes place, since all sessions experience the same delay and packet-loss characteristics. Another disadvantage is that FIFO relies completely on traffic control functions in boundary nodes, making the entire system vulnerable to traffic congestion due to misbehaving users.

2.3.2 FIFO+

A disadvantage of FIFO is that the jitter tends to increase dramatically with the number of hops, due to uncorrelated queueing delays at each hop. More hops should give an opportunity for sharing, which reduces the jitter. The trick is to correlate the sharing experience. FIFO+ [23] takes advantage of this by separating the traffic into priority classes. The average delay of packets in each priority class is measured. This result is used to calculate the difference between the particular delay of a packet and the class average. The difference is used at each hop to determine the time of arrival that the packet would have experienced if it had been given the average service. The scheduler then inserts the packet in the queue in the order as if it has arrived at the expected time.
2.3.3 Round Robin

A range of different Round Robin (RR) scheduling schemes exist. The basic idea behind RR is very simple. Traffic arrives at a scheduler and is stored in a fixed number of buffers. Each buffer might, for example, contain one data type. The scheduler then moves through all the buffers and serves a certain portion from the head of each buffer. The problem with the basic round robin scheduler is that it does not differentiate between different data types and all data are treated the same. A number of different implementations of the round robin scheduler have therefore been proposed, which attempt to have QoS guarantees.

WRR

The first, and very simple extension of round robin, is the Weighted Round Robin (WRR) scheduler [23]. With this scheduler the arriving packets are sorted into a number of priority levels. Each priority level is assigned a weight. A small unit of time referred to as a quantum is defined. The number of sequential time slices that each priority class gets in one round depends on the weight of the service class. Any quanta not used by one priority group when the queue gets empty are passed onto the next group.

DRR

Another extension of the round robin scheduling algorithm is Deficit Round Robin (DRR), which was introduced in [33]. The scheme is simple enough to be implemented in hardware and is able to achieve near perfect fairness. The first version of DRR did not use weights to support different priority levels, but can quite easily be extended to do so. The reason why DRR is able to achieve near perfect fairness, is that if a queue was not able to send a packet in the previous round because its packet size was too large, the remainder of the current quantum is added to the quantum of the next round [23]. Deficits are therefore kept track off, which reduces the quantization problem and explains the name of the scheme.
A third extension of the round robin discipline is Hierarchical Round Robin (HRR) [34], which like WRR has a number of different service levels. The reason for the name is that higher levels receive more bandwidth than the lower levels, which means that the frame time at a higher level is smaller than the frame time at a lower level. Hierarchical round robin is useful in high-speed networks, which carry traffic with a wide range of performance requirements [35]. Gigabit/sec transmission rates are feasible and strict bounds are possible on the buffer space required for rate controlled connections. For more information on scheduling in high speed networks, see [36] and [37].

2.3.4 Priority Queueing

A priority scheduler separates arriving traffic into various priority levels. Each priority group has its own queue, which is served in a FIFO fashion. A priority queue will only be served once all the packets from all queues of higher priority have been served, with the result that the system has a coarse granularity [23].

2.3.5 Earliest Deadline First

Earliest Deadline First (EDF) works according to the principle that every time a packet \( p \) arrives at a server \( e \) on its path, server \( e \) assigns packet \( p \) a deadline \( d_e^p \). Whenever server \( e \) has a number of packets waiting it gives all its service to the packet \( p \) with the smallest \( d_e^p \), in other words, the packet which is closest to its deadline [38].

A fairly large amount of research on the EDF scheduler has been published. The first delay violation probability bounds of EDF, for example, were published in [38], while [39] used the theory of large deviations and the theory of effective bandwidths to analyze the packet losses of an EDF scheduler. A polynomial delay bound of EDF can be found in [40]. An approximation of EDF introduced in [41] is known as Rotating-Priority-Queues\(^+\) (RPQ\(^+\)), which uses a set of prioritized FIFO queues whose priorities are rearranged periodically.
to increase the priority of waiting packets. Reference [40] contains the first distributed, deterministic EDF scheduling protocol, which has polynomial delay bounds.

**Delay-EDD**

Another name for *Earliest Deadline First* is *Earliest-Due-Date* (EDD). An extension of this scheduler is the Delay-EDD service discipline [34]. It requires the source to obey a peak and average transmission rate to be able to provide a delay bound. The delay bound is calculated by adding the expected arrival time to the delay bound at the server. The packet is therefore assigned a delay deadline, which is equal to the time at which it should be sent, had it been received according to the contract agreed upon by the source.

**Jitter-EDD**

The Jitter-EDD [34] scheduler is an extension of Delay-EDD. It is able to provide delay-jitter bounds by stamping each packet that has been served with the difference between its deadline and the actual finishing time. A regulator at the next node holds the packet for this period of time before it is made eligible to be scheduled, thereby providing minimum and maximum delay guarantees, which bounds the jitter.

**2.3.6 Stop-and-Go**

Stop-and-Go [34] is another scheduler that aims to preserve the smoothness property of traffic as it travels through the network. It achieves this by dividing time into frames. Only packets that arrived in the previous frame are transmitted in the present frame. The result of this scheme is that minimum and maximum delay guarantees are achieved, which bounds the jitter.
2.3.7 Fair Queueing

One of the network requirements is for it to distribute its service in a fair manner. A fair scheduler distributes the available bandwidth proportionally to the amount of service a priority class deserves. Out of this grew a whole class of schedulers, known as the Fair Queueing (FQ) family of schedulers [42], [43], [44].

One of the earliest and simplest implementations is the Fair Queueing (FQ) scheduler. It works on the simple principle that if $N$ channels share an output trunk, then each should get $1/N$ of the available bandwidth [34]. This scheme is remarkably similar to the classic round robin scheduler. The same problem arises, namely that all data types are treated the same.

To solve this problem, weights had to be assigned to the various data families or sessions. The result is the slightly more advanced scheme General Processor Sharing (GPS), which forms the basis of the Fair Queueing family of schedulers [23]. It is an ideal fluid model that cannot be implemented in real networks. The reason for this is that GPS serves all backlogged sessions simultaneously with a minimum rate equal to their reserved rate. The traffic is considered infinitely divisible, which is not possible in a real network containing packets that cannot be split into smaller units.

GPS

To understand the basic idea behind GPS, consider a node with a capacity $C \text{ b/s}$, through which the data of $N$ sessions travel, where $\phi_i$ represents the weight associated with session $i$, and $i = 1, \ldots, N$. The minimum service rate guaranteed to each session $i$ is then given by

$$ C \cdot \frac{\phi_i}{\sum_{j=1}^{N} \phi_j}, \ i = 1, \ldots, N. \quad (2.1) $$

In the case of non-backlogged queues, the excess bandwidth is distributed among the set of backlogged queues $B(t)$ in proportion to their respective weights. The real service rate
\begin{eqnarray}
\begin{align*}
r_i(t) &= \begin{cases} 
C \cdot \frac{\phi_i}{\sum_{j \in B(t)} \phi_j}, & i \in B(t) \\
0, & \text{otherwise.}
\end{cases}
\end{align*}
\end{eqnarray}

A large amount of literature has been published on the ideal GPS scheme. The first papers that attempted to analyze GPS in detail were \cite{5}, which analyzed the delay of GPS in the single node case, while \cite{45} analyzed the end-to-end delay of the multi-node case.

These papers were later followed by \cite{46}, which is an extension of Parekh and Gallager's deterministic study of GPS. Another paper that used an exponential characterization to analyze a GPS system was \cite{47}. Here, the stability of virtual packet switching communication networks, that employ processor sharing type service disciplines, was studied in a stochastic setting.

A common way of designing Generalized Processor Sharing (GPS) schedulers is by using deterministic QoS guarantees, which are conservative and lead to capacity limitations. Elwalid and Mitra \cite{48} therefore developed a scheduling theory for the design of GPS weights, which is based on statistical QoS guarantees and statistical multiplexing.

A similar paper on the design of GPS weights was \cite{49}. In this paper, the main goal was to achieve statistical multiplexing gains in the presence of multiple traffic and Quality of Service (QoS) classes of connection, that share a common trunk.

Finally, Andrews and Zhang \cite{50} study the difference between temporary sessions and permanent sessions in a network implementing GPS as its scheduler. They separate the two models in terms of stability. This is of interest, since GPS is known to be stable and to have polynomial delay bounds with permanent sessions, but not necessarily with temporary sessions.

The resultant GPS algorithm is ideal, since it is able to guarantee a maximum end-to-end delay to a session whose traffic is leaky bucket shaped. It is furthermore able to ensure fair allocation of bandwidth among all backlogged sessions, regardless of whether or not their traffic is constrained \cite{23}. These qualities make GPS very desirable and a large number of scheduling schemes have therefore been published that attempt to approximate the
ideal GPS algorithm as closely as possible. The following sections mention some of the GPS-based schedulers that we have come across.

WFQ

As mentioned already, General Processor Sharing (GPS) is a fluid model that cannot be implemented [13]. Instead a packetized approximation of GPS (PGPS) is used in real switches and routers, which according to Parekh and Gallager [5] was first proposed by Demers, Shenker, and Keshav [51] under the name Weighted Fair Queueing (WFQ).

The problem with this system is its computational complexity. The problem lies in the fact that a virtual GPS fluid system has to be modelled as a reference system, which the WFQ tries to follow as closely as possible. Incoming traffic is modelled as a volume of fluid. A packet is considered to be served in the GPS system, when the fluid volume of the packet has been completely served by the GPS scheduler. WFQ uses the computed departure times of packets in the GPS model to select the packet with the smallest virtual finish time [23].

Although [5] proved that in the absence of link-sharing, the WFQ system has to be within one packet transmission time of that provided by GPS, [52] showed that the WFQ scheduler might actually be $N/2$ packets ahead of the GPS reference system, where $N$ represents the number of sessions sharing the link, which can be detrimental for real-time services.

WF$^2$Q

In order to implement GPS, a virtual time function $V(t)$ is usually used, which is a linear function, based on the number of busy sessions and their service rate [23].

$$\frac{\partial V}{\partial t} = \frac{C}{\sum_{i \in B(t)} \phi_i}.$$  \hspace{1cm} (2.3)

The Worst-case Fair Weighted Fair Queueing (WF$^2$Q) [23] is another approximation of GPS that improves on WFQ. To achieve this it uses $V(t)$ to compute virtual start and
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finish times as in WFQ and defines a packet to be eligible at time $t$ if its virtual start time is at most $t$. Finally it schedules eligible packets in increasing order of their virtual finish times. The result is that WF$^2$Q remains closer to the ideal GPS reference system and therefore has tighter delay bounds than WFQ.

WF$^2$Q+

Even though WF$^2$Q is more accurate than WFQ, its complexity remains the same as WFQ. WF$^2$Q+ is a simpler version of WF$^2$Q that attempts to improve the complexity problem. It achieves this by using a new virtual time function [23]

$$V_{WF^2Q+}(t + 	au) = \max \{ V_{WF^2Q+}(t) + W(t, t + \tau), \min \{ s_{i}^{h_i(t)} \}_{i \in B(t)} \}, \quad (2.4)$$

where $W(t, t + \tau)$ is the total amount of service provided by the server during the period $[t, t + \tau]$, $h_i(t)$ is the sequence number of the packet at the head of session $i$'s queue, and $B(t)$ and $s_i^{h_i(t)}$ are the set of sessions backlogged in the WF$^2$Q+ system and the virtual start time of packet $h_i(t)$, respectively.

VC

Virtual Clock (VC) attempts to emulate Time Division Multiplexing (TDM) [34]. Each packet is given a virtual transmission time, which is the time at which the packet would have been transmitted were the server actually doing TDM. By sending packets in virtual time order, VC can be shown to emulate TDM.

[53] introduced a slight variation on VC, known as VirtualClock with Priority Buffer (VCPB). VCPB combines the VC algorithm with a priority buffering strategy. It is able to provide complete isolation between different traffic classes, which is one of the QoS requirements.
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SCFQ

Like WFQ, Self-Clocked Fair Queueing (SCFQ) attempts to imitate GPS as closely as possible. It was first introduced by Golestani in [54], in which delay bounds are calculated, based on the leaky-bucket work published by Parekh and Gallager in [5] and [45]. Although SCFQ is simpler than WFQ and $WF^2Q$, its delay bound is larger [23].

The reason why SCFQ is simpler than WFQ and $WF^2Q$ is that it does not use a GPS reference system. Instead a virtual time function is calculated, which depends on the progress of work in the actual queueing system, resulting in a $O(\log N)$ complexity [23].

SFQ

Start-Time Fair Queueing (SFQ) was introduced in [55] as a computationally efficient and fair algorithm. The main difference between SFQ and SCFQ is that SFQ picks the packet with the smallest virtual start time for transmission on the link [23].

RPS

Rate Proportional Servers (RPS) is a class of schedulers that behave the same as WFQ. The RPS concept was introduced by Stiliadis in [56], [20], [57], [24], [58], and [59], in which he introduced a new algorithm known as Frame-based Fair Queueing (FFQ), which belongs to the RPS class. It aims to provide GPS behaviour, without the complexity of simulating the fluid-model system in the background. Another scheduler that is introduced in [59] is Starting Potential-based Fair Queueing (SPFQ). RPS schedulers rely on the system potential function to keep track of the service offered by the system to all sessions sharing the outgoing link [23]. In both FFQ and SPFQ the system potential function is recalibrated. In FFQ this happens at frame boundaries, while for SPFQ the recalibration occurs at packet boundaries.

Classes of schedulers such as RPS are usually introduced to group schedulers that can be analyzed with the same procedure. Other examples of a scheduling class are the Guar-
CHAPTER 2. INTRODUCTION TO SCHEDULING

anteed Rate class [60][61] and the Rate-Controlled Service Disciplines class of schedulers proposed in [62], which is able to provide end-to-end deterministic and statistical performance guarantees.

CBQ

The modern internet consists of a large number of administrative domains. Link-sharing allows the bandwidth of a link to be distributed between the various protocol families and traffic types. Bandwidth not used from one organization is passed onto the other organizations sharing the link.

To create such a shared link, a hierarchy has to exist, which distributes the bandwidth between the various organizations in some organized manner. Such a scheme is referred to as Class Based Queueing (CBQ) [23]. In CBQ each traffic class is assigned a rate, a priority, an average packet size, and a borrow flag, which indicates whether the class is allowed to get a share of the unused bandwidth or not. A CBQ scheduler consists of a general scheduling scheme and a link sharing scheduling scheme. The general scheduler sorts the packets in the absence of congestion. If packets are on time, they are therefore passed on directly by the link-sharing scheduler to the general scheduler, without experiencing any queueing delay.

If congestion does occur, the link-sharing scheduler is activated and takes over. Arriving packets will now be placed into their queues and rate shaped according to the minburst parameter, or they are allowed to borrow bandwidth from other idle traffic classes. Temporary bursts are possible in order to meet demands. Classes of the same priority are served in either a packet-by-packet RR or WRR fashion.

2.4 Broadband wireless schedulers

Modern schedulers in wired networks need to take the varying requirements of heterogeneous traffic into consideration, in order to be commercially viable. It should have become
apparent in the discussion up to this point, that some of the schedulers trying to achieve QoS were quite complicated. Schedulers in wireless networks have extra challenges they need to conquer. Some of the difficulties are [14]

- High error rate and bursty errors
- Location-dependent and time-varying wireless link capacity
- Scarce bandwidth
- User mobility
- Power constraint of mobile hosts

In order to overcome these challenges and still be able to guarantee QoS, a scheduler should meet the following requirements [14]:

- Provide long term fairness
- Achieve high wireless channel utilization
- Minimize packet loss
- Provide delay (jitter, if possible) bounds for flows with error-free links or sporadic link errors
- Support multiple classes of traffic with QoS differentiation
- Achieve low power consumption in mobile hosts
- Achieve medium algorithm complexity

Numerous schedulers have been proposed that attempt to achieve these requirements, with varying results. We would like to present some of these here, but need to talk about the media access protocol first.

When radio transmissions started, multi-user interference had to be dealt with. The first idea was to have each transmission on a different frequency band, which is known as
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Frequency Division Multiple Access (FDMA). Modern FM and AM radio transmissions still work on this principle. One of the major problems with this system is that it requires a separate frequency channel for every simultaneous transmission. With the advent of cellular telephones this concept was unacceptable. A better approach was to divide a time period into several quanta and assign each quantum to one of the users requiring service. During a transmission period, the base station would rotate through all the time quanta and during each of these communicate with the respective mobile user. The transmission time is therefore divided between the simultaneous users, which is referred to as Time Division Multiple Access (TDMA). If one takes a step back, while investigating cellular phones, one finds that both TDMA and FDMA are being used. A base station will use TDMA to communicate with all its current users, while neighbouring base stations will use different frequencies, in other words Frequency Division Multiples (FDM), to ensure that the neighbouring cells to not interfere with one another.

In both FDMA and TDMA, the amount of available bandwidth is effectively determined by the maximum transmission rate of the transmitter. Schedulers try to multiplex various flows onto the same data link. They are therefore required to take the maximum bandwidth available into account when choosing packets for transmission and assigning them data rates. This is quite different in a CDMA network, where the available bandwidth is constantly changing. But let us look at some of the FDMA and TDMA compatible schedulers first.

2.4.1 CSDPS

Channel State Dependent Packet Scheduling (CSDPS) [14] was one of the first schedulers that attempted to take location-dependent and bursty errors into account. It works on the principle that a separate queue is kept for each mobile's packets. The packets in each queue are served in a FIFO fashion. To decide which of the queues to pick packets from, either a Round Robin (RR), Earliest Timestamp First (ETF), or a Longest Queue First (LQF) scheduling scheme have been proposed. What differentiates CSDPS from RR, ETF, and LQF, is that the status of the various links is monitored. If a link is found to
be in a bad state, due to bursty errors it might experience, the scheduler does not serve the respective queue until a time-out period has expired. The state of a link is declared bad, if no acknowledgement is received from its destination node.

The problem with CSDPS is that it does not have any mechanism to guarantee bandwidth for a mobile user. When a mobile is believed to be in a bad state, its share of the bandwidth will be distributed to the other mobiles, regardless of how much bandwidth they had already received. No limit is therefore imposed on the amount of service a mobile user may receive.

2.4.2 CSDPS + CBQ

A combination of CSDPS and class-based queueing (CBQ) was proposed to combat the unfair bandwidth distribution of CSDPS [14]. The CBQ component of this scheduler requires users to be grouped into classes and each class to be assigned a certain fraction of the available bandwidth, which in turn assures that the available bandwidth is distributed in a fairer fashion than was the case with CSDPS alone. It achieves this by keeping track of the amount of service received by each class in a certain time interval. The CSDPS component deals with the wireless link variations. Instead of using the longer data packet and acknowledgement pair to determine whether a link is in a bad state, the ready-to-send and clear-to-send pair are used instead, which are usually much shorter. Because of this less transmission bandwidth is wasted on a bad channel. A problem with this algorithm is that channels that were in a bad state do not receive more bandwidth once a link recovers to compensate for the amount of service they lost.

2.4.3 IWFQ

Idealized Wireless Fair Queueing (IWFQ) [14] is an adaptation of WFQ into the wireless domain. The wireless equivalent of the fluid model GPS is Wireless Fluid Fair Queueing (WFFQ). While no link-errors are detected, IWFQ behaves exactly the same as WFQ. When a link error is detected, the head-of-queue packet with the smallest finish time will
be selected to be transmitted. This process will be repeated, until a packet is picked with a good link-state. A reference WFQ scheduler is run to determine whether the service for a queue is leading, lagging, or in sync, which corresponds to a queue size being smaller than, larger than, or the same as the queue size in the error-free WFQ scheduler. The problem with this system is that a channel that is lagging behind, will receive exclusive service when its link improves. The result of this is the starvation of other error-free links.

2.4.4 CIF-Q

*Channel-Condition Indépendent Packet Fair Queueing* (CIF-Q) was first proposed in [13]. Like IWFQ, it uses an error-free fair queueing reference system. *Channel-condition Indépendent Fair* (CIF) are a set of properties that a Packet Fair Queueing algorithm should have in a wireless environment, which include delay and throughput guarantees, long-term fairness, short-term fairness, and graceful degradation. CIF-Q was designed to meet these requirements.

SFQ was chosen to be the core of CIF-Q, even though other wire-line schedulers can also be used. As was the case with IWFQ, a virtual error-free system is run in parallel to the error-prone system, with the difference that in CIF-Q, the virtual time is only kept in the error-free system and not in the real system. The service order is determined according to the virtual error-free system and then implemented in the real system. If a link error is detected, the affected packet in the real system is kept, while the equivalent packet in the error-free system is assumed to be transmitted. By keeping track of the difference between the amount of service received by the real and the error-free system, the lead or lag of a queue can be determined. A leading flow will still receive $\alpha \cdot r_i$ of the allocated service rate $r_i$ it should have received. $\alpha$ is therefore a parameter that determines the minimal fraction of service to be received by a leading flow, which avoids starvation and enables graceful degradation [14].
2.4.5 ELF

*Effort-Limited Fairness* (ELF) is a wireless fair scheduler, which was first proposed by [63] and extends WFQ through dynamic weight adjustments. In this paper, two additional goals are attached to a wireless scheduler, which are usually not considered:

- The amount of capacity loss suffered by a flow should not be proportional to its bandwidth or its error rate, but should be configurable through administrative controls.

- It must be possible to administratively bound the amount of capacity that is lost due to location-dependent errors.

These extra goals stem out of the question, how much extra air time should be assigned to high-error flows at the expense of others. A clear distinction between the words "effort" and "outcome" is given, where "effort" is defined as the amount of air time spent on a flow, while "outcome" is the actual useful throughput achieved by the flow. An ELF scheduler will attempt to achieve the outcome desired by the users, which would usually be a specific throughput or a specific fraction of residual link capacity. It does this, taking into account the amount of effort required. The administrator is able to control a power factor, which determines the fairness and efficiency of the algorithm. If, for example, the power factor of a certain flow is 200%, then the proportion of bandwidth assigned to this flow will be doubled, when high error rates are encountered. The power factor of other flows might be 50%, thereby dropping the available bandwidth under high error conditions. The reason for doing this is that an administrator might feel it important for streaming audio and video to keep a constant throughput. In high error conditions, a large amount of effort will be required for a relatively small outcome. More bandwidth will therefore have to be assigned to the audio and video flows, to keep the outcome constant.
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2.4.6 SBFA

Server-Based Fair Approach (SBFA) [14] belongs to the group of schedulers using an explicit compensation counter or server. The structure of the SBFA has two queues per session, a packet queue (PQ) and a slot queue (SQ). When a packet of flow i arrives, it is queued into the appropriate packet buffer PQᵢ, while a virtual copy, referred to as a slot, is queued in the SQᵢ buffer. One of the wireline schedulers is then employed to schedule the slot queues. When the wireline scheduler of choice has chosen a head-of-queue packet from one of the slot queues, the corresponding packet in the packet queue is transmitted, if the corresponding transmission channel is in a good state.

The question remains what happens in the case of a bad link state. A compensation server known as the Long-Term Fairness Server (LTFS) is responsible to keep track of the service that a channel or user has lost, because its link was in a bad state. The way the LTFS achieves this, is as follows: When the wireline scheduler has chosen a packet from the slot queue and finds the link to be in error, the corresponding packet in the packet queue remains in the queue. The chosen slot in the slot queue is then transferred into a separate LTFS buffer. A fraction of the total bandwidth is dedicated to the LTFS, and when the link returns to a good state, the LTFS can use its share of the bandwidth to compensate the flow that did not receive service due to the link error, without disrupting the service patterns of the other queues.

Although this architecture is quite a simple design and is able to provide throughput guarantees, it has no restrictions on the maximum amount of service that a user may receive. If a channel is permanently in a good state, then it might receive far more service than was promised to it. Another problem is that networking resources have to be pre-allocated to each user and the share per user cannot change. Also, the packet sizes of each flow have to be fixed, in order for the algorithm to work effectively.
2.4.7 I-CSDPS

*Improved Channel State Dependent Packet Scheduling* (I-CSDPS) [14] consists of a Deficit Round Robin (DRR) scheduler plus a compensation counter. In DRR, each flow has its own queue. The queues are served in a round robin fashion. The number of bits served from each queue is determined by the Quantum Size (QS). Since the QS is in most cases not an exact multiple of the sizes of the packet to be served, the remainder of the QS that is too small for another packet to be transmitted is transferred to the Deficit Counter (DC). In the next round, the new QS is added to the DC, which is the total QS available to the queue for that round.

A Compensation Counter (CC) for each flow is added to monitor how much service was lost due to link errors. If a link error is detected, the scheduler decreases the corresponding DC by the QS of the flow, while the CC is increased by the QS. At the beginning of each round $\alpha \cdot \text{CC amount of credit is added to the DC, while CC is decreased by that amount, where } 0 < \alpha < 1$.

2.4.8 PRADOS

*Prioritized Regulated Allocation Delay Oriented Scheduling* (PRADOS) [14] is a scheduler designed specifically for wireless Asynchronous Transfer Mode (ATM) and to work with the MAC protocol MASCARA. Packet scheduling in wireless ATM has some special concerns related to MAC framing structures and heterogeneous traffic classes. To understand and solve these scheduling problems, research on the analysis of queue distributions [64], congestion control algorithms for ATM networks [65], [66], and mechanisms for enforcing ATM contracts by shaping the incoming cell streams [67] needs to be taken into consideration.

PRADOS is based on Backward Earliest Due Date First (B-EDF) with priority and combined with a leaky bucket regulator. Each connection is given a priority number depending on which traffic class it belongs to. Available classes are, in order of priority, Constant Bit Rate (CBR), real-time Variable Bit Rate (VBR), non-real-time VBR, Available Bit Rate
(ABR), and Unspecified Bit Rate (UBR). For further information on the unpredictability of VBR traffic volume, read [68]. A token pool is introduced for each flow, where tokens are generated at a fixed rate equal to the mean cell rate, while the size of the pool is the maximum burst size of a connection.

The packets waiting in a queue are sorted in order to serve them as close to their delay deadline as possible. The head-of-queue packets are chosen according to the priority order of the flow. Every time a packet is sent, a token is removed from that connection's pool. Packets are transmitted until no more tokens are available in any of the queues, or all transmission slots have been used up. If none of the queues have tokens left, yet there are still transmission slots available for the current round, then the scheduler will start filling the remaining slots by choosing any remaining waiting packets from the queues in the order of their priority.

2.4.9 CDMA-specifically

Apart from FDMA and TDMA there exists another air interface known as Code Division Multiple Access (CDMA). A large amount of research has been published on this topic, since CDMA has a higher capacity than both FDMA and TDMA. In CDMA networks, multiple users are able to communicate with a base station at the same frequency and at the same time. This is achieved by spreading the transmission onto a large bandwidth. If the spreading code used is chosen to be orthogonal to the codes of other users, then no or very little interference will take place. An example of a system that uses this technology is Bluetooth, which is a popular wireless network protocol for the office environment that is currently available on the market. Reference [69] contains an overview of the scheduling process in a Bluetooth network.

In a FDMA and TDMA environment, the available bandwidth at each node is constant. This is not the case in a CDMA network. The available bandwidth is constantly changing and depends on a range of different factors. It therefore makes more sense in a CDMA environment to distribute the available power instead of bandwidth, since the amount of available power at any point in time is dependent on the power supply and is considered
to be constant. The way the available power is distributed depends on the individual CDMA-based schedulers. The following is a list of schedulers that are mentioned in [70]. Other examples of CDMA-based schedulers exist, as for example [71], which makes a comparative study of three scheduling algorithms for the uplink of a Wide-band CDMA (WCDMA) system—restrictive, pre-emptive and random scheduling. But these type of schedulers are not of interest here.

Packet Proportional

With a packet proportional CDMA scheduler, the power is divided in proportion to the number of packets waiting in the queue. This is similar to the Largest Queue First (LQF) scheduler in the wired domain, where the head-of-queue packet from the longest queue gets chosen for transmission. With the packet proportional scheduler the number of packets in a queue are added up and normalized by the total number of packets queued. The share of the available power that a queue will receive is equal to the fraction that is generated in this way. The power that is assigned to each queue can then be translated into a maximum data rate, at which packets are then transmitted. The amount of power assigned to each queue is then re-evaluated at regular intervals.

The problem with the packet proportional scheduler is that it has no isolation. The traffic departures mirror the statistics of the arrivals. In other words, if one of the sources misbehaves and transmits a very large burst of data, then the packet proportional scheduler will detect a large queue forming and will serve this queue almost exclusively, with the result that the other queues will experience starvation. A positive side to the scheduler is that the queue lengths are kept to a minimum.

Bit Proportional

The bit proportional scheduler is very similar to the packet proportional scheduler. With the bit proportional scheduler the power is divided in proportion to the number of bits in the queue, instead of the number of packets. The packet proportional server performs
its task well as long as packets are slotted (packets are of constant length). As soon as
the packet length varies, then counting the number of packets queued is no longer an
indication of how long it will take to empty the queue at some constant bit rate. Instead,
a scheduler has to sort the packets on a bit level to minimize the queue length. Apart
from this minor change, the algorithms are identical and have the same advantages and
disadvantages.

**Work Proportional**

Counting the number of packets or bits (in the case of variable packet length) gives an
indication of the required time that will be needed to empty a queue at a constant bit
rate. Another consideration, that is not addressed this way, is the amount of work that
will be required, to clear the queues. The amount of work is determined by how much
power will be required per bit, which is multiplied by the number of bits in the queue. The
work proportional scheduler divides the available power among the queues in proportion
to the amount of work that waits in each queue. Once the power has been distributed, the
appropriate data rates are calculated and the data is transmitted. The power distribution
is recalculated after a certain amount of time has passed. Although this scheme distributes
power in a fairer manner, it has the same problem that there is a lack of isolation between
the arriving and transmitted data.

**Uniform Processor Sharing**

The uniform processor sharing scheduler is similar to the round robin scheme in wired net-
works, which effectively distributes the available bandwidth evenly among the backlogged
queues by giving each backlogged queue a turn to use the entire available bandwidth and
transmit its packets at the maximum possible baud rate.

The uniform processor sharing scheduler simply divides the power evenly among the users
with non-empty queues. The head-of-queue packets of each buffer are then transmitted at
the same power. No differentiation is therefore made between the queues, regardless of how
long the various queues are and for how long packets have been queueing. The problem with this type of approach is the parking lot scenario, depicted in Fig. 2.2. Imagine that this figure represents the parking area of a sport stadium and a particularly popular game is on, with the result that the parking area is full. When the match finishes all cars try to leave at the same time.

The problem consists of three flows, A, B, and C. Two schedulers, which might be in the form of a traffic officer, are required to direct the traffic. The first scheduler would be placed at the point where the flows A and B join up to form flow D. A uniform processor sharing server would work quite well here and would be considered by most drivers as a fair solution. The second scheduler would be placed at the exit point of the parking lot, where flows C and D join up. If this scheduler was a uniform processor sharing server, then flow C and D would receive the same amount of service, which in turn means that flows A and B would receive half the service that flow C is receiving. This is not a fair
system. The problem gets even worse if more parking bays are added. For every extra parking bay, the service rate of flows \( A \) and \( B \) will reduce by a factor of 2.

If instead a packet proportional server was used, then this scenario would not be a problem. The queue length of flow \( D \) would be twice as long as that of flow \( C \), with the result that flow \( D \) would receive twice as much service. This service can effectively be divided among flows \( A \) and \( B \), which in turn means that flows \( A \), \( B \), and \( C \) all receive exactly the same amount of service.

The parking lot problem can be extended to a multi-node network scenario with multiple sources. If numerous flows of data are travelling the same path in a network and uniform processor sharing servers are used, then the flows that entered the path a few nodes later than other flows will receive more service, or in the case of a CDMA network, more power.

**Work Processor Sharing**

The work processor sharing server distributes the available power based on the current attenuation factor of each target channel. In other words, assuming that all the packets in one queue have the same destination, the current attenuation of this channel will be measured to give an estimate of how much power will be required to transmit the queued packets to this destination. The available power is then distributed in proportion to each queue's current channel attenuation function. According to [70], the result is that all queues will be assigned the same data rate \( R \), namely

\[
R = \frac{1}{\sum_j c_j}
\]

(2.5)

where \( j \) denotes all the backlogged queues.

**Rate Processor Sharing**

Rate Processor Sharing is a type of GPS scheduler. Since we are dealing with CDMA as the air interface, power is distributed using the adjusted GPS algorithm

\[
P_i = \frac{\phi_i}{\sum_j \text{active} \phi_j} P,
\]

(2.6)
where $P$ is the total power available and $\phi_i$ is the GPS weight. What sets Rate Processor Sharing servers apart from other GPS servers is the way that the weights $\phi_i$ are found. In the case of Rate Processor Sharing, this is achieved using $\phi_i = c_i \cdot R_i$, where $c_i$ is the current channel attenuation function and $R_i$ is the minimum data rate that still meets the QoS requirements of user $i$. The minimum rate $R_i$ is computed with high probability using a Chernoff bound.

Out of the CDMA-based schedulers mentioned so far, this is the first one that attempts to meet the QoS requirements of the various data types it might be dealing with.

**Earliest Deadline First**

In the *Earliest Deadline First* (EDF) scheduler, the total available power is assigned to the user for which the deadline of the packet at the head of the queue is closest. In other words, from the various buffers, the packet at the head of the queue is picked, for which the difference $(T_i - \text{waiting time})$ is the smallest. This is a fairly simple scheduler, which is nonetheless able to adhere to delay requirements, if the queueing times are of the same order as the delay deadlines.

**Largest Weighted Delay First**

The *Largest Weighted Delay First* (LWDF) scheduler assigns all available power to the user with the largest $a_i \times \text{(current delay)}$ product. $a_i$ represents the required minimum rate of decay of user $i$'s delay distribution and is given by $a_i = -\log \delta_i / T_i$, where $T_i$ and $\delta_i$ represent the delay threshold of user $i$ and the maximum probability of exceeding it, respectively.

An analysis of LWDF can be found in [72], which shows that the individual flows in the scheduler satisfy a large deviation principle with the rate function given by a finite-dimensional optimization problem. This problem is solved in [73] for each network node, thereby solving the Critical Node Property.
The LWDF algorithm forms the basis for the Modified Largest Weighted Delay First (M-LWDF) algorithm, and a new algorithm we present in this dissertation, known as the Wireless Fair Largest Weighted Delay First (WF-LWDF) algorithm. The M-LWDF was first introduced in [74] and will be discussed in detail in the rest of this dissertation. Both M-LWDF and WF-LWDF take channel conditions into account when distributing power, which makes them unique. An exception is [75], which presents a solution to the problem of minimum energy scheduling on wireless links. It achieves this by allocating bits at different times instead of allocating them across multiple channels.

Max Work

For Max Work all power is assigned to the user who has the most work waiting, where work is once again defined as the amount of power required to transmit one bit, multiplied by the total number of bits waiting. This algorithm is similar to the Work Proportional server, except that power is now not divided into smaller units and assigned to multiple queues, but instead it is all given to one queue for a fixed period of time. This leads to a more granular distribution, which would be expected to be less effective.

2.5 Summary

This chapter started off introducing some of the scheduling concepts of importance. These included a discussion on the concept of quality of service, which has become a very popular discussion topic, and some useful scheduling features and categories that schedulers fit into. This was followed by an overview of various schedulers. These were divided into two groups, schedulers for wired networks and those for wireless networks. The wireless schedulers were further divided into those suitable for FDMA and TDMA, and the other group suitable for CDMA. Of particular interest in this discussion were the GPS-based schedulers, which form the basis of the fairness concept, which will be discussed in more detail in Chapter 4. The Largest Weighted Delay First scheduler was also mentioned, from which M-LWDF and our invention WF-LWDF were derived, which will be studied in great detail in the next two chapters.
Chapter 3

Simulation of CDMA-based wireless schedulers

3.1 Introduction

The aim of this chapter is to introduce the simulation setup used to compare how various schedulers perform in a Code Division Multiple Access (CDMA)-based environment and to present the results of the simulations. The simulation entailed measuring the throughput performance, delay performance, power utilization, and the packet dropping rate of six schedulers. The schedulers we chose are Modified Largest Weighted Delay First (M-LWDF), Wireless Fair Largest Weighted Delay First (WF-LWDF), Largest Weighted Delay First (LWDF) and Earliest-Deadline-First (EDF). The final two schedulers known as Wireless Largest Weighted Delay First (W-LWDF) and Simplified Modified Largest Weighted Delay First (SM-LWDF) were invented by the author with the purpose of comparing how the various factors in the priority function of M-LWDF affect its performance and what difference it makes if multiple packets are assigned different codes and transmitted simultaneously, as opposed to transmitting one packet at a time.

The problem with comparing these six algorithms is that EDF has been designed with a Time Division Multiple Access (TDMA) network in mind and has to be adapted for a
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Code Division Multiple Access (CDMA) environment.

The rest of the chapter is structured as follows. It starts off with a discussion on the CDMA environment, which is followed by a discussion of the schedulers used in the simulations. The simulation framework is presented next, followed by a discussion of the actual simulation implementation, which includes the measurement techniques used. Finally, the simulation results are presented and discussed.

3.2 CDMA environment

The problem in a CDMA environment is how to distribute the available resources. In Frequency Division Multiple Access (FDMA) and Time Division Multiple Access (TDMA) networks, a constant amount of bandwidth is available, which can be neatly divided among the various users. In a TDMA environment, a typical scheduler would choose one of the sessions according to some priority scheme and assign it all the available bandwidth for a certain period of time, before choosing a new session.

Although the available bandwidth in CDMA networks is constant, the effective bandwidth per user constantly varies as the processing gain varies. Reference [1], for example, gives a nice summary of how to arrive at the expression for the bit-error-rate of a CDMA network, which can be manipulated to find the available bandwidth per user in a CDMA network:

3.2.1 Bandwidth Allocation [1]

The filter output of a conventional matched filter receiver for simultaneous demodulation of \( V \) asynchronous Direct Sequence Code Division Multiple Access (DS/CDMA) user signals can be represented as

\[
y_k(m) = y_{k1}(m) + y_{k2}(m) + y_{k3}(m),
\]  
(3.1)
where \( y_{k1}(m) \) represents the desired signal, \( y_{k2}(m) \) is the multiple-access interference, and \( y_{k3}(m) \) is the Gaussian noise term. The decision noise term, \( Y_k \), can then be written as

\[
Y_k = \sum_{m=1}^{G_p} y_{k1}(m) + y_{k2}(m) + y_{k3}(m).
\]  

(3.2)

Assuming that the number of chips per bit, also known as the processing gain, \( G_p \), is large, the decision variable \( Y_k \) can be approximated according to the central limit theorem by a Gaussian random variable. The bit error probability is then given as

\[
P_b = \text{erfc} \left( \sqrt{\frac{E(Y_k)^2}{\text{Var}(Y_k)}} \right),
\]

(3.3)

where \( \text{erfc}(-) \) is the complementary error function given by

\[
\text{erfc}(x) = \frac{1}{\sqrt{2\pi}} \int_0^\infty e^{-t^2/2} dt
\]

(3.4)

and \( E[Y_k] \) is the mean and \( \text{Var}[Y_k] \) the variance of the decision variable \( Y_k \). The mean of \( Y_k \) is given by

\[
E[Y_k] = E \left[ \sum_{m=1}^{G_p} y_{k1}(m) | b_k = 1 \right] + E \left[ \sum_{m=1}^{G_p} y_{k2}(m) \right] + E \left[ \sum_{m=1}^{G_p} y_{k3}(m) \right].
\]

(3.5)

But

\[
E \left[ \sum_{m=1}^{G_p} y_{k2}(m) \right] = E \left[ \sum_{m=1}^{G_p} y_{k3}(m) \right] = 0
\]

(3.6)

and therefore,

\[
E[Y_k] = E \left[ \sum_{m=1}^{G_p} y_{k1}(m) | b_k = 1 \right] = G_p \sqrt{E_c}.
\]

(3.7)

The variance \( \text{Var}(Y_k) \) is given by

\[
\text{Var}(Y_k) = G_p \text{Var}[y_{k1}(m)] + \text{Var}[y_{k2}(m)] + \text{Var}[y_{k3}(m)].
\]

(3.8)

The desired signal variance is

\[
\text{Var}[y_{k1}(m)] = 0.
\]

(3.9)

The variance due to thermal Gaussian noise is

\[
\text{Var}[y_{k3}(m)] = \frac{N_0}{2},
\]

(3.10)
where $N_0$ is the one-sided thermal noise power spectral density. The variance of the interfering signals can be computed assuming that the interfering signal is modelled as white noise with the two-sided power spectral density of $E_c/T_c$.

Taking into account the relative phase differences between the desired signal and interfering signals and averaging over them, the bit error probability is lower bounded by

$$P_b \geq \text{erfc} \left[ \sqrt{\frac{2E_{ck}G_p}{N_0 + \sum_{j=1}^{V} E_{cj}}} \right],$$

(3.11)

where $2E_{ck}G_p = 2E_b$ is the double bit energy and the denominator represents the total power spectral density coming for the thermal noise and multiple-access interference.

If all $E_{cj}$ are equal, then the bit-error probability can be approximated by

$$P_b \approx \text{erfc} \left\{ \left[ \frac{V - 1}{3G_p} + \frac{N_0}{3E_b} \right]^{-1/2} \right\}$$

(3.12)

Manipulating this we get

$$\frac{V - 1}{3G_p} \approx \left( \frac{1}{\text{erf}^{-1}(P_b)} \right)^2 - \frac{N_0}{3E_b},$$

(3.13)

which results in the expression

$$G_p \approx \frac{(V - 1)E_b(\text{erf}(P_b))^2}{3E_b - N_0(\text{erf}(P_b))^2}.$$  

(3.14)

The same process can be repeated when powers are not equal

$$P_b \geq \text{erfc} \left[ \sqrt{\frac{2E_{ck}G_p}{N_0 + \sum_{j=1}^{V} E_{cj}}} \right],$$

(3.15)

with the result that

$$2E_{ck}G_p \leq \left( N_0 + \sum_{j=1}^{V} E_{cj} \right) (\text{erf}^{-1}(P_b))^2.$$  

(3.16)

We now have the expression for the processing gain, which is dependent on the desired bit-error-rate. From this expression one can see that as the multi-user interference and
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3.1 Simulation of CDMA-based Wireless Schedulers

The fading coefficients change, so the processing gain will change. But the processing gain is the link between the chipping rate $B_c$ and the data rate $R$

$$B_c = G_p R$$  \hspace{1cm} (3.17)

Note that the chipping rate is the total amount of bandwidth that the network requires, which can be held constant. The data rate is therefore constantly changing as the processing gain varies.

3.2 Power Allocation

Instead of bandwidth, a more natural resource to distribute in a CDMA network is power. Reference [70] explains how this is done. To start with, the total forward link power available to all data users is normalized to 1. If $c_i$ is the normalized transmit power required per unit data rate (known as the channel attenuation function) and if user $i$ is assigned rate $R_i$ then the transmission power of user $i$ is given by $P_i = c_i \cdot R_i$. Since the total forward link power has been normalized to 1, the following relationship has to hold:

$$\sum_i c_i R_i = \sum_i P_i \leq 1$$  \hspace{1cm} (3.18)

This relationship is useful, since it can be used to distribute the power among the various contending data sources. A scheduler in a TDMA environment would typically choose one packet and assign it all the available bandwidth. Examples are EDF-type schedulers. These schedulers can quite easily be introduced into the CDMA network, using (3.18). The GPS family of schedulers chooses a few packets and distributes the available bandwidth among them. Equation (3.18) is also relevant in this case. The following section explains in more detail how each scheduler uses (3.18) to multiplex the queued arrivals.

3.3 Schedulers Used

The problem with current wireless networks is that virtually none of them can give quality of service guarantees. The aim of most research on schedulers is to find a way to be able to
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give such guarantees. Throughput guarantees are of particular importance in any network. Emerging networks need to carry a wide range of data including real-time streaming applications, where delay guarantees are of even greater importance. Many schedulers try to meet delay deadlines by prioritizing data according to the queueing delay deadlines negotiated between a network and the various users. A delay-guarantee violation occurs when the packets of user $i$ experience a steady-state delay $D_i$, which exceeds some delay threshold $T_i$. The value of $T_i$ is one of the defining characteristics of the different data types and depends on the negotiation process initiated before any data are transmitted. QoS guarantees require that the probability of such violations must be smaller than some pre-fixed threshold $\delta_i$. Mathematically, this can be summarized as:

$$\Pr\{D_i > T_i\} \leq \delta_i \quad (3.19)$$

3.3.1 Earliest-Deadline-First

[70] and [38] explain the basic principles behind the Earliest-Deadline-First scheduler. Every time a packet $p$ arrives at a server $e$ on its path, server $e$ assigns packet $p$ a deadline $d^e_p$. As soon as a packet completes service, all the power gets assigned to the packet $p$ at the head of the queue with the smallest $d^e_p$.

In our simulations we chose the delay deadline $T_i$ from (3.19) as the deadline for packet $p$, with the result that $d^e_p = T_i + t$, where $t$ is the current system time. Once the packet with the smallest $d^e_p$ has been chosen, a data rate needs to be assigned. To do this let us take another look at (3.18):

$$\sum_i c_i(t)R_i = \sum_i P_i(t) \leq 1. \quad (3.20)$$

Now, assuming that packet $k$ gets picked, we know that it is fully transmitted before the next packet is chosen. This means that all the available power can be assigned to the single packet chosen, in other words, $R_i = 0$ for all $i \neq k$. We now look at the limiting case of (3.18):

$$\sum_i c_i(t)R_i = \sum_i P_i(t) = 1. \quad (3.21)$$
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Since $R_i = 0, i \neq k$, we find that

$$R_k = \frac{1}{c_k(t)}.$$  \hfill (3.22)

For the sake of implementation, it is necessary to assign a packet a fixed data rate. In other words, a scheduler should pick an appropriate data rate for a specific packet. Once the data rate has been assigned to the packet, this information is transmitted to the destination, most probably on a separate dedicated control channel. The destination thereby knows what data rate to expect. While the packet is being transmitted, the transmission rate may not change. The fact that the assigned rate does not change in the transmission period can, of course, be a problem. If the channel attenuation factor increases and the rate is not decreased, then the bit-error-rate will increase. Rapid channel attenuation changes could therefore be a problem for a CDMA system of this kind.

Another aspect worth considering, is to have the scheduler choose data rates from a discrete set. This enables the scheduler to inform the destination of the intended data rate, using only a few bits of information. Another reason why a discrete set of possible data rates would be desirable, as opposed to a continuous one, is that a small set of data rates simplifies the design of the transmitter and receiver. The result of having to choose from some small set $\mathcal{R}$ is that most packets are transmitted somewhere between 50% and 100% of the maximum rate they could be transmitted at, while still achieving a desirable bit-error-rate. On average, packets are therefore resistant to small increases in channel attenuation. One way to prevent massive re-transmission of packets, is to keep packet lengths as small as possible. This decreases the transmission time of packets, which gives the channels less time to change their attenuation factors $c_i(t)$.

### 3.3.2 Largest Weighted Delay First

In [70], Andrews explains that a Largest Weighted Delay First scheduler assigns all power to the user for which the value $a_i \times \text{(current delay)}$ is the largest, where $a_i = -\log \delta_i/T_i$. Roughly speaking, $a_i$ represents the required minimum rate of decay of user $i$'s delay distribution. Thus a larger $a_i$ reflects a more stringent QoS requirement for user $i$. 
In terms of our simulations, the next packet is therefore chosen using

$$\text{Next Packet} = \max_i \frac{D_i}{T_i}. \quad (3.23)$$

This equation firstly looks for the packet that has experienced the largest steady-state delay $D_i$. But the packets of various sessions have different delay thresholds $T_i$. For example, e-mail packets may queue for a much longer period than is acceptable for streaming video packets. The steady-state delay $D_i$ is accordingly normalized by the delay threshold $T_i$. If the delay ever exceeds the delay threshold, then a delay violation occurs. The rate at which these violations may occur varies between different data types and may be expressed by the violation probability constant $\delta_i$. This constant cannot be used directly as a weight in (3.23) and the authors of [74] accordingly discovered that a logarithmic distribution would achieve the desired effect.

Once again, the chosen packet is assigned all the bandwidth using (3.22).

### 3.3.3 Modified Largest Weighted Delay First

The Modified Largest Weighted Delay First (M-LWDF) algorithm belongs to the LWDF family. Reference [74] explains that it operates somewhat differently from the three schedulers explained so far. Instead of picking just one packet, all the packets at the head of the queues are sorted in terms of priority. This is done by repeatedly using the following equation:

$$\text{Next Packet} = \max_i \frac{D_i(t)}{T_i} \left(-\log_2 \delta_i\right) \frac{c_i(t)}{c_i(t)} \quad (3.24)$$

This equation is basically the same as (3.23), with two added factors. In a wireless environment the channel conditions are constantly changing and it is therefore necessary to monitor each channel’s attenuation factor $c_i(t)$. The attenuation factor is a measure of how much transmission power will be required for the transmission to arrive at its destination at an optimum power level. To transmit data to users a far distance away requires more power, resulting in a larger $c_i(t)$. The scheduler should try to take advantage of any channels that temporarily experience above-average quality. This is achieved by dividing
the resulting product in (3.24) by the attenuation factor, normalized by its short-term average, $\bar{c}_i(t)$.

Once a packet has been chosen, the next step is to assign it a transmission rate. To make the algorithm implementable, a set $\mathcal{R}$ of possible transmission rates is used. In our simulations we chose $\mathcal{R}$ to be

$$\mathcal{R} = \{9600; 19200; 38400; 76800; 153600; 307200; 614400\} \ \text{b/s.} \quad (3.25)$$

The M-LWDF algorithm chooses the largest possible data rate from set $\mathcal{R}$ and assigns it to the chosen packet. If $R_i(t)$ is the assigned data rate then the product $c_i(t) \cdot R_i(t)$ represents the required transmission power. Note that the attenuation factor $c_i(t)$ is normalized by the total transmission power available to the mobile, with the result that if all the transmission power is used then the sum of all the $c_i(t) \cdot R_i(t)$ products is equal to one. As explained earlier, in order not to assign more power to packets than a wireless node has available, the following relationship has to hold, where $N_T$ are the total number of packets being transmitted:

$$\sum_{i=1}^{N_T} c_i(t) R_i(t) \leq 1 \quad (3.26)$$

If a mobile is only using part of its transmission power to send the chosen packet it may use the rest of the power to transmit a second or maybe even a third packet. The whole process can be written as:

$$R_1 = R(1; c_1(t)),$$

$$R_i = R \left(1 - \sum_{j=1}^{i-1} R_j c_j; c_i(t)\right), \quad (3.27)$$

where $R(p; c) = \max\{R \in \mathcal{R} : c(t)R \leq p\}$. The question here is, what $c_j$ should be.

In a realistic system it is desirable for packets not to change their assigned transmission rates. When the scheduler has decided what the transmission rate for packet $i$ should be, the information can be transmitted to the destination node, before the actual transmission of the packet commences. Another consideration is that the share of the total power that a packet has received does not change during the transmission of the packet. But the relationship between the transmission rate and the transmission power is given by $P_i = c_i R_i$. $c_i$ is therefore the channel attenuation measured at the start of transmission. If,
half-way through the transmission of a packet, one would like to calculate the transmission power assigned to a packet, \( P_i = c_i R_i \) should be used. This does not mean that the channel attenuation function \( c_i(t) \) has not changed in the mean time. \( c_i(t) \) changes constantly and if it drops below \( c_i \), then the transmission power is not sufficient to sustain the desirable bit-error rate. It is therefore advisable in an actual implementation to choose the transmission power higher than is necessary. In order to determine how much power is still available after packets have been assigned power in previous rounds, which are still transmitting, one has to use the equation \( P_{\text{available}} = 1 - \sum_i c_i R_i \). If \( c_i(t) \) was used instead, then the equation \( P_{\text{available}} = 1 - \sum_i c_i(t) R_i \) should be interpreted as the amount of power that would be used, if all \( i \) packets would start transmission at time \( t \).

### 3.3.4 Wireless Fair Largest Weighted Delay First

The M-LWDF is a very attractive scheduling protocol for wireless networks, because it varies the transmission rates of packets, depending on the channel conditions. This is a rather elegant scheduler compared to other wireless schemes, which merely block a channel completely if the quality degrades below a certain level. The problem with the M-LWDF algorithm is its rate allocation protocol. The first packet picked will always receive virtually all the bandwidth. Other packets might experience only slightly less delay, require slightly more transmission power, yet have the same delay threshold and violation probability requirement, and still receive only a small share of bandwidth. The rate allocation system is therefore intrinsically not fair.

**WF-LWDF—a new scheduler**

Our solution to this problem was to replace the rate allocation scheme of M-LWDF with a GPS type approach and give the new algorithm the name Wireless Fair Largest Weighted Delay First (WF-LWDF). The packets would still be sorted using the original equation:

\[
\text{Next Packet} = \max_i \frac{D_i(t)}{T_i} \left( -\log_2 \delta_i \right) \frac{\tau_i(t)}{c_i(t)}
\]

This equation can also be used to assign a rate, since it results in a value, which indicates
the packet’s priority. Packets with higher priorities should be transmitted at faster rates than packets with lower priorities. The priority \( \phi_i \) can therefore be found by:

\[
\phi_i = \frac{D_i(t)}{T_i} \left( -\log_2 \delta_i \right) \frac{c_i(t)}{c_i(t)}
\] (3.29)

Once the priorities of all the waiting packets have been determined, the scheduler can distribute the available bandwidth \( B \) (in bits/s) in a GPS fashion, which should result in a fairer rate distribution:

\[
R_i = B \frac{\phi_i}{\sum_j \phi_j}
\] (3.30)

Once the data rate \( R_i \) has been found, the next smaller value from set \( \mathcal{R} \) can be used. This means that packets always receive a slightly lower data rate than predicted by (3.30). The end result is that a whole lot of bandwidth is still left over, once all the packets have been assigned data rates. A good way to get around this problem is to hand out the bandwidth in reverse, in other words, assign data rates to the low priority packets first. If one recalculates the total available bandwidth, more and more left-over bandwidth becomes available as data rates from set \( \mathcal{R} \) are being assigned, which makes it possible for higher priority packets to receive a slightly larger transmission rate from set \( \mathcal{R} \) than the data rate they should have received according to (3.30).

The bandwidth of a CDMA system varies constantly depending on the chipping rate, which in turn depends on the required signal to noise ratio. We are therefore required to come up with an expression for the available bandwidth at any time. We would furthermore like to take the power limitations of a mobile unit into consideration, as was done with M-LWDF.

Taking the limiting case of (3.26) leaves us with:

\[
\sum_{i=1}^{N_T} c_i(t) R_i = 1.
\] (3.31)

Now, when a packet has finished transmission, the bandwidth it was using and also the power at which it was being transmitted become available. Within 1ms, the scheduler notices this and distributes the newly available resources to waiting packets. Notice that
only head-of-the-queue packets are considered for transmission, with the result that the scheduler will never transmit more packets simultaneously than the number of buffers in the system.

The problem is therefore that usually when the scheduler is distributing resources among waiting packets, a large percentage of the unit's power is being used for packets currently being transmitted. We would like to separate the power used by such packets from the power available for distribution.

\[ \sum_{i \text{ inactive}} c_i(t) R_i = 1 - P, \quad (3.32) \]

where \( i \) are only head-of-queue packets, which currently have a rate of \( R_i = 0 \), while

\[ P = \sum_{k \text{ active}} c_k R_k, \quad (3.33) \]

where \( c_k \) is the channel attenuation function of the destination link of packet \( k \) at the start of transmission, for the same reason as was discussed for M-LWDF. Here \( k \) are all packets, which are currently being transmitted, in other words \( R_k > 0 \).

Substituting (3.29) into (3.30), and the resulting (3.30) into (3.32) gives us:

\[ \frac{\sum_i c_i(t) \frac{D_i(t)}{T_i} (-\log_2 \delta_i) \overline{c}_i(t)}{\sum_j \frac{D_j(t)}{T_j} (-\log_2 \delta_j) \overline{c}_j(t)} = 1 - P \quad (3.34) \]

Once again, \( i \) and \( j \) are the head-of-queue packets, which at the beginning of the round are still waiting to be transmitted and have therefore got a current data rate of \( R_i = R_j = 0 \).

Rearranging, we get:

\[ B = (1 - P) \times \frac{\sum_j \frac{D_j(t)}{T_j} (-\log_2 \delta_j) \overline{c}_j(t)}{\sum_i \frac{D_i(t)}{T_i} (-\log_2 \delta_i) \overline{c}_i(t)} \quad (3.35) \]

Substituting (3.35) into (3.30) results in the desired expression, which takes the variation of the available bandwidth and the power of the mobile unit into consideration:

\[ R_i = (1 - P) \times \frac{\frac{D_i(t)}{T_i} (-\log_2 \delta_i) \overline{c}_i(t)}{\sum_j \frac{D_j(t)}{T_j} (-\log_2 \delta_j) \overline{c}_j(t)} \quad (3.36) \]
3.3.5 Wireless Largest Weighted Delay First

*Wireless Largest Weighted Delay First* (W-LWDF) is an invention of ours, which is a member of the LWDF family. As with LWDF, the priority of packets is determined by comparing the delay experienced by packets, the delay deadline and the violation probability terms of each packet. But unlike LWDF, W-LWDF also takes channel conditions into account, making it similar to M-LWDF. The word *Wireless* in the name of the algorithm is an indication of this. The only difference between M-LWDF and W-LWDF is that instead of serving multiple packets in one scheduling turn, W-LWDF only serves one packet at a time and assigns it as much as possible of the available bandwidth. As with many of the previous algorithms, this is achieved using (3.22).

3.3.6 Simplified Modified Largest Weighted Delay First

We invented *Simplified Modified Largest Weighted Delay First* (SM-LWDF) as an attempt to see what would happen if one does not consider the average attenuation function $\overline{c}(t)$ while evaluating the priority of individual packets. The original expression used by M-LWDF to determine the priority of individual packets was

$$\text{Next Packet} = \max_i \frac{D_i(t)}{T_i} \left( -\log_2 \delta_i \right) \frac{\overline{c}(t)}{c_i(t)}. \quad (3.37)$$

In SM-LWDF we remove the average attenuation function $\overline{c}(t)$. The new packet picking algorithm therefore becomes

$$\text{Next Packet} = \max_i \frac{D_i(t)}{T_i} \left( -\log_2 \delta_i \right) \frac{1}{c_i(t)}. \quad (3.38)$$

The bandwidth assignment process remains the same as with M-LWDF.

3.4 Simulation Framework

To understand how the various simulation modules work together, let us first of all look at a general overview. The first thing that happens is that data are generated by a source and
enter the network. The network usually consists of many nodes, through which the data have to travel. When data arrive at a node, a router or a switch decides where to send the data next. Once the router or switch has made its decision, a scheduler sorts the data into various categories and assigns each packet a data rate. This process is repeated at every node until the data reach their destination. This discussion simplifies the process a great deal, since many aspects like power control, multiple access control (MAC) considerations, and connection admission policies, have not been mentioned. But for this discussion this model will be sufficient.

Since the router decides where the various data sessions should be sent to next to reach their destination along the best path, the scheduler does not need to concern itself with multiple hops. The scheduling process is identical at every node and is only concerned with the class of traffic that packets belong to, the current queueing delay packets have experienced, and sometimes with the destination of packets. We therefore decided that our simulations would be sufficiently accurate if we only model the scheduling behaviour of one node in our simulations. One disadvantage with this approach is that in a multiple hop environment, the traffic statistics are changed by any queueing process that took place in previous nodes, before the data arrive at the node of interest.

Every node in a wireless network has three domains that need to be modelled. Firstly, data arrive from other nodes and are processed by the router. Since we look at the node in isolation, we ignore the previous nodes, which the data might have travelled through, and just simply model the process as if the arriving data were transmitted directly from the data sources. Once the router has determined the new destination for the various data streams, the information is queued in buffers. The second domain in our simulations is therefore to model the buffer structure. Finally the third domain are the wireless channels that need to be modelled.

### 3.4.1 Data Source Model

As already mentioned, the arrival statistics of data were simplified, by ignoring previous nodes that data might have travelled through and assuming that the data arrived via a
single hop directly from the source. Transmission delays, channel fading and multi-user interference were also ignored during this hop. The channel between the data source and the node of interest should therefore be treated as a lossless, wired connection. The validity of such assumptions is based on the philosophy that the responsibility of successful data transmission from one node to the other lies solely with the source node. Apart from obvious error checking, the destination node has to assume that the source node successfully performed power control and that the arriving data are therefore error-free.

In our simulation the data source model had the responsibility of simulating the data generation of 15 different sources. Each one of the sources generates data with geometrically distributed random packet lengths, with a mean value of 1000 bits. The geometric distribution was truncated to give a maximum packet length of 10,000 bits and a minimum of 100 bits.

In the simulations it was decided that there would be three different types of data, making the total number of users, buffers, and channels per data type equal to five. The first five sources generate data with a delay deadline $D_1$ of 50 ms, the second with a delay deadline of 25 ms, and the third with a delay deadline of 12 ms. The violation probability of all generated packets is $\delta_i = 0.01$.

In a real network, the arriving data would first be processed by the router, before the scheduler would get its turn. In our simulation model this is simulated by giving each generated packet a destination channel, through which it will be transmitted to its target node. Instead of giving each packet a random target, the concept of sessions was introduced. The packets from each source belonged to a session, which had a specific target channel. Sessions last 10000 cycles, which corresponds to 10s. When a new session starts, a new target channel is chosen for each data source using a flat random distribution.

Finally, the arrival rates have to be determined. We decided that the arrival rates should be Poisson distributed, resulting in exponential inter-arrival times. We therefore had to determine the average arrival rate. To do this the capacity of the system was estimated.
We once again used the limiting case of (3.18),

\[ \sum_{i=1}^{N_T} c_i(t) R_i(t) = 1. \]  

(3.39)

If we assume for a moment that the average arrival rate for all sessions is the same, then the data rate for each user \( i \) has to be

\[ R_i(t) = \frac{1}{\sum_{i=1}^{N_T} c_i(t)}. \]  

(3.40)

Now, the attenuation function \( c_i(t) \) varies constantly. A slightly more stable capacity estimate can be obtained by using the short-term average \( \bar{c}_i(t) \) instead

\[ R_i(t) = \frac{1}{\sum_{i=1}^{N_T} \bar{c}_i(t)}. \]  

(3.41)

This is a rough estimate of the current capacity per channel. We can use this to determine what the average creation rate \( \bar{A}_i(t) \) for packets of session \( i \) should be:

\[ \bar{A}_i(t) = \frac{L}{\sum_{i=1}^{N_T} \bar{c}_i(t)}, \]  

(3.42)

where \( L \) is the percentage of traffic capacity that the network should be loaded with. For example, if \( L \) is bigger than 100\%, the scheduler will definitely not be able to serve the arriving traffic fast enough and the buffers will overflow. This, of course, might happen at smaller loads as well, if suddenly an above average amount of traffic arrives.

Now that we have an expression for the average arrival rate for each session, this value can be used as the mean value for the Poisson distributed arrival process.

Table 3.1 summarizes the data source model, which can be used as a quick reference.

3.4.2 Buffer Model

As the data packets arrive at the node, they are randomly assigned a destination, which emulates the function of a router. The arrivals are then stored in 15 buffers, one for each data source. Since all the data from one data source belong to the same session, the queued
Table 3.1: Data Source Model for C++ simulator

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Other information</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of sources</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Packet length $L_i$</td>
<td>$L_i = 1000$ b</td>
<td>geometrically distributed [100–10000]</td>
</tr>
<tr>
<td>Delay $D_i$, $i = 0 \ldots 4$</td>
<td>50 ms</td>
<td></td>
</tr>
<tr>
<td>Delay $D_i$, $i = 5 \ldots 9$</td>
<td>25 ms</td>
<td></td>
</tr>
<tr>
<td>Delay $D_i$, $i = 10 \ldots 14$</td>
<td>12 ms</td>
<td></td>
</tr>
<tr>
<td>Violation probability $\delta_i$</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Session length</td>
<td>10 s</td>
<td></td>
</tr>
<tr>
<td>Creation rate $A_i(t)$</td>
<td>$\overline{A}<em>i(t) = \frac{L}{\sum</em>{j=1}^{N_i} \tilde{c}_j(t)}$</td>
<td>Poisson distributed</td>
</tr>
</tbody>
</table>

material in every buffer not only has the same delay deadline and violation probability, but also the same target channel. All the packets in one of the buffers must therefore belong to the same priority level, except that the closer one gets to the head of the queue, the larger the queueing times. For all schedulers the head of queue packet must therefore have the highest priority out of all packets queued. This means that when picking a packet out of the 15 buffers, the scheduler just has to compare the head-of-queue packets from each buffer and individual buffers can be served in a First-In-First-Out (FIFO) basis.

Every one of the 15 buffers had a storage capacity of 1000 packets. If all 1000 places are occupied by packets, new arrivals are simply dropped until at least one packet has been served and a space opens up. There is no reason why specifically 1000 packet spaces were chosen, except to be able to accommodate sudden data bursts of reasonable size and compare the three traffic classes under high load conditions, where the buffers should preferably not overflow too fast.

### 3.4.3 Channel Model

To model radio channels with some precision, one needs to take some factors into account. In [74], for example, Andrews et al. take slow and fast fading into consideration. With only these constraints, if we assume that the mobile units do not move relative to one
another throughout the simulation period, then only slow fading components will prevail
and the attenuation will remain constant as time proceeds. This attenuation behaviour
can therefore be expressed as the average attenuation factor of each channel. Table 3.2
contains a list of the various average attenuation factors used for each channel in [74].
The paper takes fast fading into account using a simple three-state Markov chain. In our
simulations we found the amount of variation inadequate. We thus upgraded this model
to a five-state Markov chain, illustrated in Fig. 3.1, hoping to achieve sufficient variation.
The idea behind both of these models is that for most of the time each attenuation factor
is equal to its mean value except for brief, random moments, when the attenuation factor
either increases or decreases by 3dB. From these states it either returns to the mean value,
or it can diverge from the mean value by another 3dB. The various numbers associated
with arrows in the figure indicate the probabilities of such excursions taking place. In
our simulation the new states of the channels were calculated at the beginning of a new
scheduling session.

The appendix of [70] explains how the mean attenuation factors found in Table 3.2 were
calculated. To start with, suppose that all base-stations transmit at maximum power at
all times, which must be equal to 1. Let $I_{ext}$ be the relative out-of-cell interference, which
a user experiences. This is a random variable, which is distributed over all positions in
the cell and over log-normal fading. An assumption is made that each base-station has
a maximum transmit power of 2, but only half of this power is dedicated to data. The
in-cell interference is also simply assumed to be equal to the in-cell received power. The
target signal-to-interference ratio $E_b/I_0$ is assumed to be 7dB, and the system bandwidth

<table>
<thead>
<tr>
<th>i</th>
<th>$c(t)$</th>
<th>i</th>
<th>$c(t)$</th>
<th>i</th>
<th>$c(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2.508 \cdot 10^{-6}$</td>
<td>5</td>
<td>$2.924 \cdot 10^{-6}$</td>
<td>10</td>
<td>$5.229 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>1</td>
<td>$2.518 \cdot 10^{-6}$</td>
<td>6</td>
<td>$3.623 \cdot 10^{-6}$</td>
<td>11</td>
<td>$6.482 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>$2.518 \cdot 10^{-6}$</td>
<td>7</td>
<td>$4.142 \cdot 10^{-6}$</td>
<td>12</td>
<td>$6.635 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>$2.598 \cdot 10^{-6}$</td>
<td>8</td>
<td>$4.307 \cdot 10^{-6}$</td>
<td>13</td>
<td>$7.257 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>4</td>
<td>$2.771 \cdot 10^{-6}$</td>
<td>9</td>
<td>$4.533 \cdot 10^{-6}$</td>
<td>14</td>
<td>$7.395 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>
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Figure 3.1: 5-state Markov chain

is 4MHz. The equation

$$\frac{E_b}{I_0} = \frac{\text{Bandwidth}}{\text{Transmit Rate}} \cdot \text{Signal-Noise Ratio},$$

(3.43)

can then be shuffled to find the required signal-to-noise ratio:

$$c_t = 2 \times \frac{10^{0.7}}{4 \times 10^6} (1 + I_{ext}).$$

(3.44)

When we started the simulations, we soon noticed that even when the three-state Markov chain had been replaced by the five-state Markov chain, not enough variation was achieved. In the original three-state model, the channels can only vary between three different states and in most cases are in the centre state, which corresponds to the average channel attenuation factor. The problem that arises is that, for a large proportion of time, the order in which most of the sessions will be served does not change. In most cases, user number 0 will be served first, followed by user number 1, and so on. Only a small proportion of the channels will be in one of the other two states, thereby changing the order in which the sessions are served. The problem with this setup is that user number 0 will receive by far the most service, followed by user number 1. The result is that user number 14 will not receive the fair amount of service it deserves. Even with the five-state model, this problem was not alleviated.
We therefore decided to transform the discrete states of the two Markov models into a continuous range. The idea behind using a Markov model, is that the new output value is dependent on the last state that the chain was in. Important is also to note that the average attenuation factors range somewhere between $10^{-6}$ and $10^{-5}$. The result is the following formula, which also depends on the previous state, yet has a continuous output:

$$c_i(t) = c_i(t-1) + \frac{r \cdot 10^{-6}}{100},$$

where $r$ is a continuous Gaussian random variable, with a mean value of 0 and a variance of 1. The attenuation factors for all sessions were initialized to a value of $c_i(0) = 4.0 \times 10^{-6}$ and were allowed to fluctuate between $c_i(t) = 1.0 \times 10^{-6}$ and $c_i(t) = 10.0 \times 10^{-6}$. The resulting excursions that take place can be seen in Fig. 3.2.

Note that this is a rather simpler version of the more complicated continuous equations used to model channel behaviour in power control research. An example can be found in [76], where the correlation coefficient is represented by the following model based on a Gauss-Markov process:

$$A_{ij}^{(n+1)} = \rho A_{ij}^{(n)} + \sqrt{1 - \rho^2} W^{(n)},$$

where $W^{(n)}$ is a Gaussian random variable with mean zero and variance $\sigma^2$. The sequence $\{W^{(n)}, n = 1, 2, 3, \ldots\}$ is white. $\rho$ is called the correlation coefficient and is given by $\rho = \exp(-v\tau/D_0)$, where $v$ is the speed at which a mobile travels, $\tau$ is the interval between power level adjustments, and $D_0$ is the correlation distance, which in urban areas is typically around 20m and in suburban areas may be ten times as large.

To calculate short-term average attenuation factors, the following equation was used

$$\bar{c}_i(t) = \sum_{k=0}^{99} c_i(t - k).$$

This is equivalent to a low-pass filter with 100 zeroes. The resulting excursions of $\bar{c}_i(t)$ can be seen in Fig. 3.3. When comparing the two Fig. 3.2 and Fig. 3.2 one can see the filtering action, since many of the finer bumps have been ironed out in Fig. 3.3.
3.5 Simulation Implementation

Now that the various simulation models have been explained, we can shift our focus onto the actual implementation of the algorithms and the extraction of some useful results.

The simulation was designed to run at a 1ms cycle length. This means that once every millisecond, the simulator would change the channel attenuation factors, check whether a packet had finished transmission and accordingly clear its buffer space, whether it was time to generate new packets, service the head-of-queue packets if bandwidth became available, and finally update any resulting information that needs to be displayed. One cycle would of course not necessarily really take 1ms to implement, but rather represents 1ms, if the algorithm would be implemented in a real wireless network.

A 1ms cycle length is a realistic choice, since according to [76], the power levels of mobile units in the IS-95 CDMA system are adjusted every 1.25ms. Another consideration is that the maximum transmission rate out of set $\mathcal{R}$ is 614400b/s. This means if the average packet length is 1000bits long and such a packet is transmitted at the maximum transmission rate, then it will take $t = \frac{1000}{614400} = 1.6$ms, which is longer than one cycle.
During the run-time of the simulation, numerous measurements were made. Every time a packet was serviced, the number of bits that were transmitted, the amount of transmission power the packet required, and the queueing delay the packet experienced were added up. Another measurement that was performed was the number of packets that upon arrival at the node had to be dropped, since the queue was full. The following are more detailed discussions on what each of these measurements entailed.

### 3.5.1 Throughput

Every 10,000 cycles the bit count would be recorded. This corresponds to the number of bits that were served during a 10s interval. This information is useful when comparing the throughput of the various schedulers. This is especially interesting, since schedulers like M-LWDF and WF-LWDF take channel conditions into account before making a scheduling decision. Both of these algorithms also serve multiple packets at the same time, in contrast to schedulers like EDF. The simulator can therefore be used to determine how these two factors influence the throughput of the schedulers.

The total simulation time was 10,000s. A thousand 10s measurements were taken during
this time, which were plotted on a 50 bin histogram. In classical statistics, Sturje's rule is quite often used

\[ k = 1 + 3.3 \log_{10} n, \]  

(3.48)

where \( n \) are the number of observations, which in our case are 1000. \( k \) are the recommended number of bins, which turn out to be 11. The number of bins we used are therefore quite high compared to Sturje's recommended value, but this large number gave us a good resolution, which upon proper normalization, we were able to use as a probability density function (pdf).

The graphs produced by the simulator were therefore histogram plots, where the \( x \)-axis consisted of the various bins and the \( y \)-axis consisted of the number of samples that fitted into the bin. To demonstrate how such a curve would be generated, imagine that after 10s a measurement was taken of how many bits had been served. If the number was, for example, \( 10^6 \text{b} = 1 \text{Mb} \), then the relevant bin would be incremented by 1. This process would be repeated 1000 times for every group.

### 3.5.2 Delay

One of the most important QoS requirements is that schedulers with deterministic delay bounds ensure that packets do not exceed their delay deadlines, while schedulers with statistical delay bounds do not exceed their delay bound by a certain probability. Comparing the delay measurements of the schedulers under various load conditions gives a clear indication of how well the schedulers adhere to their QoS guarantees.

Ideally, delay measurements should be performed by plotting the delay of every packet on a histogram. The problem with this scenario is that with a simulation time of 10,000 seconds, the delay times of hundreds of thousands or even millions of packets have to be recorded for every queue, before they get plotted. This requires very large arrays for recording just the delay distributions.

In our simulations we have circumvented this problem, by adding up the delay of packets of one queue over a 10s period and afterwards dividing by the number of packets served.
The delay measurements are therefore average delay measurements over 10s. Over 10,000 seconds, 1000 samples were taken per queue and plotted on a 50bin histogram.

3.5.3 Power

The required transmission power of a packet can be found from a derivation of (3.18), which stated that

\[ \sum_i c_i R_i = \sum_i P_i \leq 1. \]  

(3.49)

From this we deduce that

\[ P_i = c_i R_i. \]  

(3.50)

Take note that \( c_i \) in this equation has to be the channel attenuation factor of channel \( i \) at the time when packet \( i \) was assigned its transmission rate. The reason for this is that the power assigned to a packet must be directly proportional to the transmission rate in a CDMA system, in order to achieve a desired bit-error-rate.

Measuring the power consumption of the various groups turned out slightly more complicated than was first envisaged. Initially, the idea was to measure a packet's power consumption as it starts transmission. But ideally one would like to determine how the total power available to the scheduler is distributed between the various queues at a moment in time. The power consumption of individual packets at any time is therefore relatively un-interesting.

A new idea was, therefore, to measure how much power each group with a common delay deadline was consuming at the moment that a packet was being transmitted and record this in the queue which the packet belonged to. To avoid the same problem of overly large arrays as with the delay measurement, the total power consumed per group could then be summed up over the 10s period and finally be divided by the number of packets served.
3.5.4 Loss Rate

Since the buffer length of the various queues is finite, the queues tend to overflow under high network load conditions. The reason for this is that the queues have to overflow if packets arrive faster than they are being served. Buffer overflows are not limited to network loads over 100%, but can happen at much lower loads, if the queues experience an above average burst of data.

As was the case with the other measurements, the number of packets lost over a 10,000 cycle period were recorded. This was repeated 1000 times and the results plotted on a 50 bin histogram.

3.6 Results

Up until now the simulation setup and the implementation have been discussed. We would now like to continue with the presentation of the simulation results and discuss the impact that they have on the field of wireless scheduling. In particular, we would like to compare the throughput, delay, power, and packet loss performance of our newly introduced scheme WF-LWDF against the performance of other schedulers. The most important comparison is between WF-LWDF and its parent algorithm M-LWDF, on which it was based and which it is meant to outperform.

The simulations that were performed, produced a large number of data. The problem was how to evaluate the various results. In our case we solved this problem by including a section in the C++ code of our simulator that would save the resultant histograms as 'm-files', that MATLAB would be able to read. Separate programs were then written in MATLAB to load the data, extract interesting results, and plot these. It was decided that three types of plots would be of particular use:

- Comparison between the three groups of data that are served by each scheduler at an 80% network load.
• Comparison between the *extreme* behaviour of the various schedulers over a range of loads.

• Comparison between the *average* behaviour of the various schedulers over a range of loads.

For each of the measurements performed we have therefore inspected each scheduler in isolation and compared the three data groups that it deals with. Furthermore, the largest histogram value from each scheduler was plotted over a wide range of load conditions. This is a good way to compare the extreme behaviour of the schedulers over a wide range of network loads. But the extreme values alone do not portray the whole picture. To get a feel for the behaviour of the schedulers it is useful also to plot the average values of throughput, delay, power consumption, and packet loss.

### 3.6.1 Throughput distribution

In this section we would like to compare the throughput of the various schedulers. Note that with throughput we mean the number of bits that a scheduler serves per second.

A problem that was experienced was that the throughput was measured over 10s. The results were therefore divided by 10 before they were plotted. This gave the true number of bits served per second.

At this point we would like to remind the reader that the three data types that arrive at each node have different delay deadlines. The data packets stored in buffers 0 to 4 have a delay deadline of 50ms, the packets in buffers 5 to 9 have a delay deadline of 25ms, while the arrivals in buffers 10 to 14 have a deadline of 12ms. In order to guarantee quality of service, one would expect that a quality-of-service aware scheduler would serve twice as many packets from buffers 5 to 9 as from buffers 0 to 4. The packets queued in buffers 10 to 14, on the other hand, have the strictest delay requirements and these buffers would be expected to be served at twice the rate as buffers 5 to 9 and four times as much as buffers 0 to 4. This is a good measure of how well a scheduler adheres to its guarantees.

In order to be able to see how well the various schedulers follow this principle, the legend
also includes the average values for each data group.

![Figure 3.4: Throughput of M-LWDF scheduler](image)

Fig. 3.4 contains the throughput curve for M-LWDF, while Fig. 3.5 contains the throughput curve for WF-LWDF. As was explained earlier in section 3.5.1, these curves were generated by taking 1000 measurements of the rate at which a user was served over 10s and plotting these on a histogram. As can be seen in the figures, the rate at which the data was served, $W_i(t)$, is time-varying. The y-axis therefore represents the frequency of the corresponding throughput value on the x-axis. Note that plotted throughput values have been divided by 10 to give the number of bits served per second and not per 10s.

The average throughput values in the legend of both of these figures seem at first somewhat disappointing. The ratio of the throughput of the three groups in each case was expected to be 1:2:4, as explained earlier. In both cases the resultant ratio is closer to 4:6:7.

If one compares the figures of M-LWDF and WF-LWDF with Fig. 3.6, which contains the resulting behaviour of the LWDF algorithm, one finds that LWDF is able to match the required 1:2:4 ratio quite closely, with its 2:4:7 ratio. The question remains why M-LWDF and WF-LWDF are unable to do the same. There are two major differences between LWDF and the other two algorithms. Firstly, both M-LWDF and WF-LWDF are channel-aware schedulers. They take channel conditions into account before making
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Figure 3.5: Throughput of WF-LWDF scheduler

The simulation setup allows the channel conditions to vary by a factor of 10. This can therefore alter the service share, which in turn would alter the service ratio. Each data group consists of 5 queues. One might expect that any distortions of this kind would be evened out, as the simulation proceeds. The truth is though that five buffers are not a large enough sample size to average out distortions completely, and we therefore attribute a part of the unexpected results to the channel awareness of these two schedulers.

The other difference between LWDF and the two channel-aware schedulers, is that both M-LWDF and WF-LWDF serve the packets from multiple queues at the same time. LWDF, on the other hand, chooses one packet per time and waits until this packet is finished, before choosing the next packet. Transmitting multiple packets at the same time enables M-LWDF and WF-LWDF to divide the available power resources better between the various packets and thereby utilize more power, which in turn increases the throughput. The problem is of course, how the power is distributed between the multiple packets. M-LWDF assigns most of the power to the highest priority packets, while the other packets that get chosen, receive the left over power. WF-LWDF attempts to distribute power in a fairer manner. In both cases the throughput distributions will be affected by the power distribution algorithms.
In general, one can conclude that the ratio 4:6:7 still follows the trend of 1:2:4, even though both M-LWDF and WF-LWDF have both been distorted in such a way, that the lower priority data group has received more service than it should, while the upper priority group is lagging behind in terms of the amount of service it should have received. The effect of channel awareness and serving multiple packets at the same time is therefore to average out the amount of service received by the three data groups.

Fig. 3.7 contains the curves for SM-LWDF. Once again, SM-LWDF serves multiple packets and is channel aware. What is interesting is that the ratios of SM-LWDF are quite similar to those of WF-LWDF, which is closer to 1:1:1 than the ratio of M-LWDF. This is quite a surprising result, since SM-LWDF is more like M-LWDF than WF-LWDF. In the case of SM-LWDF, the reason for its distortion is that it does not normalize the channel attenuation function by its short-term average. The difference in channel attenuations are therefore more pronounced, which indicates that the channel-awareness property of M-LWDF, WF-LWDF, and SM-LWDF is most likely a major reason for the distortion of their ratios, away from the ideal 1:2:4 ratio.

The ratio of W-LWDF in Fig. 3.8, on the other hand, is around 2.7:4.3:6.9, which corresponds to 1:1.61:2.57, which is closer to LWDF than M-LWDF, WF-LWDF, which re-
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The No of bits served by SMLWDF scheduler with Load=80%

<table>
<thead>
<tr>
<th>Group</th>
<th>Avg 1 (b/s)</th>
<th>Avg 2 (b/s)</th>
<th>Avg 3 (b/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>46180.7706</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>67447.4153</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>72524.5818</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.7: Throughput of SM-LWDF scheduler

spectively have corresponding ratios of 1:1.56:1.72 and 1:1.35:1.54, and SM-LWDF with its 1:1.46:1.57 ratio. What makes W-LWDF particularly interesting is that it is channel-aware like M-LWDF and WF-LWDF, but serves only one packet per time, like LWDF. W-LWDF is therefore a good indication, to what degree the channel-awareness of schedulers causes the distortion in their ratios, as opposed to transmitting multiple packets at the same time. The results indicate that, as expected, both factors play a major role, but that channel awareness distorts more than serving multiple channels.

Finally, the behaviour of EDF can be found in Fig. 3.9. This is quite an interesting scheduling scheme. A rather surprising characteristic of this figure is that the three curves of the different groups lie virtually exactly on top of one another. The reason why this result is surprising, is that EDF has been praised for being an optimal scheduler for bounded-delay services, in the sense that it provides the tightest delay guarantees of any scheduler [41]. But if EDF is able to adhere to very tight delay bounds, one would expect the ratio of the average throughput of the data groups to be directly proportional to their delay deadlines. As the figure indicates, this is not the case. Yet the fairness results in the next chapter will indicate that EDF is one of the fairest schedulers simulated in this dissertation. An explanation for this is that the standard deviation of the throughput
distributions of each group is very narrow. When measuring the fairness of a scheduler, as will be explained in the next chapter, the throughput of each queue is normalized by a factor, which includes the delay deadline. The various data groups are normalized by different amounts, with the result that curves that first lay on top of one another, will be separated during the normalization process. The normalized throughput of each queue of one group is then subtracted from the normalized throughput of each queue of each of the other data groups. Since EDF's distribution has quite a small standard deviation, the maximum difference between the various groups will be much smaller.

But the question remains, why does EDF not adhere to the delay deadlines, as it has been praised to do. The problem lies with the fact that the EDF algorithm treats all three data groups exactly the same. It achieves this by comparing the queueing delay of the head-of-queue packets. As soon as a packet from one of the queues has been served, then the other queues are lagging behind. The fact that the delay deadline of a packet is added to the delay experienced by that packet has no impact on the general behaviour of the traffic, especially over the 10s measurement period. The main reason for this is that at an 80% load, the delay experienced by packets exceeds deadlines of 50ms by such a degree, that the delay deadline component is negligible. The problem here is off course how EDF
is implemented. To make EDF an acceptable scheduler, the queueing delays should not exceed the delay deadline. The delay deadlines in our simulations would therefore have to be much larger than the current 12ms, 25ms and 50ms. Any packets that exceed their delay would have to be penalized in some way. One way of achieving this would be to simply drop any packets that have exceeded their deadline. Another approach is to penalize the source more and more, as the number of packets increase that do not meet their deadline. This is a form of call admission control and goes beyond the focus of this dissertation.

Fig. 3.10 summarizes the results mentioned above. The graph was plotted by taking the largest throughput of all the schedulers and plotting these for network loads ranging from 10% to 140%. We would like to remind the reader that the arrival rate is a Poisson distribution, where the mean was given by (3.42) in section 3.4.1, which was

$$\lambda_i(t) = \frac{L}{\sum_{i=1}^{N_T} c_i(t)}.$$  

(3.51)

By simply varying the value of $L$ we were able to vary the load. This was repeated for values starting from 10% right up to 140%, in increments of 10%. Fig. 3.10 therefore represents a bound on the throughput of the various schedulers under a wide range of loads, where the $x$-axis shows the various loads, while the $y$-axis shows the maximum
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Comparison of maximum number of bits served

Figure 3.10: Throughput bound for the various schedulers

throughput that the various schedulers achieved at the specific loads.

If one compares the resultant maximum throughput of the various schedulers, one finds that at loads higher than 60% M-LWDF, WF-LWDF, and SM-LWDF have the highest throughput with an average throughput of approximately 300Kb/s. W-LWDF, EDF, and LWDF form a second group, with slightly lower throughput values of around 220Kb/s. This clearly shows the advantage of serving multiple packets in one scheduling round and thereby distributing the power more accurately.

This separation of the two groups of schedulers is even more apparent in Fig. 3.11, which in this case shows the average throughput of each of the schedulers. Here the x-axis represents the various loads that the network had to cope with, while the y-axis shows the average throughput that each of the schedulers achieved for the corresponding load. As can be seen, the multi-packet algorithms have an average throughput of 180Kb/s, while the throughput of the single-packet algorithms is slightly lower at 130Kb/s.

One useful thing to calculate is the maximum number of bits that could be transmitted under the best possible channel conditions. To do this we start with the power limit that
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Figure 3.11: Average throughput for the various schedulers

A scheduler has

$$\sum_{i} R_i c_i \leq 1.$$  \hspace{1cm} (3.52)

Many of the schedulers choose only one packet, with the result that the other packets have to wait before they are transmitted, in other words, $R_j = 0$, for all $j \neq i$. Therefore,

$$\sum_{i} R_i c_i = R_i c_i \leq 1.$$  \hspace{1cm} (3.53)

The maximum possible transmission rate $R_{\text{max}}$ occurs, when a packet is transmitted into a channel that experiences the smallest channel attenuation $c_{\text{min}}$, which in our simulations was truncated to $10^{-6}$, with the result that

$$R_{\text{max}} \leq \frac{1}{c_{\text{min}}} \Rightarrow 1\text{Mb/s}.$$  \hspace{1cm} (3.54)

This expression can then be used to find the maximum number of bits $W_{\text{max}}$ that can be transmitted in a certain period of time $T$, which in our case we chose to be 1s.

$$W_{\text{max}} = R_{\text{max}} \cdot T \leq \frac{1}{10^{-6}} = 1\text{Mbits}$$  \hspace{1cm} (3.55)

It is quite interesting to notice that the schedulers reach about a quarter of this value, as is evident in Fig. 3.10. The first reason for this is that the channel attenuation factors
are of course a lot higher than the minimum value \( c_{\text{min}} \). If, for example \( c_i = 5 \cdot 10^{-6} \) was chosen, which is located half-way between the maximum and minimum values of \( c_i \), then

\[
W = R \cdot T \leq \frac{T}{c_i} = \frac{1}{5 \cdot 10^{-6}} = 200 \text{Kb/s}.
\]  

(3.56)

This is much closer to the average number of packets served, in Fig. 3.11.

Another important reason why the maximum theoretical throughput is much higher than the corresponding simulation results in Fig. 3.10 is that the schedulers can only transmit packets at a rate chosen from set \( \mathcal{R} \). Especially schedulers that only serve one packet at a time will on average have to assign transmission rates that are much lower than the maximum rate they could have assigned. This factor is very important during an actual hardware implementation of a scheduling algorithm, where the choice of transmission rates is not continuous, but could be quite limited. Transmitting multiple packets at the same time, as M-LWDF, WF-LWDF, and SM-LWDF do, is a way to get around this problem to a certain degree and to utilize the available power more efficiently.

### 3.6.2 Delay

One of the most important aspects of a scheduler is how long packets have to queue before the scheduler picks them. Modern networks require QoS, which in our case consists of delay deadlines, violation probabilities, and fair resource distribution. The queueing delay that packets experience in a good scheduler should be proportional to the packet's delay deadline. In our simulations this translates to the scenario that packets queued in buffers 5 to 9 should experience half the delay that packets in buffers 0 to 4 should experience, while packets in buffers 10 to 14 should experience a quarter of the delay of packets in buffers 0 to 4. Please note that even though the delay deadlines of packets in buffers 0 to 4 are 50 ms, those in buffers 5 to 9 are 25 ms, and those in buffers 10 to 14 are 12 ms, this does not mean that these deadlines have to be reached. Rather, the ratio of the deadlines experienced by each buffer should be proportional to these delays. The reason for this is that the scheduler itself is not able to control the rate at which data packets arrive. But if a large number of packets arrive and the scheduler is not able to serve them fast enough, then their delay will grow. The scheduler is not able to stop the delay from growing. This
would be the task of a call admission policy. Instead the scheduler is only able to ensure
that the delay that the packets experience is proportional to their delay deadlines. This is
an important concept, since it explains why EDF is not able to meet its QoS guarantees.
In order for EDF to be an effective scheduler, the delays packets experience need to be
less than the delay deadlines.

Note that in the simulation graphs presented in this section a load of 80% was chosen,
which is quite a high load for a network to operate at. The result is that the maximum
delays measured were very high, in the order of minutes. In a real network a call admission
control algorithm would try to ensure that such high load conditions are not reached
and the delays experienced by packets would therefore be much lower. The main reason
for choosing such high load conditions is to flood the buffers. An important simulation
measurement is the fairness of the schedulers, which will be discussed in the next chapter.
In order to perform a fairness measurement, the buffers may never be idle. If the buffers
are idle at any stage, than a comparison of the normalized throughput of the various
queues becomes meaningless and the fairness measurement is therefore invalid. Much of
the literature on fairness mentions this requirement. Examples are references [20], [24],
and [57]. Since the buffers have to be flooded for fairness measurements, we decided to
do the same for all the simulation measurements. If we had not done this, a comparison
between the various measurement metrics of the schedulers would have become more and
more difficult and meaningless, as the variation in simulation conditions increases.

Another reason for choosing such high load conditions is that the server is unable to serve
data fast enough, and the true characteristics of the scheduler become apparent. Under
low load conditions, the resources are not fully utilized, with the result that packets
receive more service than they deserve. QoS requirements are therefore not only met,
but exceeded. But it is under high load conditions that the scheduler struggles to meet
the QoS requirements. It was therefore decided to perform all performance comparisons
between the three groups of data at high load conditions. The schedulers performance as
a whole would then, in contrast, be considered at a large range of loads.
A further benefit of measuring the throughput and the delay performance of the various schedulers at high load conditions is that the measured results are an indication of how large the maximum throughput and delay values can be. An indication is therefore given what delay values could be expected in a worst-case scenario.

![Delay of M-LWDF scheduler with Load=80%](image)

Fig. 3.12 and Fig. 3.13 contain the delay distributions of the three data groups in a M-LWDF and a WF-LWDF scheduler, respectively. As mentioned in section 3.5.2, the graphs represent a 50-bin histogram of the delay distribution. They were constructed by incrementing one of the bins for every measurement taken. The x-axis represents the range of delay measurements taken, which consists of 50 bins. The y-axis represents how many times a delay measurement fell into the appropriate bin.

If these schedulers met their QoS requirements perfectly, it would be expected that their delay measurements would be proportional to their delay deadlines. The delay deadline for Group1 is 50ms, for Group2 is 25ms, and for Group3 is 12ms. The expected average delays for each of the three groups would therefore be expected to have a ratio of 4:2:1. For M-LWDF in Fig. 3.12, the average delays experienced by Group1, Group2, and Group3 type packets were respectively 113s, 63s, and 29s. This corresponds to a ratio of 3.9:2.2:1, which is quite close to the required 4:2:1 ratio. Unfortunately, WF-LWDF does not differentiate
its data quite as effectively. With a delay of 115s for Group1, 81s for Group2, and 57s for Group3, the resulting ratio is 2:1.4:1, which is rather disappointing. On the other hand, the maximum delay experienced by packets in a network with a WF-LWDF scheduler is 180s, while in the M-LWDF scheduler this is over 250s, which indicates that for an 80% load, the packets in a WF-LWDF scheduler experience less delay than in a M-LWDF scheduler.

Notice that delays in the order of 100s are very large, but as explained before, originate from the large load conditions. Under normal network loads, where the buffers are not overflowing, the figures would be much smaller. In the case of these results, one furthermore has to take into account the capacity of the buffers, which we chose to be 1000 packets long. The average length of packets was chosen to be 1000 bits long. This is not quite a true reflection, since the packet length was truncated at a minimum of 100 bits and a maximum of 10000 bits. Let us therefore for arguments sake decide that the average packet length is 2000 bits long. This means that when all 15 buffers are overflowing, approximately 30Mb of information is waiting for the scheduler to deal with. Now from the results in the previous section we know that the approximate average throughput of 150Kb/s can be expected. This means that it will take the scheduler 200s to clear the

Figure 3.13: Delay of WF-LWDF scheduler
Delay of LWDF scheduler with Load=80%

Figure 3.14: Delay of LWDF scheduler

buffers. In order therefore to achieve delays of smaller values, the packet length and the buffer capacity can be decreased. Furthermore, the power capacity of the system can be increased, which would make higher data rates possible. Finally, the network load would have to be held in a check by a good call admission control algorithm.

The queuing delay of packets belong to the three QoS groups in a LWDF scheduler can be found in Fig. 3.14. The average delay of Group1 packets was 279s, of Group2 packets was 139s, while Group3 packets on average queued for 67s. The resulting ratio between the groups is 4.2:2.1:1, which is quite impressive. As expected, the queuing delay of LWDF, which serves one packet at a time, was much higher than that of M-LWDF and WF-LWDF, which serve multiple packets at a time, and are therefore able to utilize the available power more accurately. The maximum queuing delay for LWDF packets turned out to be around 380s, compared to 250s and 180s for M-LWDF and WF-LWDF, respectively.

The queuing delays of SM-LWDF can be found in Fig. 3.15. For Group1, Group2, and Group3 data they were 111s, 58s, and 27s, respectively. This corresponds to a ratio of 4.1:2.1:1, which is similar to M-LWDF and LWDF. Surprisingly, the maximum delay is somewhere around 380s, which is similar to LWDF, eventhough SM-LWDF serves multiple packets at the same time. The average queueing times are similar to those of M-LWDF.
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Figure 3.15: Delay of SM-LWDF scheduler

and WF-LWDF though, and not at all like LWDF. The reason for SM-LWDF's strange results are the tails of the three groups, which are caused by SM-LWDF not normalizing its packet-picking algorithm by the short-term average of the attenuation function. The result is that packets with destinations that are geographically close by, receive preferential treatment over those far away. Accordingly, the few packets experiencing the highest channel attenuation, will have uncharacteristically high queueing delays.

The delays of W-LWDF in Fig. 3.16 prove how channel-awareness aids schedulers. The average delays of all three groups are lower than their respective LWDF partners, even though both algorithms serve only one packet at a time. Interestingly enough, the high priority Group3, with the most stringent delay requirements, has a delay value of 72s, which is approximately the same delay value as that of LWDF. But Group2 and especially Group1 have a much better queueing delay than LWDF, with 117s and 152s, respectively. The result is a ratio of 2.1:1.6:1. In other words, the lower priority groups receive more service than they are meant to. In the end, Group1 pays for its preferential service with a very heavy tail, which gives it the same maximum queueing delay as LWDF, even slightly higher. To summarize, the channel-awareness of W-LWDF gives its low-priority queues an advantage over non-channel-aware schedulers. But this extra service does not bound
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Figure 3.16: Delay of W-LWDF scheduler

the delay, with the result that W-LWDF still has the same maximum queueing delay as LWDF.

The delay distributions of the three data groups of EDF in Fig. 3.17 lie exactly on top of one another. In other words, all three groups are treated exactly the same and EDF is therefore not achieving the desired delay ratio. As was discussed earlier, the reason for this behaviour is that the queueing delays that packets are experience are much larger than the delay deadline. To demonstrate this, the average queueing delay of a packet of either of the groups is 121s. The scheduler chooses the next packet by adding the delay deadline of the packet to the current delay experienced. For Group1 this means adding 50ms to 121s, which makes hardly any difference, yet it is the largest delay deadline. The result is that only the queueing delay is important when picking the next packet and all queues are treated exactly the same, regardless of their delay deadline. The only time the delay deadline will start having an effect, is when the average queueing delay and the delay deadlines are of a similar magnitude.

The worst-case delay of all the schedulers over a wide range of loads can be seen in Fig. 3.18. What is very encouraging in this diagram is that, apart from EDF, WF-LWDF has the best delay bound, while the worst-case delay of M-LWDF is almost twice as high.
for high-load conditions. WF-LWDF and especially EDF are able to have low maximum delays, because their curves are smooth, without any distortions, which would cause long tails. M-LWDF follows with a slightly worse maximum delay, being slightly more distorted than the curves of EDF and WF-LWDF. LWDF, W-LWDF, and SM-LWDF all behave quite similarly, with all of them having either a long tail, or in the case of LWDF low throughput.

The average delay values of the six schedulers can be seen in Fig 3.19. The advantage of serving multiple packets simultaneously is clearly visible, with M-LWDF, SM-LWDF, and WF-LWDF all behavingly in a very similar fashion. W-LWDF and EDF follow, with slightly larger average delay values. Packets in a LWDF server experience by far the worst average delay, which is a result of the low throughput that became apparent in the last section.

Another interesting thing to notice about Figs. 3.18 and 3.19 is the slope of the various curves. Note that at loads higher than 60% the buffers of most schedulers are filling up and starting to overflow. This can be seen from the sudden change in slope. The slope of the queueing delay in both figures rises between 40% and 80%. These are the load conditions when the queues of the scheduler start filling up and congestion starts occurring. At
smaller loads, virtually no delay takes place, while at loads higher than 80% the curves flatten out, indicating that the queues are completely full, resulting in no further increase in delay, despite any further increases in traffic arrivals.

To work out the maximum possible delay a packet can experience, while the packet ahead of it is being transmitted, we assume that the maximum packet length is \( L_{\text{max}} \), which in our case is 10,000 bits, and the minimum transmission rate is 9600 b/s. We can then find the maximum possible delay

\[
D_{\text{max}} = \frac{L_{\text{max}}}{R_{\text{min}}} \times (\text{No of buffer spaces}) = \frac{10000}{9600} \times 1000 \approx 1000 \text{s}. \tag{3.57}
\]

Fig. 3.18 shows that none of the schedulers reach even half that value.

In the modern world, mobile communication devices in the form of cellular telephones and wireless computer networks are rapidly becoming a business necessity. All mobile devices have one thing in common—they get their power from batteries, with limited transmission power. The limited battery capacity is often perceived as the major problem with wireless systems, which means that the battery eventually runs out of power. But in
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Comparison of average delay

Figure 3.19: Comparison of average delay of various schedulers

reality, these devices can usually be charged at regular intervals. A much bigger problem with the limited power capacity of these devices is how to use the available power to its full capacity. High transmission rates are desirable. The problem is that the higher the transmission rate, the more transmission power is required in a CDMA system. In this section we would therefore like to measure how much of the total available power is being used for transmissions. The best scheduler will use all the power to achieve the highest possible throughput.

The power utilization of the individual groups of each scheduler is not of much interest. Instead we would like to consider the maximum and average utilization curves of the various schedulers. Figs. 3.20 and 3.21 have been included to show how schedulers transmitting multiple packets at the same time are able to utilize the available power much better than schedulers transmitting only one packet at a time. In both cases two schedulers have been chosen from each group to demonstrate this aspect. Notice how in Fig. 3.20, both M-LWDF and WF-LWDF are able to utilize between 96% and 98% of the available power, compared to LWDF and EDF, which use at most around 80%.

The average power consumption in Fig. 3.21 demonstrates the same principle, with M-LWDF and WF-LWDF using around 95% of the available power, while LWDF and EDF
Comparison of worst-case power consumption

Figure 3.20: Power bound comparison of various schedulers

use only 70%. The behaviour of M-LWDF deserves further discussion. Its power utilization peaks at a load of 60%. As the load increases further, the power consumption decreases, until it levels off between 85% and 90% at loads over 100%. An explanation of this behaviour is that at a load of 60%, enough data arrives to fully utilize most of the available power. But M-LWDF has enough power available to keep the number of packets queued to a minimum. In other words, at a 60% load, packets queued tend to experience very little delay before they get transmitted. When choosing a packet, M-LWDF will therefore choose a packet that has above-average channel conditions.

As the load increases, so the average queueing delay of packets increase. When choosing a packet, the queueing delay becomes a more dominant feature than the channel conditions, and the M-LWDF scheduler will start making decisions based more on how long packets have been queueing than how good their channel conditions are. But the same thing happens to WF-LWDF, yet it keeps its power utilization at 95%, whereas M-LWDF’s power utilization falls by 10% as the load increases beyond 100%. The difference lies in the power distribution algorithms of the two schedulers.

M-LWDF will always choose the largest possible data rate from set $R$ that the available power permits, and assign this rate to the first packet it has chosen. The next packet will
then receive the biggest data rate that is possible with the remainder of the power. This process continues until the remaining power is too small for any data rate in set $\mathcal{R}$ to be assigned to the next waiting packet.

Now the transmission power of packet $i$ is given by $P_i = c_i \cdot R_i$. When the load is small, packets with a below average channel attenuation $c_i$ will be chosen. Since $c_i$ is chosen as small as possible and the transmission rate $R_i$ only changes if the available transmission power changes by a large amount, the result is that the fraction of transmission power that will be left over, will on average be maximized. If, on the other hand, the load increases and packets are chosen because of the length of their queueing delay, instead of their channel conditions, then the $c_i$ values will increase on average, with the result that the amount of power left over, will on average decrease. The result is that less of the remaining packets will on average be served, but with each packet using slightly more power. But to utilize as much of the power as possible, it is better to distribute smaller portions among more packets, than bigger portions among less packets. Fig. 3.20 proved this, where schedulers that served multiple packets had a much better power utilization than schedulers that only served one packet at a time.

In the case of WF-LWDF, the described scenario is not a problem. WF-LWDF always
tries to share the available power among as many of the head-of-queue packets as possible. This results in smaller shares of power being distributed among more users. The result is that, even as the average channel attenuation increases, the number of users that receive power does not decrease enough to make a remarkable impact on the power utilization of WF-LWDF.

![Comparison of maximum number of packets dropped](image)

Figure 3.22: Packet loss bound of various schedulers

### 3.6.4 Packet Loss

This section was added to give some insight into the relationship between the network load and the rate at which the buffers overflow. At low loads a scheduler has no problems sorting the arriving packets into priority groups and transmitting them accordingly, but as the loads increase, one priority group may be of much greater importance than another. The result of this is that the queue containing very important packets does not grow, since it is constantly being served, whereas less important queues start growing uncontrollably. In our simulations we dealt with this problem by giving the buffers a set capacity of 1000 packets. Once all the spaces in the queue were taken up, any further arrivals into that queue were simply dropped.

In this section we once again skip the individual 80%-load distribution curves, since most
of them do not contain any visual information of interest. Fig. 3.22, on the other hand, does contain some interesting information. Here the maximum number of packets lost can be found for each scheduler at loads ranging from 10% to 140%. The figure indicates that none of the schedulers lost any packets up to a load of 40%. A clear distinction of the packets dropped can be seen between the schedulers that serve one packet at a time and those serving multiple ones. The explanation for this is that schedulers transmitting multiple packets at the same time are able to utilize the available power better, which increases the throughput. This in turn decreases queueing times, so that packets are served faster.

![Comparison of average number of packets dropped](image)

Figure 3.23: Average packet loss of various schedulers

### 3.7 Summary of Results

In this chapter the simulation model and the accompanying results were discussed. The discussion started with an overview of scheduling in a CDMA environment. This was followed by an overview of the schedulers used, which were EDF, LWDF, M-LWDF, WF-LWDF, SM-LWDF, and W-LWDF. The simulation framework was introduced, which included details on the data source, buffer, and channel models. The aim of the simulations was to measure the throughput, delay, power utilization and the number of packets.
dropped. Finally the results were presented.

The following observations were made, based on the various measurement results.

- The throughput and delay are proportional to the delay deadlines of data groups, resulting in set ratios.

- The expected ratios are distorted more by the channel awareness of a scheduler, than by serving multiple packets at the same time, although both have marked impact.

- Serving multiple packets at the same time increases the power utilization and the throughput, while accordingly decreasing the number of packets dropped.

- Packets being served by channel-aware schedulers experience less delay.

- Especially at high loads, distributing smaller portions of power to more packets increases the utilization of the available power resources.

- EDF is unable to guarantee QoS unless queueing delays are similar to delay deadlines.

The queueing delays of the various schedulers are summarized in Table 3.3.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>Queueing Delay (s)</th>
<th>Delay Ratio</th>
<th>Maximum Delay (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group1</td>
<td>Group2</td>
<td>Group3</td>
</tr>
<tr>
<td>M-LWDF</td>
<td>113</td>
<td>63</td>
<td>29</td>
</tr>
<tr>
<td>WF-LWDF</td>
<td>115</td>
<td>81</td>
<td>57</td>
</tr>
<tr>
<td>LWDF</td>
<td>279</td>
<td>139</td>
<td>67</td>
</tr>
<tr>
<td>SM-LWDF</td>
<td>111</td>
<td>58</td>
<td>27</td>
</tr>
<tr>
<td>W-LWDF</td>
<td>152</td>
<td>117</td>
<td>72</td>
</tr>
<tr>
<td>EDF</td>
<td>121</td>
<td>121</td>
<td>121</td>
</tr>
</tbody>
</table>
Chapter 4

Fairness

4.1 Introduction

Fairness is one of the most important qualities in a network. In modern networks there are usually various users contending for bandwidth. If all of them were to pay the same fixed amount of money to use the available resources and the bandwidth is assigned to only one or two of the contenders, then the rest will rightfully feel that the system is not fair and that they deserve better treatment. In networks with only one type of data, it is fairly easy to divide the available bandwidth, especially if everyone is entitled to the same amount of service. The first complication that might arise would be that multiple priority levels exist and users have to pay more to belong to a higher priority level. What would make the system even more complicated, was if not only different priorities would exist for the various users, but if heterogeneous data were introduced, where video needed to be treated differently from e-mail, and the packets of telephone conversations had stricter delay requirements than HTTP. Unfortunately, this scenario is the case in modern networks. A number of different data types are present simultaneously in the same network. A measure of how well the various schedulers adapt to the requirements of the current data flowing through the network is fairness.

The first problem that needs to be addressed is how to define fairness precisely. Many
attempts were made at defining fairness verbally. Golestani [77] was the first to define fairness mathematically. In [77], he defines a perfectly fair system to have the quality

\[ w_k(t_1, t_2) = w_j(t_1, t_2), \quad k, j \in B(t_1, t_2). \tag{4.1} \]

Here \( B(t_1, t_2) \) is the set of sessions that are backlogged during the interval \((t_1, t_2)\), while

\[ w_j(t_1, t_2) = \frac{W_k(t_1, t_2)}{r_k} \quad k \in K, \tag{4.2} \]

where \( K \) is the set of sessions \( k \) set up on a link and \( k \in K \) is the service share allocated to session \( k \). \( W_k(t_1, t_2) \) are the number of bits of session \( k \) transmitted during \((0, t)\), while \( r_k \) represents the service share allocated to session \( k \).

Effectively, what this means is that in a perfectly fair server, if the amount of service a session receives is normalized by its share of the available bandwidth it should have received, then the result should be the same for all backlogged sessions. In reality, no packetized implementation of a fluid system can achieve this goal. Stiliadis in [20] and [24] therefore replaced his equivalent version of the perfect fairness definition

\[ \left| \frac{W_i^S(\tau, t)}{\rho_i} - \frac{W_j^S(\tau, t)}{\rho_j} \right| = 0, \quad \tag{4.3} \]

with a more realistic version

\[ \left| \frac{W_i^S(\tau, t)}{\rho_i} - \frac{W_j^S(\tau, t)}{\rho_j} \right| \leq F^S, \quad \tag{4.4} \]

where \( \rho_i \) is the same as \( r_k \) in Golestani's work.

The bound \( F^S \) is an upper bound and indicates how fair a scheduler is. Note that this measure should maybe rather be called an unfairness measure, since a large \( F^S \) indicates an unfair scheduler, while \( F^S = 0 \) is a perfectly fair scheduler. We will however continue with the convention that other papers in this field have adopted and call it a fairness measure.

To get a better understanding of Stiladis' fairness equation, we should delve a little deeper into his work [20]. He starts off by introducing the concept of potential \( P_i(t) \), which represents the state of each connection in a scheduler. This concept is similar to
Golestani's virtual time function [77], which is used to keep track of how much service each session should have received at that moment in time. Stiliadis' potential function is like a global virtual-time function. When connection $i$ is backlogged, its potential will increase exactly by the normalized service it received. Therefore, during any backlogged period $(\tau, t)$,

$$P_i(t) - P_i(\tau) = \frac{W_i(\tau, t)}{\rho_i}.$$  \hfill (4.5)

Using this definition of potential, one can see that a fair scheduler should increase the potentials of all backlogged connections at the same rate. The potentials should therefore be kept equal. Schedulers like GPS, PGPS, VirtualClock, and SCFQ belong to the class of fair queueing schedulers, which all attempt to achieve this. Even schedulers like M-LWDF and WF-LWDF attempt to do the same, although this is not done in such an obvious manner.

Note that the state information can be reset when the whole system becomes idle and none of the queues are backlogged. The problem is how to update the idle connections, if some of the queues are backlogged. The potential has to increase, otherwise it might be lagging behind by a large amount, when finally new packets arrive. This queue would then receive most of the service for a large amount of time, which is not fair. A session should only receive more service than it deserves, if it has been backlogged and did not receive sufficient service. The way the various schedulers update their potential during idle time periods differs. Ideally, the potential of the functions should increase by the normalized service that the connection could have received, if it were backlogged, which is referred to as missed service $S_i(t_1, t_2)$.

One way to update the potential of an idle connection, when it becomes backlogged again is to use a system potential function $P(t)$. This is a non-decreasing function, which is used as a reference system. When an idle session $i$ becomes backlogged at time $t$, its potential $P_i(t)$ can be set equal to $P(t)$ to account for the service missed. The question remains of course how to maintain the system potential. GPS, for example, will set the potential of a session, which was idle and has become backlogged, equal to the potential of any of the backlogged sessions. In other words, the system potential function is equal to the
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Table 4.1: Fairness of various schedulers

<table>
<thead>
<tr>
<th>Server</th>
<th>Fairness</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>0</td>
</tr>
<tr>
<td>PGPS</td>
<td>( \max \left( \frac{L_i}{\rho_i} + C_i, \frac{L_j}{\rho_j} + C_j, \frac{L_{\max}}{\rho_i}, \frac{L_{\max}}{\rho_j}, \frac{L_i}{\rho_j}, \frac{L_j}{\rho_i} \right) )</td>
</tr>
<tr>
<td>SCFQ</td>
<td>( \frac{L_i}{\rho_i} + \frac{L_j}{\rho_j} )</td>
</tr>
<tr>
<td>VirtualClock</td>
<td>( \infty )</td>
</tr>
<tr>
<td>Deficit Round Robin</td>
<td>( \frac{3F}{\tau} )</td>
</tr>
<tr>
<td>Weighted Round Robin</td>
<td>( \frac{F}{\tau} )</td>
</tr>
</tbody>
</table>

potential of one of the backlogged queues, that is

\[ P(t) = P_i(t), \text{ for any } i \in B(t), \quad (4.6) \]

where \( B(t) \) is the set of backlogged connections at time \( t \). Another example is VirtualClock, where the potential of a queue is initialized to the real time when it becomes backlogged,

\[ P(t_1, t_2) = t_2 - t_1. \quad (4.7) \]

Returning to (4.5), we saw that

\[ P_i(t) - P_i(\tau) = \frac{W_i(\tau, t)}{\rho_i}. \quad (4.8) \]

But, as was seen in (4.4), the fairness of a scheduler is bounded by

\[ \left| \frac{W^S_i(\tau, t)}{\rho_i} - \frac{W^S_j(\tau, t)}{\rho_j} \right| \leq F^S. \quad (4.9) \]

Table 4.1 gives a summary of the fairness bounds of many well-known schedulers, as found in [20]. Here, \( L_i \) is the maximum packet size of session \( i \) and \( L_{\max} \) the maximum packet size among all sessions. \( C_i \) is the maximum normalized service that a session may receive in a PGPS server in excess of that in the GPS server. In weighted round-robin and deficit round-robin, \( F \) is the frame size and \( \phi_i \) is the amount of traffic in the frame allocated to session \( i \). \( L_c \) is the size of the fixed packet (cell) in weighted round-robin.

The reason for including fairness measurements in this simulation, is that we introduced the WF-LWDF algorithm as a fairer substitute for M-LWDF. The problem with M-LWDF
is the way it distributes data rates—the first packet gets the biggest chunk of power, the
next packet gets a smaller chunk, and so the process continues, until no more power is
available. We decided to distribute power based on priority. To see whether this process is
fairer than the original M-LWDF, we therefore need to measure \( W_i^S(\tau, t)/\rho_i - W_j^S(\tau, t)/\rho_j \).

A problem we experienced was to determine what \( \rho_i \) should be interpreted to be. In
Golestani’s and Stiliadis’ papers, \( \rho_i \) represented the amount of service guaranteed to a
session. Both the M-LWDF and the WF-LWDF schedulers do not have any direct service
guarantee built into their algorithm. Instead, the effective service guarantee can be calcu­
lated by taking into account the delay guarantee of each type. The guaranteed rate per
session can therefore be estimated to be

\[
\rho_i = C \frac{D_i}{\sum_j D_j}.
\]

Another consideration that needs to be taken into consideration is that in our simulations,
\( W_i \) represents the number of bits that session \( i \) has been served over 10s. This figure should
be normalized by the simulation period over which the sample was taken, in other words,
\( T = 10s \).

Finally the capacity \( C \) of the system can be found using the same techniques as in the
simulation setup in section 3.4.1. The resultant capacity per channel was found to be

\[
C_i = \frac{1}{\sum_{i=1}^{N} \frac{1}{C_i}}.
\]

The total capacity of the system can be found by simply adding up the capacity of each
of the channels.

\[
C = \frac{N}{\sum_{i=1}^{N} C_i}.
\]

Since this figure is used to normalize the fairness value, its exact amount is not critical.
We have therefore chosen \( C = 1Mb/s \), which is the maximum capacity the system will
have, under the constraints of the channel attenuation functions.

To perform a fairness measurement on the M-LWDF and WF-LWDF scheduling schemes,
the following bound should therefore be found

\[
\frac{W_i(\tau, t)}{\rho_i} - \frac{W_j(\tau, t)}{\rho_j} = \frac{1}{C} \left[ \frac{W_i(\tau, \tau + T)}{T} \frac{\sum_k D_k}{D_i} - \frac{W_j(\tau, \tau + T)}{T} \frac{\sum_k D_k}{D_j} \right] \leq P^S.
\]
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Note that we got rid of the absolute value sign. By doing this we enable negative results, which are not realizable. The problem with the absolute value is that the resulting pdf actually consists of a negative and a positive domain, but the negative part is mapped into the positive region, which results in a distorted, non-negative graph. For analytical purposes we therefore found it better to include negative measurements, which separates the two domains and clarifies the trends of the curves. This is acceptable, as long as one remembers that a negative fairness measure is conceptually meaningless, and when comparing the fairness curves, one should always consider the absolute values of measurements.

The measurements performed by the simulator were very similar to those performed for the throughput, delay, power, and packet dropping performance of the various schedulers, as presented in the previous chapter. In the case of the fairness measurements, the throughput measure of each queue was normalized by the required minimum guaranteed rate expression once every 10 seconds. This process was repeated 1000 times. Once all the measurements had been performed, the measured results of every queue at one particular time were subtracted from the results of all the other queues measured at the same time. Every second therefore produced 105 results. These were then plotted on a 50-bin histogram.

A very important thing to realize is that after normalizing the throughput values, they are quite small. In order to plot them on a 50-bin histogram, the results were multiplied by 1000. In order to find the real fairness values and compare them to the analysis results that will be presented in section 4.3, one first has to divide the simulation results by 1000.

4.2 Fairness results

The resultant fairness curves can be seen in Figs. 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6. Notice that the curves that lie on top of one another and are narrowest around zero are the most fair. The reader should be careful to note the scale on the z-axis, which varies among the different schedulers. Of major interest are the extreme z-values, in the positive and the
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negative domain, since these represent the largest fairness values measured. The reader should also not forget that these results have been multiplied by 1000. In order to compare them to the analysis results in the next section, they have to be normalized by 1000 first.

![Figure 4.1: Fairness of M-LWDF scheduler](image)

Comparing M-LWDF and WF-LWDF in Figs. 4.1 and 4.2, one can see, with great relief, that WF-LWDF turns out to be a much fairer scheduler than M-LWDF. The $x$-axis represents the fairness, which was measured by finding the difference between the normalized throughput of the various queues, as discussed in the previous section. The $x$-axis, once again, consists of 50 bins, with the $y$-axis indicating how many of the samples fitted into each of the bins.

Whereas M-LWDF has a maximum $F_i$ value of around 2000, the equivalent $F_i$ value for WF-LWDF is approximately 700. The equivalent value for LWDF in Fig. 4.3 is even lower, at less than 300. This can be explained by the fact that LWDF only takes the queueing delay into account when making scheduling decisions, while M-LWDF and WF-LWDF also have to consider channel conditions. In contrast, M-LWDF and WF-LWDF utilize the available power better than LWDF and therefore have better throughput and delay behaviour than LWDF, as became apparent in the previous chapter.

In terms of fairness, SM-LWDF in Fig. 4.4 once again performs quite similar to M-LWDF.
The performance of W-LWDF in Fig. 4.5 too is almost identical to that of M-LWDF, in contrast to WF-LWDF. What this shows is that the way packets are chosen, and whether multiple packets are transmitted simultaneously or only one packet is transmitted makes no difference to the fairness of a scheduler. What does matter is how power is distributed between the various users. Another conclusion is that channel-awareness decreases the fairness of a scheduler, as can be seen when comparing W-LWDF to LWDF, the only difference being the channel-awareness of W-LWDF.

Surprisingly, EDF in Fig. 4.6 turns out to be fairer than most of the other schedulers mentioned, except for LWDF. One would expect this scheduler to be intrinsically unfair, when inspecting the throughput distributions of EDF, which was done in section 3.6.1. The throughput curves for the various data groups lay on top of one another, which should result in great unfairness, once the normalization is applied. The curves in Fig. 4.6 actually show that the three curves were indeed separated by the normalization process, but that the maximum $F_i$ value is still lower than that of most other schedulers. The reason for this impressive fairness behaviour, is that EDF has a relatively low throughput and the throughput variation is very small compared to other schedulers. The reason for this small throughput variation is that EDF does not have to concern itself with the channel
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Figure 4.3: Fairness of LWDF scheduler

conditions and is able to serve packets one at a time, thereby distributing the available power very precisely between the backlogged queues. The result is that the throughput distribution has a very small variance and, even if the normalization separates the three group distributions, the largest fairness difference between the three groups is still small compared to the other schedulers.

A summary of the fairness bounds of all the schedulers can be seen in Fig. 4.7. The fairest schedulers are LWDF and EDF with quite similar performance, followed closely by our newly introduced WF-LWDF algorithm. At loads larger than 60%, M-LWDF and SM-LWDF perform quite a bit worse. Finally, the most unfair scheduler is W-LWDF.

The average fairness values of the various schedulers in Fig. 4.8 are quite similar. LWDF is still the fairest scheduler, followed by a tie between EDF and WF-LWDF. M-LWDF and SM-LWDF behave quite similarly to W-LWDF, except under very high load conditions, where W-LWDF is once again slightly less fair.

In the next section we would like to find the fairness bounds of M-LWDF and WF-LWDF, using the throughput simulation results of section 3.6.1. To compare these with the fairness measurements of this section, the values in Fig. 4.7 have to be normalized by 1000.
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Figure 4.4: Fairness of SM-LWDF scheduler

Figure 4.5: Fairness of W-LWDF scheduler
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Figure 4.6: Fairness of EDF scheduler

Fairness of EDF scheduler with Load=80%

Figure 4.7: Fairness bound comparison of various schedulers
4.3 Fairness analysis

The fairness bounds of many schedulers were found and published by Stiliadis in papers such as [20], [24], and [58]. All the schedulers studied in this paper belong to the GPS family of schedulers. We have not come across any literature that attempts to find fairness bounds for LWDF-based schedulers, like M-LWDF.

In this section we would therefore like to attempt to find fairness bounds of the M-LWDF and WF-LWDF schedulers, using the throughput simulation results presented in section 3.6.1. It is important to realize that this work has not been published before and that the technique we used to find this bound has not been implemented before in any other paper we have come across, to find a fairness bound. Finding a fairness bound, especially a tight one, is of great benefit to the network designer, since he or she can compare the various bounds to decide which scheduler to implement, while being guaranteed that these bounds will not be exceeded.

In general, two types of bounds exist, deterministic and stochastic. A deterministic bound states that a measured value $x$ will never be larger than some constant $y$, which can be
written as

$$\Pr(x > y) = 0.$$  \hspace{1cm} (4.14)

The problem with a bound like this is that under no circumstances may this constant be exceeded. These bounds can therefore be much larger than the average value, even if the bound is tight. In some cases, deterministic bounds might not even exist. For both these reasons it is often better to find a stochastic bound instead. A stochastic bound states that the probability of a measured value \( x \) ever being equal to or exceeding some constant \( y \), will definitely be smaller than some value \( \delta \), which mathematically becomes

$$\Pr(x \geq y) < \delta.$$  \hspace{1cm} (4.15)

A range of different bounds exist, with varying tightness. One of the tightest bounds is the Chernoff bound, which we chose. To find the fairness bounds of M-LWDF and WF-LWDF we used the throughput simulation results from the previous chapter, which summarize the output characteristics of these two schedulers. We decided to perform the necessary normalization on the throughput curves, before analyzing them further. The resultant curves of the various data groups of M-LWDF and WF-LWDF can be seen in Figs. 4.9, 4.10, 4.11, and in Figs. 4.12, 4.13, 4.14, respectively. In order to find a Chernoff bound, the moment generating function of a distribution needs to be found. The problem with the available data was that it consisted of hundreds of measurement results. To find a moment generating function, a distribution therefore had to be found that would fit on top of the curve created by the simulation results. To fit a curve onto such a distribution of data points, it is useful to find the mean and the variance of the distribution. These are relatively easy to find, using the equations

$$\text{Mean}(x) = \bar{x} = \frac{1}{n} \sum_{i=1}^{k} f_i x_i,$$  \hspace{1cm} (4.16)

where \( x_i \) is the midpoint of the \( i \)th class interval, \( f_i \) is the frequency of the \( i \)th class interval, \( k \) is the number of class intervals, and \( n = \text{number of observations} = \sum_{i=1}^{k} f_i \).

$$\text{Sample variance}(x) = s^2 = \frac{1}{n-1} \sum_{i=1}^{k} f_i (x_i - \bar{x})^2.$$  \hspace{1cm} (4.17)
Once these were found, attempts were then made to fit Gaussian, Poisson, Gamma, Erlang-
k, Chi-square, and Beta distributions onto the curves, using the acquired mean and variance values in each case. In Figs. 4.9 to 4.14 it can be clearly seen that the Gamma distribution fits neatly on top of the simulation results. This was by far the best fit, compared to attempts using the other distributions. The probability density function of a Gamma curve is given by

$$f(x) = \frac{1}{\Gamma(\alpha)\beta^\alpha}x^{\alpha-1}e^{-x/\beta}, \quad (4.18)$$

where $\alpha, \beta > 0$ are the two parameters that determine the Gamma distribution. They are related to the mean and the variance as follows

$$\text{Mean } E[X] = \alpha \beta, \quad (4.19)$$
$$\text{Variance } E\{X - E[X]\}^2 = \alpha \beta^2. \quad (4.20)$$

The moment generating function for a Gamma distribution is

$$M_X(t) = \left(\frac{1/\beta_1}{1/\beta_1 - t}\right)^{a_1} \left(\frac{1/\beta_2}{1/\beta_2 - t}\right)^{a_2}, \quad (4.21)$$

where $t > 0$ and $n$ represents the number of random distributions that are considered. In our case we always only consider two distributions at any time, with the result that $n = 2$.

From this we can define the "semi-invariant" generating function

$$\gamma_X(t) = \log[M_X(t)]. \quad (4.22)$$

For the Gamma distribution this turns out to be

$$\gamma_X(t) = \log \left[\left(\frac{1/\beta_1}{1/\beta_1 - t}\right)^{a_1} \left(\frac{1/\beta_2}{1/\beta_2 - t}\right)^{a_2}\right] = \log[f(t)g(t)]. \quad (4.23)$$

The first order derivative of this function is

$$\gamma_X^{(1)}(t) = \frac{1}{f(t)g(t)} \times [f(t)g(t)]', \quad (4.24)$$

where

$$f'(t) = \frac{d}{dt} \left\{ \left[\frac{1/\beta_1}{1/\beta_1 - t}\right]^{a_1} \right\} = \alpha_1 \left[\frac{1/\beta_1}{1/\beta_1 - t}\right]^{a_1-1} \left[\frac{1/\beta_1}{(1/\beta_1 - t)^2}\right]$$
$$= \frac{\alpha_1}{1/\beta_1 - t} \left[\frac{1/\beta_1}{1/\beta_1 - t}\right]^{a_1}. \quad (4.25)$$
The result of this calculation gives us $y$

$$y = n \cdot \gamma_X^{(1)}(t) = n \cdot \frac{\alpha_2}{1/\beta_2 - t} \left[ \frac{1/\beta_1}{1/\beta_1 - t} \right]^{\alpha_1} \left[ \frac{1/\beta_2}{1/\beta_2 - t} \right]^{\alpha_2} + \frac{\alpha_1}{1/\beta_1 - t} \left[ \frac{1/\beta_1}{1/\beta_1 - t} \right]^{\alpha_1} \left[ \frac{1/\beta_2}{1/\beta_2 - t} \right]^{\alpha_2}$$

$$= n \left[ \frac{\alpha_1}{1/\beta_1 - t} + \frac{\alpha_2}{1/\beta_2 - t} \right]. \quad (4.26)$$

Rearranging, we get

$$y = \frac{n\alpha_1(1/\beta_2 - t) + n\alpha_2(1/\beta_1 - t)}{(1/\beta_1 - t)(1/\beta_2 - t)}. \quad (4.27)$$

Now, the Chernoff bound is given by

$$P[Y \geq y] < e^{n\gamma_X(t) - ty} = \delta. \quad (4.28)$$

Rearranging this, we get

$$y = \frac{1}{t} n\gamma_X(t) - \frac{1}{t} \log \delta = \frac{1}{t} n \log \left[ \left( \frac{1/\beta_1}{1/\beta_1 - t} \right)^{\alpha_1} \left( \frac{1/\beta_2}{1/\beta_2 - t} \right)^{\alpha_2} \right] - \frac{1}{t} \log \delta. \quad (4.29)$$

(4.27) and (4.29) can now be solved simultaneously to give a solution for $y$, for a specific $\delta$. The results can be seen in Table 4.2, which were calculated using MATLAB.

**Table 4.2: Resulting bounds for various group combinations.**

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>M-LWDF</th>
<th>WF-LWDF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Groups 1,2</td>
<td>Groups 1,3</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>-6.597881</td>
<td>-9.226422</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>-23.056544</td>
<td>-34.072929</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>-35.551307</td>
<td>-50.928027</td>
</tr>
</tbody>
</table>

In each case the worst bound is chosen from each of the three group combinations. This represents the bound for that scheduler, which can be found in Table 4.3.

These results clearly show that WF-LWDF is a much fairer scheduler than M-LWDF. Note, as explained earlier in this chapter, only the absolute values of the two schedulers should be compared, since negative fairness values are meaningless. If one compares the analytical
Table 4.3: Resulting bounds for specific $\delta$ values.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>M-LWDF</th>
<th>WF-LWDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td>-9.226422</td>
<td>9.081810</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>-20.335167</td>
<td>11.767444</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>-34.072929</td>
<td>13.514805</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>-50.928027</td>
<td>14.809432</td>
</tr>
</tbody>
</table>

bounds with the simulation results in section 4.2, one has to divide the simulation results by 1000, as explained before. The Chernoff bound for a violation probability of $10^{-3}$ for M-LWDF is approximately 4.2 times larger than the corresponding simulation result. For WF-LWDF the Chernoff bound is 13 times larger than the simulation result predicts for a violation probability of $10^{-3}$. In both cases the Chernoff bounds are therefore relatively tight.

Figure 4.9: Gamma curve fitted onto Group1 data of M-LWDF scheduler
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Figure 4.10: Gamma curve fitted onto Group2 data of M-LWDF scheduler

Figure 4.11: Gamma curve fitted onto Group3 data of M-LWDF scheduler
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Figure 4.12: Gamma curve fitted onto Group1 data of WF-LWDF scheduler

Figure 4.13: Gamma curve fitted onto Group2 data of WF-LWDF scheduler
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4.4 Summary of results

The aim of this chapter was to compare the fairness of various schedulers, as an indication of how well they are able to adhere to their QoS guarantees. Of particular importance was the comparison of the fairness of M-LWDF and WF-LWDF, since WF-LWDF was proposed as an improvement of M-LWDF. The following are the simulation results obtained:

- For both the maximum fairness measure and the average fairness measure, LWDF was the fairest scheduler.

- Despite EDF's unexpected throughput distributions, it turned out to be the second fairest scheduler. The reason for this was attributed to the small variance of the EDF distributions, due to very precise power distribution.

- After LWDF and EDF, WF-LWDF turned out to be the fairest scheduler, which was a fortunate result, since WF-LWDF was meant to be an improvement of the existent M-LWDF algorithm.
• M-LWDF, SM-LWDF, and W-LWDF followed, proving together with the WF-LWDF results, that channel-awareness decreases the fairness of a scheduler.

A fairness analysis of M-LWDF and WF-LWDF, using the throughput results, resulted in the following points:

• The stochastic bounds calculated, inform a network operator that the probability of the fairness of M-LWDF and WF-LWDF exceeding a value $y$, will definitely be less than some constant $\delta$. This makes this analytical approach of great value to a network operator.

• The Chernoff bound of the fairness of WF-LWDF is 58% that of M-LWDF for $\delta_i = 10^{-6}$, which gets even larger as $\delta_i$ decreases. For $\delta_i = 10^{-12}$, for example, the fairness of WF-LWDF is only 29% that of M-LWDF. This means that WF-LWDF is fairer than M-LWDF.
Chapter 5

Analytical Delay Results

5.1 Introduction

Research relies on three techniques for the evaluation of new protocols. The first method is an implementation. This is usually done last, since it is expensive and usually also takes more time to implement than software implementations. A much cheaper method is a computer simulation. The accuracy of simulations is based on the accuracy of the underlying models used. Simulations are inexpensive, easily implementable, and quickly changeable. They are usually employed to get a rough estimate of the performance of an algorithm.

Finally, the third evaluation technique is a mathematical analysis, which usually tries to find bounds on the behaviour of an algorithm. The analytical approach is therefore concerned with the extreme behaviour of the protocol of interest.

In the world of scheduling a large amount of literature has been published, which attempts to determine bounds on the behaviour of many different schedulers. Some of the metrics, which have been analyzed are the stability of the scheduler, its fairness, and the delay that packets experience, either at a particular node or end-to-end. The first metric of concern is the worst-case end-to-end delay bound of a scheduler. In this chapter we would like to look at some delay analyses that have been published and compare the resulting bounds.
In the case of each scheduler only a brief overview of the system model and the resulting bound with an explanation of the meaning of the variables will be mentioned. The entire derivation of the results will not be reproduced, since many of the derivations span several pages. The reader might notice that most of the schedulers that were modelled in the previous two chapters are not mentioned in this chapter. The reason for this is that schedulers like M-LWDF and WF-LWDF are very complicated to analyze and we have not come across any analysis, which attempts to bound the end-to-end delay of these schedulers. This might be a good topic for future research.

5.2 Delay Analysis

5.2.1 System Model

In order to compare the various analytical results, we need to develop a common system model. Every published analysis unfortunately uses its own variable and constant symbols to represent the various components and processes of a network that need to be considered, when determining the worst-case end-to-end delay that packets experience. This was the first problem that needed to be addressed. The variables and constants had to be standardized to one set of symbols. The resulting set can be found in Table 5.1. Using this set, the various delay bounds can thus be translated.

5.2.2 First Come First Serve

To be able to understand and improve networks, they need to be mathematically modelled and analyzed. This can be very complicated and attempts have been made to develop a networking calculus, which can be used to find the bounds and limitations of a network.
### Table 5.1: System Model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>no of sessions</td>
</tr>
<tr>
<td>$K$</td>
<td>no of nodes</td>
</tr>
<tr>
<td>$L$</td>
<td>average packet length of all sessions</td>
</tr>
<tr>
<td>$L_{\text{max}}$</td>
<td>maximum packet length of all sessions</td>
</tr>
<tr>
<td>$L_v$</td>
<td>average packet length of session $v$</td>
</tr>
<tr>
<td>$L_v^{\text{max}}$</td>
<td>max packet length of session $v$</td>
</tr>
<tr>
<td>$\text{Load}$</td>
<td>network load</td>
</tr>
<tr>
<td>$C$</td>
<td>server capacity</td>
</tr>
<tr>
<td>$R$</td>
<td>serving rate</td>
</tr>
<tr>
<td>$\rho$</td>
<td>average arrival rate of all sessions</td>
</tr>
<tr>
<td>$\rho_{\text{norm}}$</td>
<td>normalized arrival rate of all sessions</td>
</tr>
<tr>
<td>$\rho_v$</td>
<td>average arrival rate of session $v$</td>
</tr>
<tr>
<td>$\rho_v^{\text{norm}}$</td>
<td>normalized arrival rate of session $v$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>burstiness parameter of all sessions</td>
</tr>
<tr>
<td>$\sigma_{\text{norm}}$</td>
<td>normalized burstiness parameter of all sessions</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>burstiness parameter of session $v$</td>
</tr>
<tr>
<td>$\sigma_v^{\text{norm}}$</td>
<td>normalized burstiness bound of session $v$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>constant, TS-EDF requires $\nu &gt; 0$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>GPS weight of all sessions</td>
</tr>
<tr>
<td>$\phi_v$</td>
<td>GPS weight of session $v$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>propagation delay</td>
</tr>
<tr>
<td>$F$</td>
<td>frame size for Round Robin servers</td>
</tr>
<tr>
<td>$L_c$</td>
<td>fixed cell length for Round Robin servers</td>
</tr>
</tbody>
</table>
One of the first attempts was [27] and its sequel [28], which obtain deterministic bounds on delay and buffering requirements in a packet switched network under a fixed routing strategy. In the first paper [27] a single node network element is analyzed. In particular a First Come First Serve (FCFS) multiplexer is analyzed, which, for the sake of simplicity, has only two inputs. A FCFS multiplexer is the simplest scheduling design. As its name implies, at each node the arriving packets are queued in the order that they arrived. The packets are therefore all given the same priority, with the result that a FCFS multiplexer cannot guarantee any form of Quality-of-Service.

Reference [27] starts off introducing a FCFS multiplexer that has two inputs, the first having a maximum arrival rate $C_1$, the second $C_2$. The output link has a maximum transmission rate $C_{out}$. The maximum packet size is assumed to be $L_{max}$. In this paper the traffic is considered to be leaky bucket shaped. If $R$ is the rate function of a traffic stream flowing on a given link, then over a time period from $t_1$ to $t_2$ it must therefore conform to

$$\int_{t_1}^{t_2} R \leq \sigma + \rho(t_2 - t_1). \quad (5.1)$$

The result of the analysis is that the delay of any data bit entering an FCFS multiplexer from stream 1 is upper bounded by

$$D_{FCFSMUX,1} = \frac{1}{C_{out}} \max_{u \geq 0} \left[ b_1(u) + b_2(u + \frac{L_{max}}{C_2}) - C_{out} \cdot u \right]. \quad (5.2)$$

where $u = t_2 - t_1$. $W_\rho(R)(t)$ is the argument of the maximum backlog of a queue

$$W_\rho(R)(t) = \max_{t_1 \leq t_2} \left[ \int_{t_1}^{t_2} R - \rho(t_2 - t_2) \ dt \right]. \quad (5.3)$$

For the full derivation of this result, please see the original document [27].

We are actually interested in the result for a multi-stage network, since we would like to study the affect of multiple nodes on the end-to-end delay that packets experience. Reference [28] considers networks with $N = 2^n$ inputs and $N$ outputs, which use 2x2 switching nodes. In other words, each node has 2 inputs and two destination nodes. A total of $K$ stages are assumed to exist. $V$ sessions are assumed to be set up. Packets are
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not allowed to be longer than \( L_{\text{max}} \) bits, where

\[
L_{\text{max}} \leq \frac{\sigma_{\text{norm}}}{1 - \rho_{\text{norm}}}.
\]  

(5.4)

\( V \) are the maximum number of sessions that are allowed to enter a given input link of a switch and exit a given output link of the switch. The delay of any packet through a switch in stage \( v \) has been derived in [28] to be not more than

\[
D_v = V (V \rho_{\text{norm}})^{-v} [\rho_{\text{norm}} L_{\text{max}} (V \rho_{\text{norm}}) + \sigma_{\text{norm}}].
\]  

(5.5)

Once translated into our set of symbols, the total delay of each session has then been shown in [28] to be

\[
D = \sum_{s=1}^{H} D_s = [L_{\text{max}} (V \rho_{\text{norm}}) + \frac{\sigma_{\text{norm}}}{\rho_{\text{norm}}}] [(1 - V \rho_{\text{norm}})^{-K} - 1].
\]  

(5.6)

5.2.3 EDF

TS-EDF

In [40] the first distributed deterministic scheduling protocol is presented that has a polynomial delay bound for the temporary sessions model. In a permanent sessions model, there are a fixed number of sessions in the network, each of which travels along a fixed path through the network. In a temporary sessions model, or adversarial queueing model, as it is also known, an adversary is allowed to change the path on which it is injecting packets.

In the analysis of FCFS in [28] an exponential bound was given, which we evaluate in section 5.3.1 and turns out to have an incredibly large bound for large network loads and a large number of nodes. What makes Andrews' analysis of EDF special, is that it predicts polynomial delay bounds. Even-though they might still be much bigger than the real end-to-end delay that packets might experience, the function will at least not grow as fast as it would if it were exponential.
In [40] a network of $V$ servers is considered. $\sigma_{\text{norm}}$ is the network burst parameter and $1 - \rho_{\text{norm}}$ is the network load parameter such that for all servers $v$, the total number of packets, across all sessions that are injected into the network during a time interval of length $W$ and that have server $v$ on their path is bounded by $(\rho_{\text{norm}})\sigma_{\text{norm}}$. $K$ denotes the maximum session path length. Now, time is divided into blocks of length $M$, where each block represents the end-to-end delay bound. Reference [40] shows for any $\nu \geq 0$ it is possible to choose the systems operating parameters such that

$$M = O\left(\left(\frac{KV\sigma_{\text{norm}}}{(1 - \text{Load})^4}\right)^{(1+\nu)}\right). \quad (5.7)$$

To clarify the $O$ notation, we refer to [78], which contains the following definition:

**Definition** Let $f(x)$ and $g(x)$ be positive for $x$ sufficiently large. Then $f$ is of at most the order of $g$ as $x \to \infty$, if there is a positive integer $M$ for which

$$\frac{f(x)}{g(x)} \leq M,$$

for $x$ sufficiently large. We indicate this by writing $f = O(g)$.

In other words, what this definition is saying, is that (5.7) is the end-to-end delay bound of TS-EDF.

**PS-EDF**

Reference [40] continues to introduce the same protocol, but this time for permanent sessions. A deadline for each packet is defined for each server on the packet’s path. Each server always gives priority to the packet with the smallest deadline.

In the PS-EDF network, let each session $i$ have a burst size $\sigma_{\text{norm}}$, an injection rate $\rho_{\text{norm}}$ and a path length $K$. The maximum load is given by $\text{Load}$, which is equal to the sum of the injection rates. In the initial server $v_0$, let $S_{v_0}$ be the set of sessions that have $v_0$ as their initial server and pass through server $v$. 
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Reference [40] concludes with the following expression, which has been translated into our standard set of symbols

\[ O\left( \frac{\sigma^\text{norm} + 1/(1 - \text{Load}) + \frac{KV}{(1 - \text{Load})^3} \log\left(\frac{V}{\rho^\text{norm}}\right)}{\rho^\text{norm}} \right), \]

(5.9) represents the bound of the PS-EDF scheduler in the system model outlined.

5.2.4 GPS

The original Generalized Processor Sharing (GPS) paper is [5], in which Parekh and Gallager analytically compare GPS and its packetized version PGPS for the single node case. Let \( t_k \) be the time that packet \( p_k \) departs under PGPS and \( u_k \) be the time that \( p_k \) departs under GPS. If \( L_{\text{max}} \) is the maximum packet length and \( R \) is the rate of the server, then

\[ t_k \leq u_k + \frac{L_{\text{max}}}{R}. \]

(5.10)

The overall result of this analysis is that, for all packets \( p \), the departure time difference in a PGPS and GPS server can never exceed \( \frac{L_{\text{max}}}{R} \), or symbolically

\[ \hat{t}_p - t_p \leq \frac{L_{\text{max}}}{R}, \]

(5.11)

where \( \hat{t}_p \) represents the time at which packet \( p \) departs under PGPS and \( t_p \) represents the time at which packet \( p \) departs under GPS.

In reference [45] the analysis is extended to the multiple node case. Parekh and Gallager start off by introducing the network model, which is a directed graph in which nodes represent switches, and arcs represent links. \( P_i \) represents the route taken by session \( i \), a path in the graph. \( P(i, k) \) is the \( k \)th node in \( P(i) \) and \( K_i \) the maximum number of nodes in \( P_i \). The rate of server \( m \) is \( R \).

\( A_i(\tau, t) \) is a measure of the amount of session \( i \) traffic that enters the network in the interval \([\tau, t]\). \( S_i^{(k)}(\tau, t), k = 1, \ldots, K_i \) represents the amount of session \( i \) traffic served by node \( P(i, k) \) in the interval \([\tau, t]\). The amount of traffic leaving the network is therefore given by \( S_i^{(K_i)} \). In order to simplify the analysis of the network, the service function is
characterized by leaky bucket parameters $\sigma_i$ and $\rho_i$, which as usual represent the burst size and the average guaranteed rate, respectively. The result is that

$$g_i^{(k)}(\tau, t) \leq \sigma_i + \rho_i(t - \tau), \forall t \geq \tau \geq 0.$$ (5.12)

Using the leaky bucket constraint, Parekh and Gallager continue with the analysis of GPS. The maximum delay for session $i$ is defined as

$$D_i = \max_{(A_1, \ldots, A_N)} \max_{\tau \geq 0} D_i(\tau),$$ (5.13)

and the maximum backlog for session $i$ is defined as

$$Q_i = \max_{(A_1, \ldots, A_N)} \max_{\tau \geq 0} Q_i(\tau).$$ (5.14)

The surprising result is that for locally stable sessions, the maximum backlog and maximum delay are always bounded by

$$Q_i \leq \sigma_i,$$ (5.15)

$$D_i \leq \frac{\sigma_i}{g_i},$$ (5.16)

where $g_i$ is the minimum session $i$ clearing rate, given by

$$g_i = \min_{m \in P(i)} g_i^m.$$ (5.17)

g_i^m in turn is the minimum guaranteed service rate and is given by

$$g_i^m = \frac{\phi_i^m R}{\sum_j \phi_j^m}.$$ (5.18)

where $R$ is the rate of the link represented by node $m$, whereas $\phi_i^m$ is the weighting factor of node $m$ for session $i$.

Parekh and Gallager continue with the analysis of stable systems with known internal burstiness, in which the derivation of the session $i$ universal service curve is developed. The universal service curve is a graphical representation of the arrival and serving statistics, which can be used to determine the largest backlog and delay. A result of this analysis is that for non-cut-through GPS, the backlog and delay bounds become

$$Q_i \leq \max_{\tau \geq 0} \{ \dot{A}_i(0, \tau) - G_i^K(\tau) \} + KL_i^{\text{max}},$$ (5.19)

$$D_i \leq \max_{\tau \geq 0} \{ \min \{ t : G_i(t) = A_i(0, \tau) + (K - 1)L_i^{\text{max}} - \tau \} \},$$ (5.20)
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where the curve $G^K_i(t)$ is a continuous curve constructed from the elements of $E^K_i$, which is a collection of all the pairs $(s^m_j, d^m_j)$ for $m = 1, 2, \ldots, k - 1)$, which can be mathematically represented by

$$E^K_i \bigcup_{m=1}^{k} \bigcup_{j=1}^{n_m} \{(s^m_j, d^m_j)\}. \quad (5.21)$$

Analytically $G^K_i(t)$ has been determined to be

$$G^K_i(t) = \begin{cases} \hat{S}^1_i(0, t), & \text{for } k = 1 \\ \min_{\tau \in [0, t]} \{G^{k-1}_i(\tau) + \hat{S}^k_i(0, t - \tau)\}, & \text{for } k \geq 2. \end{cases} \quad (5.22)$$

For more information on the graphing techniques, please see [45].

For non-preemptive service GPS, which is the packetized version known as PGPS, the worst case delay bound becomes

$$D_i^{PGPS} \leq \max_{\tau \leq 0} \{\min\{t : G^K_i(t) = A_i(0, \tau) + (K - 1)L_{i}^{\max} - \tau\} + \sum_{m=1}^{K} \frac{L_{i}^{\max}}{r_i} \}, \quad (5.23)$$

which once again is in terms of the $G^K_i(t)$ function, which has to be determined for each specific service type, using linear methods.

An example given in [45], where this problem has been solved is the Rate Proportional Processor Sharing Network. As mentioned before, a GPS scheduler evaluates the share of the total available bandwidth, using the following equation

$$g^m_i = \frac{\phi^m_i}{\sum_{j=1}^{N} \phi^m_j} R. \quad (5.24)$$

Now, the $\phi^m_i$ are weighting factors. A GPS server is known as a Rate Proportional Processor Sharing (RPPS) Network, if $\phi^m_i = \rho$ for every session $i$ and $m \in P(i)$. According to [45], after translating the symbols into our model, the delay bound for such a network would become

$$D_{RPPS} \leq \frac{\sigma_i + 2(K - 1)L_{i}^{\max}}{\rho_i} + K \cdot \frac{L_{i}^{\max}}{R}. \quad (5.25)$$

5.2.5 Fair queueing algorithms

GPS servers not only have the lowest end-to-end delay deadline, but are also perfectly fair. The problem is how to implement the idealized GPS in a real network. The first
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attempt analyzed by Parekh and Gallager was the packetized version PGPS, as discussed in the previous section. This made it possible to approximate GPS as closely as possible in a real packet network. The problem with this algorithm was that during the bandwidth allocation process, the PGPS server would run a virtual GPS server in the background as a reference system, with the result that the server has to run two scheduling algorithms, the reference system and the multiplexer itself. This requires too much processing overhead.

A solution to the problem was VirtualClock, first proposed by Zhang [79], which ran a reference timer in the background, instead of a whole virtual GPS scheduling algorithm. The timer could then be used to estimate the service share was meant to receive. The analysis of Stiliadis in [20] is one of the examples that proves that the resulting end-to-end delay bounds are identical to PGPS. But Stiliadis continues to explain that one of the problems with VirtualClock is that it is intrinsically unfair, since a backlogged session can be starved for an arbitrary period of time as a result of excess bandwidth it received from the server when other sessions were idle.

A better implementation, which has a bigger delay bound but is fairer, is Self-Clocked Fair Queueing, first proposed by Golestani [77]. In [54], Golestani analyzes this algorithm. This analysis is based on Parekh and Gallager's analysis of GPS schedulers in [5] and [45]. Golestani's approach is firstly to build on Cruz's network analysis in [27] and [28].

The main concept of importance in the rest of the paper is the potential backlog of a session. Let $W_v(t)$ be the total number of bits from session $v$ transmitted up to time $t$. If $A_v(t_1, t_2)$ is the arriving traffic of session $v$ with a leaky-bucket characterization of $(\sigma_v, \rho_v)$ then $a_v(t)$ is the corresponding permit function, so that

\begin{align}
0 &\leq a_v(t) \leq \sigma_v, \text{ for all } t, \\
A_v(t_1, t_2) &\leq \rho_v(t_2 - t_1) - a_v(t_1, t_2), \text{ for all } t_1 \text{ and } t_2, t_1 < t_2.
\end{align}

Using this definition of $a_v(t)$ the potential backlog of session $v$ at time $t$ is defined as

\begin{align}
w_v(t) &\equiv a_v(t) + Q_v(t),
\end{align}

where $Q_v(t)$ is the backlog of session $v$ at time $t$, including the residue of partially trans-
mitted packets

\[ Q_v(t) = A_v(t) - W_v(t). \] (5.29)

Golestani continues with an introduction of a class of fair queueing algorithms, which he analyzes graphically along the same lines as in [45]. With the results of this analysis he was able to find the bounded backlog \( Q_v^{\text{max}} \) and end-to-end delay \( D_v^{\text{max}} \) of the traffic of session \( v \) travelling through \( K \) links to be

\[ Q_v^{\text{max}} \leq \sigma_v + \rho_v \cdot \sum_{l=1}^{K} d_v^l \] (5.30)

\[ D_v^{\text{max}} \leq \frac{\sigma_v}{r_v} + \sum_{l=1}^{K} d_v^l, \] (5.31)

where

\[ d_v^l = \frac{\Gamma_v}{r_v^l}. \] (5.32)

In this analysis the sessions are assumed to be locally stable. As Golestani mentions, a session \( v \) is locally stable in the network \( N \), if it is locally stable at each link along its route, in other words

\[ r_v^l = \phi_v^l R > \rho_v, \] (5.33)

for each link \( l \) traversed by \( v \), where \( r_v^l \) is the service rate of server \( v \) on link \( l \). This is used to define the minimum expected rate of session \( v \) as

\[ r_v = \min r_v^l, \] (5.34)

which is the bottleneck along server \( v \)'s path. This should therefore be its fair share of service.

The terms \( d_v^l \) each correspond to one link of the route of session \( v \). The term \( \Gamma_v \) is defined to be

\[ \Gamma_v = \Delta_v + \gamma_v, \] (5.35)

where

\[ \gamma_v = \begin{cases} L_v^{\text{max}} & \text{in general,} \\ \phi_v^l \cdot L_v^{\text{max}} & \text{if} S \text{ is based on the SCFQ scheme.} \end{cases} \] (5.36)
\( \Delta_v \) represents the maximum possible increase that the service lag of a session \( v \) can undergo, beginning with a time at which \( v \) becomes backlogged, which in general turns out to be

\[
\Delta_v \equiv \phi_v (\delta_v^{\text{max}} - \delta_v^{\text{(init)}min}), \quad v \in V.
\]  

(5.37)

For SCFQ, Golestani showed in [77] that, for our system model,

\[
\Delta_v = (1 - \phi)L_{\text{max}} + \phi_v \sum_{j \in K, j \neq k} L_j^{\text{max}}.
\]

(5.38)

It is important to realize that in this equation the session service shares have to be normalized in such a way to add up to less than or equal to one, in other words

\[
\sum \phi \leq 1.
\]

(5.39)

If we substitute the various expressions for SCFQ, the following bound for the end-to-end delay of the server results

\[
D_k^{\text{max}} \leq \frac{\sigma_v}{\min_i(\phi_i^v R)} + \sum_{l=1}^{K} \frac{(1 - \phi_v^l) L_{\text{max}}^l + \phi_v^l \sum_{j \in K, j \neq k} L_j^{\text{max}} + \phi_v^l L_v^{\text{max}}}{\phi_v^l R}
\]

(5.40)

5.2.6 Guaranteed Rate Scheduling

Modern heterogeneous networks carry a wide range of different data types, ranging from real time services like streaming audio and video to data services like FTP and e-mail. Furthermore, every switch or router inside a network might have a different scheduling algorithm. The problem is that most techniques used to determine the end-to-end delay consider only a specific traffic specification and scheduling algorithm, which is therefore not really suitable for a real network. To combat this [60] defined a class of scheduling algorithms known as the Guaranteed Rate scheduling algorithms, examples of which are VirtualClock, Packet-by-packet GPS, and Self-Clocked Fair Queueing.

The defining characteristic of a Guaranteed Rate scheduling algorithm is the delay deadline that these algorithms can guarantee. The delay guarantees are based on guaranteed rate clock values, which is the same concept as the virtual clock idea employed in the
VirtualClock algorithm and the Self-Clocked Fair Queueing algorithm. If $L_j^j$ is the length of the $j$th packet of flow $f$, $GRC^i(p_j^j)$ is the guaranteed rate clock value and $A^i(p_j^j)$ the arrival time of packet $p_j^j$ at server $i$, then

$$GRC^i(p_j^0) = 0$$  \hspace{1cm} (5.41)

$$GRC^i(p_j^j) = \max\{A^i(p_j^j), GRC^i(p_j^{j-1})\} + \frac{L_j^j}{R}, j \geq 1.$$ \hspace{1cm} (5.42)

To check whether a scheduler belongs to the class of GR scheduling algorithms, the following definition can be used:

**Definition** A scheduling algorithm at server $i$ belongs to class GR for flow $f$ if it guarantees that packet $p_j^j$ will be transmitted by $GRC^i(p_j^j) + \beta^i$, where $\beta^i$ is a constant which depends on the scheduling algorithm and the server.

Goyal, Lam, and Vin proved that VirtualClock, PGPS, and SCFQ all satisfy this condition. For VirtualClock, for example, the virtual clock value for packet $p_j^j$ of flow $f$ at server $i$ is denoted by $VC^i(p_j^j)$, which was computed in reference [60] to be

$$VC^i(p_j^0) = 0$$  \hspace{1cm} (5.43)

$$VC^i(p_j^j) = \max\{A^i(p_j^j), VC^i(p_j^{j-1})\} + \frac{L_j^j}{R}, j \geq 1.$$ \hspace{1cm} (5.44)

Using this, a delay guarantee can be found. Let the active flows at server $i$ at time $t$ be denoted by $a^i(t)$. Server $i$ has a capacity of $C^i$ and exceeds its capacity if $\sum_{n \in a^i(t)} R_n > C^i$. If $L_j^\text{max}$ is the maximum length of the packet served by server $i$ and $L_{VC}^i(p_j^j)$ is the time at which the transmission of packet $p_j^j$ is completed, then

$$L_{VC}^i(p_j^j) \leq VC^i(p_j^j) + \frac{L_j^\text{max}}{C^i},$$ \hspace{1cm} (5.45)

where flow $f$ is assigned rate $R$. Note that this fits the definition of a GR server, where $\beta^i = \frac{L_j^\text{max}}{C^i}$.

Reference [60] repeated the same process for PGPS. The delay guarantee turns out to be

$$L_{PGPS}^i(p_j^j) \leq GRC^i(p_j^j) + \frac{L_j^\text{max}}{C^i}, j \geq 1.$$ \hspace{1cm} (5.46)
Table 5.2: \( \beta \)-values of GR servers

<table>
<thead>
<tr>
<th>Server</th>
<th>( \beta^i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>VirtualClock</td>
<td>( \frac{L_{\text{max}}}{C^i} )</td>
</tr>
<tr>
<td>PGPS</td>
<td>( \frac{L_{\text{max}}}{C^i} )</td>
</tr>
<tr>
<td>SCFQ</td>
<td>( \sum_{m \in c^i \land m \neq f} \frac{L_{\text{max}}}{C^i} )</td>
</tr>
</tbody>
</table>

This also corresponds to the definition of a GR server with \( \beta^i = \frac{L_{\text{max}}}{C^i} \).

For SCFQ, the analysis in [60] is more in depth and the departure time of packet \( p_j^i \), the \( j \)-th packet of flow \( f \), turns out to be

\[
L_{SCFQ}^i(p_j^i) \leq GRC^i(p_j^i) + \sum_{m \in c^i \land m \neq f} \frac{L_{\text{max}}}{C^i}, \tag{5.47}
\]

where \( c^i \) is the set of flows serviced by server \( i \) employing SCFQ. The result is that in GR's definition, \( \beta^i = \sum_{m \in c^i \land m \neq f} \frac{L_{\text{max}}}{C^i} \). Note that here the ratio \( \frac{L_{\text{max}}}{C^i} \) is summed for all flows \( m \) that employ SCFQ, except for flow \( f \). The \( \beta^i \) values for the three schedulers have been neatly summarized in Table 5.2.

Having found the delay guarantees for each scheduler, [60] continues finding the end-to-end delay bound. The first approach would be to find the summation of the maximum delay at each server along the path from the source to the destination. But as mentioned in [45], [54], and [60], this gives bounds which are too loose. Instead the network has to be analyzed as a whole to determine end-to-end delays.

The result of the analysis is that if the scheduling algorithm at each of the servers on the path belongs to GR for flow \( f \), then the end-to-end delay of packet \( p_j^i \) is given by

\[
a_j^i \leq GRC^i(p_j^i) - A^i(p_j^i) + (K - 1) \max_{n \in [1 \ldots J]} \frac{I_n}{R} + \sum_{n=1}^{n=K} \alpha^n, \tag{5.48}
\]

where \( \alpha^n = \beta^n + \tau^{n,n+1} \) and \( K \) is the number of servers on the path of the flow. \( \tau^{n,n+1} \) is the propagation delay between servers \( n \) and \( n+1 \).

The problem with (5.48) is that the arrival statistics \( A^i(p_j^i) \) are not known. To find this the source traffic has to be specified. The first example is leaky bucket traffic. The result
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is that if flow $f$ conforms to a Leaky Bucket with parameters $(\sigma_f, \rho_f)$ and the scheduling algorithm at each of the servers on the path of a flow belongs to GR for the flow, then

$$D_f^i \leq \frac{\sigma_f + (K - 1) L_{\text{max}}}{\rho_f} + \sum_{n=1}^{K} \alpha^n,$$  \hspace{1cm} (5.49)

where again $\alpha^n = \beta^n + \tau^{n,n+1}$ and $K$ is the number of servers on the path of the flow.

A second example is an Exponentially Bounded Burstiness (EBB) process. A flow $f$ conforms to an EBB process with parameters $(R_f, \Delta_f, \gamma_f)$, if

$$\Pr(A_P^f(t_1, t_2) \geq R_f(t_2 - t_1) + x) \leq \Lambda f e^{-\gamma_f x}, x \geq 0, t_1 \leq t_2.$$  \hspace{1cm} (5.50)

The result is that, if flow $f$ conforms to EBB with parameters $(R_f, \Delta_f, \gamma_f)$ and the scheduling algorithm at each of the servers on the path of a flow belong to GR, then

$$\Pr\left(d_f^i \geq x + (K - 1) \frac{L_{\text{max}}}{R_f} + \sum_{n=1}^{K} \alpha^n\right) \leq \Lambda f e^{-\gamma_f x}, x \geq 0,$$  \hspace{1cm} (5.51)

with $\alpha^n = \beta^n + \tau^{n,n+1}$ and $K$ being the number of servers on the path of the flow. In the simulation comparison in this chapter, we only look at the leaky bucket bound, in other words, in the context of this chapter we focus on (5.49) and ignore (5.51). For more information on EBB processes and an explanation of the meaning of the various parameters, please see [60].

5.2.7 Latency Rate Servers

In [20], Stiliadis introduces Latency-Rate Servers or LR Servers for short. He starts off by introducing the model. A packet switch is considered where a set of $V$ connections share a common output link. $\rho_i$ denotes the rate allocated to connection $i$. The servers are assumed to be non-cut-through devices, where $A_i(\tau, t)$ are the arrivals from session $i$ during the interval $(\tau, t)$ and $W_i(\tau, t)$ the amount of service received by session $i$ during the same interval. The following terms are then defined:

**System busy period** This is a maximal interval of time during which the server is never idle.
Backlogged period for session $i$ This is any period of time during which packets belonging to that session are continuously queued in the system. Therefore, if $Q_i(t) = A_i(0, t) - W_i(0, t)$ represents the amount of queued traffic in the server at time $t$, a connection is backlogged at time $t$ if $Q_i(t) > 0$.

Session $i$ busy period This is a maximal interval of time $(\tau_1, \tau_2]$ such that for any time $t \in (\tau_1, \tau_2]$, packets of connection $i$ arrive with a rate greater than or equal to $\rho_i$, or,

$$A_i(\tau_1, t) \geq \rho_i(t - \tau_1).$$

(5.52)

Stiliadis carries on with an explanation of the difference between a session backlogged period and a session busy period. A session busy period is defined with respect to a hypothetical system, where a backlogged connection $i$ is serviced at a constant rate $\rho_i$. A busy period may therefore contain intervals during which the actual backlog is zero.

We are trying to find the worst-case behaviour of a system, which here refers to the case where traffic is served at the minimum guaranteed rate. The session busy period therefore provides a convenient means to bound the queueing delays within the system.

Reference [20] continuous with the introduction of the Latency-Rate Server. The servers in this class are characterized by the latency $\Theta_i$ and the minimum allocated rate $\rho_i$. The following definition sets LR servers apart from other servers:

Latency Rate Servers A server $S$ belongs to the class LR if and only if for all times $t$ after time $\tau$ that the $j$-th busy period started and until the packets that arrived during this period are serviced,

$$W_{i,j}^S(\tau, t) \geq \max(0, \rho_i(t - \tau - \Theta_i^S)).$$

(5.53)

$\Theta_i^S$ is the minimum non-negative number that can satisfy the above inequality.

This definition bounds the minimum service offered to session $i$ during a busy period. The latency $\Theta_i^S$ represents the worst-case delay that a packet can experience, when it arrives at an empty queue. Reference [20] assumes that traffic from session $i$ is leaky-bucket shaped
<table>
<thead>
<tr>
<th>Server</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>0</td>
</tr>
<tr>
<td>PGPS</td>
<td>( \frac{L_i}{\rho_i} + \frac{L_{\text{max}}}{r} )</td>
</tr>
<tr>
<td>SCFQ</td>
<td>( \frac{L_i}{\rho_i} + \frac{L_{\text{max}}}{r} (V - 1) )</td>
</tr>
<tr>
<td>VirtualClock</td>
<td>( \frac{L_i}{\rho_i} + \frac{L_{\text{max}}}{r} )</td>
</tr>
<tr>
<td>Deficit Round Robin</td>
<td>( \frac{3F - \phi_i}{r} )</td>
</tr>
<tr>
<td>Weighted Round Robin</td>
<td>( \frac{F - \phi_i + L_c}{r} )</td>
</tr>
</tbody>
</table>

at the source and therefore

\[ A_i(\tau, t) \leq \sigma_i + \rho_i (t - \tau) \]  

(5.54)
during any time interval \((\tau, t]\). Assuming that session \(i\) is allocated a minimum rate \(\rho_i\) in the network, the following result holds:

**Theorem 1** The maximum delay \(D^K_i\) and the maximum backlog \(Q^K_i\) of session \(i\) after the \(K\)th node in an arbitrary network of LR-servers are bounded as

\[ D^K_i = \frac{\sigma_i}{\rho_i} + \sum_{j=1}^{K} \Theta_i^{(S_j)}; \]  

(5.55)
\[ Q^K_i = \sigma_i + \rho_i \sum_{j=1}^{K} \Theta_i^{(S_j)}; \]  

(5.56)

where \(\Theta_i^{(S_j)}\) is the latency of the \(j\)th server on the path of the session.

The values in Table 5.3 can be substituted into (5.55) to find the delay bounds for six different schedulers. In Table 5.3, \(L_i\) is the maximum packet size of session \(i\) and \(L_{\text{max}}\) the maximum packet size among all the sessions. \(C_i\) is the maximum normalized service that a session may receive in a PGPS server in excess of that in the GPS server. \(F\) is the maximum frame size in a weighted round-robin and deficit round-robin scheduler, while \(\phi_i\) is the amount of traffic in the frame allocated to session \(i\). In weighted round-robin, \(L_c\) is the size of the fixed packet.
5.3 Comparison of analytical bounds

In the previous section we summarized a wide range of analytical delay bounds that were published over the last fifteen years. We would like to compare the various bounds to one another in order to determine their tightness. To do this we introduced a common system model, which we applied to each analytical result to get some numerical results. It was quite difficult to determine realistic values for the various constants and variables. We decided to keep as many of the variables, like the maximum packet length for example, the same as in the system model for the simulations. Many variables allowed for different values between the various sessions. An example is the burst size parameter $\sigma_v$, which allows for a different burst size for each session. These were standardised to one value for all sessions.

To summarise, the maximum number of sessions in the network coinciding at one node $V$ was kept the same as the simulation model at $V = 15$ nodes. The maximum path length $K$, which translates to the maximum number of nodes that a packet has to hop along, to travel from its source to its destination, was varied between 1 and 10, to show how the end-to-end delay varies as the path length changes. The maximum packet length was kept at $L_{\text{max}} = 10Kb$, while the average packet length was once again $L = 1Kb$. The network load, denoted by $\text{Load}$, was varied between the values of $\text{Load} = 0.1$ to $\text{Load} = 0.9$. $R$ denotes the rate at which each node serves packets, which corresponds to that node's bandwidth. In this model the rate was chosen to be $R = 1Mbps$.

All of the analytical models mentioned in this chapter rely on Leaky Bucket traffic shaping to analyze the end-to-end queueing delay of packets. The arrival statistics of traffic are therefore characterized by $A \sim (\sigma, \rho)$. In other words, an arriving burst of data will not exceed $\sigma$ bits, while the average arrival rate of traffic will not exceed $\rho$ bits per second. This effectively smooths out the traffic bursts. In our model we fixed the maximum burst size to $\sigma = 20Kb$. In most of the analytical models a normalized version of the burst limit, $\sigma_{\text{norm}} = \frac{\sigma}{R}$, is used instead, since this makes the analysis independent of the actual serving capacity of each node. In [28], Cruz mentions that $\sigma_{\text{norm}} \geq L_{\text{max}}(1 - \rho_{\text{norm}})$. This is useful when determining a possible value for $\sigma_{\text{norm}}$. The average arrival rate is given
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>15</td>
<td>no of sessions</td>
</tr>
<tr>
<td>$K$</td>
<td>1 → 10</td>
<td>no of nodes</td>
</tr>
<tr>
<td>$L_{\text{max}}$</td>
<td>10Kb</td>
<td>max packet length</td>
</tr>
<tr>
<td>$L$</td>
<td>1Kb</td>
<td>average packet length</td>
</tr>
<tr>
<td>Load</td>
<td>0.6 → 0.9</td>
<td>network load</td>
</tr>
<tr>
<td>$R$</td>
<td>1Mb/s</td>
<td>server capacity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\frac{R \times (1 - \text{Load})}{V}$</td>
<td>average arrival rate</td>
</tr>
<tr>
<td>$\rho_{\text{norm}}$</td>
<td>$\frac{\rho}{R}$</td>
<td>normalized arrival rate</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>20Kb</td>
<td>burstiness parameter</td>
</tr>
<tr>
<td>$\sigma_{\text{norm}}$</td>
<td>$\frac{\sigma}{R}$</td>
<td>normalized burstiness bound</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.1</td>
<td>TS-EDF requires $\nu &gt; 0$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>$\frac{1}{V}$</td>
<td>GPS weight (we assume RPPS model)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1µs</td>
<td>propagation delay</td>
</tr>
<tr>
<td>$F$</td>
<td>$2L_{\text{max}}$</td>
<td>frame size for Round Robin servers</td>
</tr>
<tr>
<td>$L_c$</td>
<td>$L$</td>
<td>fixed cell length for Round Robin servers</td>
</tr>
</tbody>
</table>

by $\rho = \frac{R \times (1 - \text{Load})}{V}$. Again, many of the analytical models prefer to use the normalized version $\rho_{\text{norm}} = \frac{\rho}{R} = \frac{1 - \text{Load}}{V}$.

Another factor that has been included by [60] is the transmission delay $\tau$ of packets. In wireless networks the distances between nodes are usually in the order of tens of meters. For a transmission distance of 300m, the propagation delay is given by $\tau = \frac{300 \text{m}}{3 \times 10^8 \text{ms}} = 1\mu\text{s}$. At packet lengths of over 1000bits this delay really only becomes significant at transmission rates in the order of hundreds of megabits or even gigabits per second. For current wireless networks these transmission rates are not feasible. In the case of wireless networks the transmission delays are therefore negligible compared to other delays experienced by packets along their journey. In a wired network, the situation is different. The transmission speed is slower in mediums like copper and the transmission distances can be
### Table 5.5: Delay Bounds

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>Delay bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCFS</td>
<td>[ L_{\text{max}} V \rho_{\text{norm}} + \frac{\sigma_{\text{norm}}}{1-\rho_{\text{norm}}} \cdot [(V \rho_{\text{norm}})^{-K} - 1] ]</td>
</tr>
<tr>
<td>TS-EDF</td>
<td>[ \frac{K V \rho_{\text{norm}}}{(1-\text{Load})^{1+\nu}} ], where ( \nu &gt; 0 )</td>
</tr>
<tr>
<td>PS-EDF</td>
<td>[ \frac{\sigma_{\text{norm}} + 1/(1-\text{Load})}{\rho_{\text{norm}}} + \frac{K V}{(1-\text{Load})^2} \cdot \log_2 \left( \frac{V}{\rho_{\text{norm}}} \right) ]</td>
</tr>
<tr>
<td>RPPS</td>
<td>[ \frac{\sigma + 2(K-1)L_{\text{max}}}{\rho} + K \cdot \frac{L_{\text{max}}}{R} ]</td>
</tr>
<tr>
<td>SCFQ</td>
<td>[ \frac{\sigma}{\phi_R} + \frac{K L_{\text{max}}}{\phi_R} \cdot (1 + V \phi) ]</td>
</tr>
<tr>
<td>GR-VirtualClock</td>
<td>[ \frac{\tau + (K-1)L_{\text{max}}}{\rho} + K \cdot \frac{L_{\text{max}}}{R} + \tau ]</td>
</tr>
<tr>
<td>GR-PGPS</td>
<td>[ \frac{\sigma + (K-1)L_{\text{max}}}{\rho} + K \cdot \frac{L_{\text{max}}}{R} + \tau ]</td>
</tr>
<tr>
<td>GR-SCFQ</td>
<td>[ \frac{\sigma + (K-1)L_{\text{max}}}{\rho} + K (V-1) \cdot \frac{L_{\text{max}}}{R} + \tau ]</td>
</tr>
<tr>
<td>LR-GPS</td>
<td>[ \frac{\sigma}{\rho} ]</td>
</tr>
<tr>
<td>LR-PGPS</td>
<td>[ \frac{\sigma}{\rho} + K \cdot \left[ \frac{L_{\text{max}}}{\rho} + \frac{L_{\text{max}}}{R} \right] ]</td>
</tr>
<tr>
<td>LR-SCFQ</td>
<td>[ \frac{\sigma}{\rho} + K \cdot \left[ \frac{L_{\text{max}}}{\rho} + (V-1) \cdot \frac{L_{\text{max}}}{R} \right] ]</td>
</tr>
<tr>
<td>LR-VirtualClock</td>
<td>[ \frac{\sigma}{\rho} + K \cdot \left[ \frac{L_{\text{max}}}{\rho} + \frac{L_{\text{max}}}{R} \right] ]</td>
</tr>
<tr>
<td>LR-DRR</td>
<td>[ \frac{\sigma}{\rho} + K \cdot \left[ \frac{3F - \phi}{R} \right] ]</td>
</tr>
<tr>
<td>LR-WRR</td>
<td>[ \frac{\sigma}{\rho} + K \cdot \left[ \frac{F - \phi + L_{\text{c}}}{R} \right] ]</td>
</tr>
</tbody>
</table>

significantly larger. The transmission rates are also often in the gigabit per second range, sometimes even terrabits per second are sent.

In our model we have included the propagation delay as \( \tau = 1\mu s \). This was done more as a sentimental notion to show that this factor might be of importance in a different system model. In our case this factor makes no significant difference to the resulting bounds of our system model. For the convenience of the reader, we have summarized the simpler model with all the values of the variables in Table 5.4.

Using the set of symbols from Table 5.1, we can now proceed to translate the delay bounds presented, to our system model. The result can be found in Table 5.5.
5.3.1 Results

To compare the end-to-end delay bounds of the various schedulers, it is easiest to substitute the values of the constants and variables in Table 5.1 into the delay bound expressions in Table 5.5 and plot the results on a graph. The following sections contain the graphs for each scheduling family.

![Delay of FCFS scheduler at various loads](image)

Figure 5.1: FCFS end-to-end delay

**FCFS**

The First-Come-First-Serve scheduler is one of the simplest schedulers. The resulting delay bounds in Fig. 5.1 are therefore quite surprising. Even for a single node the worst-case delays to be expected are $10^4$ seconds. As the number of nodes increase and the network load increases, so the worst-case end-to-end delays shoot up to incredible numbers. For example, for a relatively small 60% load, the worst-case end-to-end delay to be expected for 10 nodes lies between $10^7$ and $10^8$ seconds. This corresponds to over 115 days, which is unacceptable for any commercial network. For a 90% load, the worst-case delay lies somewhere around $10^{15}$ seconds, which is more than three hundred thousand years. The explanation for these unreasonable delays is that this analysis was performed by Cruz...
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[28] in 1991 and was one of the first delay analyses performed in this field. The resulting bound is exponential and very loose, which was touched on already at the beginning of this chapter in section 5.2.3. Even though the resultant delay guarantees do not correspond to real network delay measurements, they still guarantee a maximum limit which will never be exceeded. The importance of this result should not be underestimated, since it was one of the first papers that proved that there is a maximum limit and the delays cannot simply grow to infinity.

![Delay of PS-EDF schedule at various loads](image)

**Figure 5.2: PS-EDF end-to-end delay**

EDF

Earliest-Deadline-First schedulers can be divided into two groups, one with temporary sessions and one with permanent sessions. Although the resulting delay bounds for PS-EDF in Fig. 5.2 are by far not as incredible as those for FCFS, the fact that for a 60% load a network with only one node can still be expected to experience a delay of over 2000 seconds is unacceptable. For ten nodes, the delay increases to 20,000 seconds or five-and-a-half hours. For a 90% load, the delay increases to just under two million seconds, which corresponds to 23 days. Once again, these figures do not correspond to real network delays, but only bound the end-to-end delay of the system. What makes this analysis valuable is
that the exponential bounds of FCFS have been replaced with polynomial bounds, which turn out to be much tighter.

A network employing a temporary sessions EDF scheduler has even tighter delay bounds. As can be seen in Fig. 5.3, the worst-case delay for a single node network with a 60% load will not be higher than 20 seconds, whereas for ten nodes, the delay will be less than 200 seconds. In general the resulting bounds seem to be approximately a hundred times larger for PS-EDF than what they are for TS-EDF.

**PGPS**

Analyses for the GPS family of schedulers, with all its variations and packetized implementations, have produced much tighter end-to-end delay bounds than those for FCFS and EDF, as is evident in Fig. 5.4, for example. Here, the end-to-end delay of three different analyses of PGPS are compared with that of GPS. GPS is the ideal, non-implementable scheduler, which at an 80% load has a delay bound of under 2 seconds, regardless of the number of nodes it travels through. The reason for this is that sessions are perfectly isolated from one another. They therefore only experience a queueing delay when they meet...
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Delay comparison of GPS schedulers at 80% load

![Graph showing delay comparison of GPS schedulers at 80% load](image)

**Figure 5.4: PGPS end-to-end delay at 80% load**

the Leaky Bucket traffic shaper, which smooths out the bursts. Once the traffic shaping has taken place, the data travel from node to node without experiencing any further queueing delay. Note that this analysis only takes queueing delays into consideration and not transmission delays.

In a real implementation packets experience further queueing delay as they travel through the network. Streams are not perfectly isolated, since they now travel through the network in non-divisible packets. In Fig. 5.4 three end-to-end delay bounds of PGPS can be seen. The GRPGPS bound, published in [60], and LRPGPS, published in [20], lie on top of one another. In [20] Stiliadis proves that this is the tightest bound for PGPS, by giving an example where the bound is reached. In other words, the bound cannot be smaller, or else there is an example where the delay exceeded the bound, and the bound ceases to exist.

The third bound, which we refer to as RPPS, was published in [45], a year before the other two. As can be seen in Fig. 5.4, it is looser than the other two. In Fig. 5.5 we look at RPPS in isolation and how its delay bound changes over various loads. For a 60% load, the end-to-end delay bound lies around 1 second for 1 node, while for 10 nodes the worst-case delay increases to seven and a half seconds. As the load increases, this figure becomes worse. For a load of 90%, the delay is 3 seconds for a single node and linearly
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Delay of RPPS scheduler at various loads

\[ \text{Delay (s)} \]

\begin{align*}
\text{No of Nodes} & \quad 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\text{Delay (s)} & \quad 0 & 5 & 10 & 15 & 20 & 25 & 30 & 35 \\
\end{align*}

Figure 5.5: RPPS end-to-end delay at various loads

increases to 30 seconds for 10 nodes.

The same process was repeated for GRPGPS and LRPGPS. Since they have the same delay bounds, it was only necessary to look at LRPGPS. Fig. 5.6 shows that if one only looks at a single node, the worst-case delay is the same as for RPPS. But as the number of nodes increase, so the delay bound for RPPS outgrows those of GRPGPS and LRPGPS, until they are finally almost twice as large at 10 nodes.

VirtualClock

When VirtualClock was introduced into the scheduling world, researchers were greatly excited by the fact that this was a scheduler which was far less complex than PGPS, yet still had the same delay bounds. That this is the case can be seen in Fig. 5.7. Here two delay bounds of VirtualClock, published in [60] and [20], are compared with LRPGPS. As can be seen, both GRVC and LRVC both perform exactly the same as LRPGPS.
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Figures 5.6 and 5.7: Graphs showing the end-to-end delay of LRPGPS and VirtualClock schedulers at various loads and 80% load, respectively.
To further confirm this, LRVC was plotted for various loads in Fig. 5.8. If one compares this with Fig. 5.6 one can see that even under various load conditions, VirtualClock has exactly the same worst-case end-to-end delay bound as PGPS. This is to be expected, since they have the same equation in Table 5.5.

**SCFQ**

The problem with VirtualClock, as explained before, is that it is not fair and under the right circumstances the traffic flow can get blocked indefinitely for one or more channels. A better implementation is SCFQ. Unfortunately, its delay bounds are worse than those of PGPS. In Fig. 5.1, the delay bounds of three SCFQ analyses are compared with the one for LRPGPS. As expected, the resulting delay bounds of GRSCFQ and LRSCFQ are greater than for LRPGPS. Once again, the analyses of Guaranteed Rate servers [60] and Latency Rate servers [20] result in exactly the same bounds. The SCFQ analysis performed by Golestani in [54], on the other hand, has rather surprising results. The bounds seem to be much tighter than those of the other two analyses. Even PGPS has a greater delay bound than Golestani's SCFQ analysis. If one compares this result with that of LRGPS in Fig. 5.4, then Golestani's result is still by far the best.
The reason for this strange result is that Golestani's analysis results in a similar expression for the worst-case end-to-end delay bounds as Stiliadis and Goyal. For Stiliadis and Goyal, the delay expression is:

\[ D = \frac{\sigma}{\rho} + K \cdot \left[ \frac{L_{\text{max}}}{\rho} + (V - 1) \cdot \frac{L_{\text{max}}}{R} \right]. \]  

(5.57)

Now, Golestani's version looks quite similar, especially if one regroups the terms slightly:

\[ D = \frac{\sigma}{\phi R} + K \cdot \left[ \frac{L_{\text{max}}}{\phi R} + V \cdot \frac{L_{\text{max}}}{R} \right]. \]  

(5.58)

If we were to set \( \rho = \phi R \), the two equations would be identical, except for the \( V \) term, which in Stiliadis and Goyal's papers is \( (V - 1) \). The problem is that the average arrival rate \( \rho \) is not the same as \( r = \phi R \), which is the average service rate. As a matter of fact, in order for the server to be stable, in other words not to overflow, the arrival rate has to be less than the service rate, in other words \( \rho < \phi R \).

The reason why Golestani's delay bound is much better than those of Stiliadis and Goyal is that the service rate \( r = \phi R \) is independent of the network load. The SCFQ curve in Fig. 5.9 does not change as the load changes, while all the other curves do. In [54], Golestani compares his expression for SCFQ's worst-case end-to-end delay bound to that
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Delay of LRSCFQ scheduler at various loads

Figure 5.10: LRSCFQ end-to-end delay

If the symbols of Golestani's expression for PGPS are translated to our system model, it becomes

\[ D = \frac{\sigma}{\phi R} + (K-1) \left[ \frac{L_{\text{max}}}{\phi R} + \frac{L_{\text{max}}}{R} \right] \]  \hspace{1cm} (5.59)

This is exactly the same expression as that of LRPGPS, except that again Golestani lets \( \phi R = \rho \). From this expression we can deduce that Golestani's version of the worst-case delay of a GPS server would be

\[ D = \frac{\sigma}{\phi R} \]  \hspace{1cm} (5.60)

This expression is again independent of the network load, which is unrealistic. When traffic arrives at a Leaky Bucket shaper, the bursts get smoothed out, in other words, the average transmission rate is reduced. The result is that between bursts, a traffic backlog is created at the traffic shaper. Now according to Golestani's expression, the average arrival rate of traffic will not have an impact on the queue length, with the result that the worst-case delay stays the same regardless of the arrival rate of traffic. This is not true.

A simple everyday example that proves this, is traffic on a highway. During rush-hour a large number of cars are travelling along the highway. As long as the cars maintain a constant speed, the traffic flows smoothly. But as soon as a construction sight appears...
and the traffic has to slow down even slightly, it starts backing up and the highway is suddenly congested. At mid-night, on the other hand, the arrival rate of cars is very low and accordingly no congestion takes place.

If we were to correct Golestani's expression for SCFQ delay, and replace all the $\phi R$ expressions with $\rho$, then the resulting bound is slightly worse than that of Stiliadis and Goyal, because of Golestani's $V$ term, which should be $V - 1$ according to Goyal and Stiliadis.

Fig. 5.10 shows the worst-case delay behaviour of LRSCFQ under various load conditions. For a 60% load the delay varies between one and five seconds, as the number of nodes vary between one and ten. For a 90% load, the delay varies between five and eighteen seconds. If one compares these results with those of LRPGPS in Fig. 5.6, then one finds that the difference between SCFQ and PGPS is relatively small. For the single node case, the two algorithms perform the same. For the ten node case, the worst-case delay of SCFQ is one second larger than that of PGPS. The difference between VirtualClock and SCFQ is therefore minor in terms of end-to-end delay, but SCFQ is a fair algorithm, which is not the case with VirtualClock.

![Figure 5.11: Round Robin end-to-end delay](image)

**Figure 5.11**: Round Robin end-to-end delay
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FIGURE 5.12: DEFICIT ROUND ROBIN END-TO-END DELAY

Round Robin

Fig. 5.11 compares Deficit Round Robin and Weighted Round Robin with PGPS. Strictly speaking, the Round Robin schedulers should not be compared with PGPS, since the Round Robin analysis involves fixed cell lengths and frames, which affect the delay behaviour of the two schedulers. PGPS, on the other hand, is only concerned with packets. The two families of protocols would usually operate on completely different network layers, with Round Robin being employed in a switch in the data link layer, while PGPS is employed in a router in the network layer. But we have still included the two Round Robin schedulers, for interest sake. For the particular frame size and cell size we have chosen, DRR and WRR have very low end-to-end delay bounds, which almost approach those of the ideal GPS. In Fig. 5.12 and Fig. 5.13, the delay behaviour of each individual scheduler can be seen under various load conditions. Whereas the delay of DRR varies by just over half a second from that of GPS, as its travels through ten nodes, WRR varies by less than a quarter of a second. What is also interesting is that, apart from the initial delay caused by the Leaky Bucket traffic shaper, the delay does not increase as the network load increases. Although this behaviour is excellent compared to the other scheduling schemes presented, the downside is that DRR is not able to achieve traffic differentiation, while
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WRR uses weights to achieve some crude form of differentiation.

5.4 Summary of Results

We would like to conclude this chapter with a brief overview of the results obtained. This chapter was started with an overview of the end-to-end delay bound analyses performed on

- FIFO in [27] (single-node case), [28] (multi-node case)
- TS-EDF and PS-EDF in [40]
- VirtualClock in [60] (GR-server), [20] (LR-server)
- SCFQ in [54], [60] (GR-server), [20] (LR-server)
• DRR and WRR in [20]

In general the results can be summarized as follows:

• FIFO is one of the simplest schedulers. The delay bound acquired from the literature is very loose and turns out to be exponential. Large loads and a large number of nodes to be traversed make the resultant delay limit in the order of many years.

• TS-EDF and PS-EDF are two EDF implementations, one with temporary sessions, one with permanent sessions, respectively. The delay bound presented for both the schedulers was polynomial, which results in a much tighter bound, than was the case for FIFO. The delay bound of TS-EDF is tighter than that of PS-EDF.

• GPS traffic has the lowest end-to-end delay of all schedulers. It only experiences a queueing delay while it is being shaped. Once the traffic shaping is complete, it flows through the various links and nodes without any further queueing delay.

• PGPS, the packet-by-packet implementation of GPS, achieves the smallest delay-bounds of a real implementation, which is able to obey QoS constraints. The various delay bounds that were presented were found to be tight.

• VirtualClock is a less complex version of PGPS, but with the same delay bounds as PGPS. The delay bounds were found to be tight.

• SCFQ is a fairer scheduler than VirtualClock, but with a larger delay bound. The bound was tight.

• DRR and WRR both achieve better delay bounds than PGPS, but are unable to meet any QoS constraints. Out of the two, DRR has the smaller delay bound.
Chapter 6

Conclusion

Modern networks require strict QoS adherence. One of the most important components employed in such networks to achieve QoS constraints are advanced schedulers. In the world of wireless networks, CDMA has become a focus of research, due to its ability to fit more users into a bandwidth at a desired signal-to-interference ratio than both FDMA and TDMA. Schedulers designed for wireless networks are able to monitor the channel conditions and take advantage of below-average channel attenuations.

6.1 Dissertation Summary

The introductory chapter gives a brief overview of the evolution of the wireless network, including third generation and fourth generation wireless communication systems. A motivation for the research that was conducted and an overview of this dissertation are given. Finally, the original contributions in this dissertation are listed.

Chapter 2 contains a literature survey of wired and wireless schedulers. It starts off with an overview of important scheduling concepts, which include QoS and useful scheduling features. This is followed by an overview of wired schedulers. The schedulers that were discussed include FIFO, FIFO+, Round Robin, Priority Queueing, Earliest Deadline First, Stop-and-Go, and finally the large family of Fair Queueing schedulers, which are based
on the ideal General Processor Sharing fluid model. Many packetized implementations of GPS exist. Some of them are WFQ or PGPS, VirtualClock, SCFQ, SFQ, RPS, and CBQ. The next section introduces the wireless schedulers, which include CSDPS, IWFQ, CIF-Q, ELF, and SBFA. For CDMA specifically, numerous power distribution algorithms are listed, which include Packet Proportional, Bit Proportional, Work Proportional, Uniform Processor Sharing, Work Processor Sharing, Rate Processor Sharing, Earliest Deadline First, and Largest Weighted Delay First.

In Chapter 3, a new wireless scheduling algorithm, known as Wireless Fair Largest Weighted Delay First (WF-LWDF), is introduced, which was built on the Modified Largest Weighted Delay First (M-LWDF) foundation. M-LWDF is capable of serving multiple packets simultaneously, while taking channel conditions into consideration during the packet picking process. Both these attributes make M-LWDF an advanced CDMA-based scheduler, capable of taking advantage of temporary channel quality improvements. The problem with M-LWDF is that its rate-allocation algorithm is unfair. WF-LWDF uses the same packet picking algorithm as M-LWDF, but distributes the available power in a GPS fashion. Through a set of simulations, this was shown to make WF-LWDF a superior scheduler, compared to M-LWDF. The aim of the simulations was to measure the throughput, delay, power utilization and the number of packets dropped. The schedulers that were simulated in this chapter were EDF, LWDF, M-LWDF, WF-LWDF, SM-LWDF, and W-LWDF. The simulation results showed that throughput and delay are proportional to the delay deadlines of data groups. What was of great importance was the result that schedulers that serve multiple packets at the same time are able to increase their power utilization and their throughput, which decreases the number of packets that are dropped because of the queues overflowing. Another important result was that distributing smaller portions of power to more packets increases the utilization of the available resources at a high traffic load.

Chapter 4 served to compare the fairness of M-LWDF and WF-LWDF, to prove that WF-LWDF improves the fairness of M-LWDF, as it was intended to. This was achieved both through simulations, and by finding a Chernoff bound of the fairness of M-LWDF and WF-LWDF. Finding a statistical fairness bound by using Chernoff's work is a new
approach that, as far as we are aware, has never been published before.

The fairness of a scheduler is a measure of how well it is able to comply with its QoS guarantees. The chapter starts off with an overview of the fairness concept and a brief history of how it was defined mathematically. In the case of M-LWDF and WF-LWDF, no guaranteed service rates are given. Instead a delay deadline is available. The fairness definition therefore had to be altered slightly, to define the minimum guaranteed rate in terms of delay deadlines in a CDMA environment. The resultant fairness measurements showed that WF-LWDF, which we introduced in this dissertation, is a fairer scheduling algorithm than M-LWDF, as intended. Chernoff bounds were calculated from the throughput results of Chapter 3, using the knowledge that a Gamma distribution best fits the throughput curves. The resultant Chernoff bound of M-LWDF's fairness measure was 3.7 times larger than the worst fairness measure in the simulation results. The bound of WF-LWDF's fairness measure was 6 times larger than the simulation results, and about 66% of the size of the M-LWDF bound.

Chapter 5 consisted of an overview of delay bounds of various schedulers published in the literature over the last 15 years. Scheduling categories that appeared were FIFO, EDF, GPS, PGPS, VirtualClock, SCFQ, and two round robin schemes, DRR and WRR. Once the analytical results had been listed, a common set of symbols and constants had to be defined. Typical values for each of these symbols were substituted to find typical delay bounds of the various schedulers. FIFO had a very loose, exponential bound. The temporary and permanent session versions of EDF both had polynomial bounds, which were also quite loose, but much tighter than the bound for FIFO. GPS has the tightest end-to-end delay bound of any conceivable scheduler. According to our results, both WRR and DRR have very small delays, but are unable to adhere to QoS guarantees. SCFQ has a slightly larger end-to-end delay than PGPS and VC, but with the advantage of having less complexity than PGPS and being fairer than VC.
6.2 Future Directions

The following are potential research projects that could build on the work presented in this dissertation:

- The effect of packet loss due to low signal-to-interference ratios and the resultant retransmission of packets could be explored.

- Suitable congestion control in the form of traffic shaping and call admission algorithms could be explored.

- Fairness and delay bounds of the M-LWDF and WF-LWDF scheduling algorithms that do not rely on any simulation results could be developed, which correspond suitably with the simulation results presented in this dissertation.
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