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ABSTRACT
The phenomenology of vertical two phase flow was examined
in respect of mass and momentum transfer as related to the
design of deep shaft reactors. Experimental work on the
bubble flow regime was performed in 50 mm and 100 mm

diameter vertical pipes.

It was found that the limits of the regime of bubbly flow
were strongly dependent on the method of gas introduction.
In these terms it was possible to explain the strong

divergences reported in the literature.

Following the development of a technique for assuring the
synchronisation of quick-closing isolating valves,
accurate holdup data were acqui;ed to demonstrate the
validity of extending the Zuber and Findlay drift-flux

model to downflow.

An analytical technique was developed to enable the
assessment of frictional losses from measurement of total
head. It was established that existing models for the
prediction of frictional losses were inadequate and
Prandtl's mixing length paradigm was employed to generate

a theory which provided an adequate description.

Mass transfer data were acquired and, although these

exhibited a significant scatter, they suggest that the



small bore deep shaft reactor offers advantages as a

gas—liquid contacting device.



CHAPTER 1

1. INTRODUCTION

Deep Shaft Reactors are formed from two vertical conduits
either concentric or adjacent, joined at the base and
communicating at the top via a header tank (see Fig 1.1).
These conduits may be up to 3 m in diameter and 300 m
long. Air is introduced near the top of the conduit
carrying downward liquid flow, termed the downcomer, and a
bubbly two phase flow is carried around the device into

the header tank.

In such devices of narrow bore, frictional losses
necessitate pumping to maintain flow, but for conduits of
sufficiently large diameter; circulation may be maintained
by the air 1lift effect in the riser [166,1371]. Under
these circumstances there is a dangef that flow
instabilities may lead to a reversal of circulation ang

the positioning of air introduction is critical [61].

The attraction of the D.S.R. is that the large hydrostatic
pfessures and high gas-liquld surface area result in good
interphase mass transfer. The device may also be used in
three phase reactor systems. Large bore D.S.R's have
found increasing application in sewage treatment,

especially in the United Kingdom [64] where they have

-1-
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replaced more conventional aeration eguipment with the

prospect of reducing operating costs.

In 1941 Nordell [169] filed a patent for a sewage
treatment device incorporating some features of the D.S.R.
The use of a small bore D.S.R. was suggested in 1955 by
Robinson et al. [187] for treatment of uranium ore, and
the concept has been revived recently by Clark and Flemmer
(481, although no full scale plant has been constructed to

date.

It is argued in this thesis that such narrow bore D.S.R.'s
can provide significant advantages over traditional
methods of gas/liquid mass transfer such as bubble
columns, agitated vessels, and in some applications
horizontal pipe reactors to which they are similar-
[3,4,129,197]. Although the phenomenology of large bore
D.S.R.'s has been reported and suﬁjected to some analysis
[106,137], the literature does not offer the engineer a
theoretical framework within which to design small bore
reactors. For large bore D.S.R.'s wall effects are small,
and the hydrodynamic theory is akin to that for bubble
columns, which have been widely investigated

[4,115,146,172,181,201].

Design of smaller bore devices requires a more precise
knowledge of two phase flow, a field which has received

increasing attention over the past two decades, yet which

~3-



is still not adequately described. Wallis [228] in a
philosophical review of two phase flow literature, has
termed current knowledge an "insecure science" and has

commented on the lack of general theory available.

Thus it appears that an investigation of small bore
D.S.R.'s is desirable on two counts. Firstly, to permit
confident design of such reactors and secondly in order to
permit pilot plant studies for scale up to large bore
reactors. This investigation will also serve to increase
current understanding of two phase flow, which has wide
application in the fields of both chemical and nuclear

engineering.

Such a study falls naturally into the following
categories.

(i) Prediction and specification of the form in which
the gas phase is dispersed in the‘liquid

(ii) establishment of theory to predict gas phase holdup
(iii) prediction and medelling of frictional losses

(iv) investigation of mass transfer properties

These categories are treated in the succeeding chapters.



CHAPTER 2

2. REGIMES OF TWO PHASE FLOW

2.1 INTRODUCTION

Two Phasge Flow, unlike sing;e phase flow, cannot be
classified simply into Laminar, Transitional, or Turbulent
Flow, since the manner 1in whicﬁ the phases are
interdispersed influences the overall fluid properties.
Although an early classification due to Martinelli and
co-workers [147,154] categorised flow by the turbulent or
laminar nature of each phase, a more appropriate
classification based on the type of interdispersion, or
flow pattern, has been deyeloped and attention has been
given to defining the boundaries of the regions in which
the various patterns occur. The pattern is dependent on
gas and liguid superficial velocities and on the geometry
of the apparatus. Comparison of horizontal and vertical
exa?f'f3r¢>hm07f%mu
two phase flows has shown thatAall patterns to be found in
vertical flow exist in horizontal flow [208] whereas soﬁe
horizontal patterns, typically stratified flows, are

excluded in the vertical case [128].

Information is available on horizontal patterns [1,13,-
31,112,218,232], but only the cases of vertical up and

downflow, which are relevant to the D.S.R., are reviewed

-5~



here.

2,2 VERTICAL UPWARD COCURRENT FLOW

2.2.1 TERMINOLOGY FOR FLOW PATTERNS

Unless otherwise stated, the term "“Two Phase" refers to

air-water flow.

Govier et al. [86] have tabulated early nomenclature for
the various flow patterns. More recent authors [31,85, -
95,97,100¢,111,175,213,217] have agreed on the existence
and description of four main flow patterns. These are, in
order of ascending gas superficial velocity, the "bubble",
"slug," "churn" or “froth" and “annular" or “"annular-mist"

regimes, and are illustrated in fig. 2.1.

Bubble flow consists of a dispersion of gas bubbles in a
liquid continuum. Slug flow is a series of alternating
gas and liquid slugs or plugs occupying almost the whole
tube diameter. At higher velocities, slug flow tends to
become churn of froth flow as the slugs lose their form
due to violent mixing. As gas velocity is increased
further, liqbid flow is confined largely to an annuius at
the tube wall and gas to a central core, which may contain

some liquid in the form of wisps or droplets.

Full bore deep shaft reactors have been considered for

-6~
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operation only in the bubble flow regime [186,137] because
this regime provides the high liquid holdup and hydro-
gtatic head desirable for masg transfer. PFor regimes
associated with greater gas phase holdup, the advantage of
large hydrostatic head would be reduced. In considering
similar devices of narrow bo;e, only this bubble flow
regime and the transition from bubble to slug flow are

relevant.

In bubble flow, the gas is distributed in discrete
bubbles, small in comparison to the tube diameter. 1In
slug flow the gas is present as large bubbles of nearly
the tube diameter and up to several diametersg in length
separated by slugs of liquid [89]. Authors have differed
in regarding either the liquid phase [85,86,89)] or the gas
phase [167,213] as the slug. The term "slug" is used

below for the gas bubble.

The terms "Taylor bubble" and "Dumitrescu Bubble" have
also been associated with the gas bubble in slug flow
[85,2131. Dome shaped bubbles encountered in incipient
slug flow are referred to below as "“caps" in agreement

with Hills ([183]
2.2.2 MECHANISM OF BUBBLE-SLUG TRANSITION

An understanding of the mechanism of the bubble-slug flow

transition is of importance in this study. Although

-8~



archetypal bubble and slug flow may be described readily,
the definition of the regime transition remains
subjective. Hewitt [95] has defined this transition as
the stage at which bubble diameter approaches that of the
tube while Govier and Aziz (85) have defined it by the
presence of slugs with length equal to diameter.
Stuhmiller et al. [213)] have viewed the transition
statistically and have criticised the concept of a strict

regime boundary.

The transition mechanism has received attention and is
well understood. While very small bubbles rise in a
straight line, bubbles of over 1,5 mm diameter follow a
serpentine path [217)]. This motion, together with
velocity gradients and turbulence, promotes bubble contact
and conseguent coalescenqe [227]. The probability of
coalescence on contact is governed by surface tension
effects and is dependent on watér purity (97,2271. 1In
upflow bubble size will also increase with voidage due to

the decrease in pressure with height.

Since bubbles of varying size have differing rise
velocities [841, a bubbly flow with a variation in bubble
size will promote greater incidence of bubble collision
than a uniformly sized bubbly flow. This is discussed in
greater detail with reference to "churn-turbulent" and

"ideal" bubbly flows in chapter 3.



Bubble growth continues by the mechanism of collision
until some cap bubbles of about 75% of the tube diameter
are formed [85]. The time taken for this to occur has
been regarded as the most important factor in the
transition mechanism [111]. Although such caps have high
terminal velocities in all but very small tubes, small
bubbles trapped in the wake of the cap rise faster and are
incorporated into the larger bubble. Hills [183] has
reported that coalescence seldom occurs when a small
bubble contacts the upper surface of a-cap. but rather by
absorbtion into the wake. Cap growth continues by this
mechanism to form slugs of increasing length, until an
equilibrium is reached between bubbles absorbed into the
slug and those torn from its wake by turbulence [89). 1In
fully developed slug flow the liquid zone may still

support a bubble population of up to 10% by volume [85].

Slug flow has been regarded'as st;ble due to the uniform
rise velocity of the slugs [89], while bubble flow has
often been regarded as a transitory effect [100,189] with
transition to slug flow inevitable. Nevertheless the
bubble flow pattern may persist over a great pipe length,
especially at low voidages {190,227) where bubble
céllision may be discouraged by hydrodynamic interactions
between the bubbles [95]. Clearly in the extreme case
where bubble population is too low to provide the gas

volume for slug formation, bubble flow must be stable.

-16-



Particularly high turbulence in pipes may prohibit slug
formation, leading to a stable "highly dispersed bubble
flow" [217]. Hewitt [97] has provided a regime map which
illustrates a similar flow pattern at high liguid flowrate
termed "bubble flow with developing structure". The
velocities associated with this pattern are a little high
to warrant consideration in deep shaft reactors, but the
fact that turbulence will have some retarding effect on

slug formation should be noted.

2.2.3 MODELS DESCRIBING THE BUBBLE-SLUG TRANSITION

BOUNDARY

Several models have been proposed in an attempt to predict
the gas and liquid flowrates at which the transition from

bubble to slug flow will occur. These are reviewed below.
(1) Model due to Govier and Aziz [85]

Govier and Aziz asserted that in typical incipient slug
flow, gas slugs are spaced by seven pipe diameters and are
of equal breadth and length. It was also asserted that at
the point of transition the 2zone between the gas slugs
still supported 25% by volume of gas as small bubbles.
Combining these values with a knowledge of slug rise
velocity relative to the fluid, it was possible to predict

gas and liquid flowrates at the point of transition.

=11~



The model is unable to give a prediction of the time or
pipe length reguired to complete transition, and due to
the quantitive assumptions cannot be regarded as more than
indicative. No direct account is taken of the retarding

effect turbulence may have on slug formation.
(ii) Models Based on Bubble Proximity

Radovich and Moissis [180] considered a lattice of bubbles
with a mean fluctuating velocity. A representation of
collision freguency was found in terms of voidage and
bubble diameter. This theory predicted a sharp increase
in the number of collisions at voidages between 25 and
30%, with consequent slug formation, but very little
coalescence would occur at voidages less than 10%. A
quantitative answer cannot be obtained without a knowledge
of the fluctuating velocityland probability of coalescence

on contact. This information is not readily available.

Taitel et al. [217)] concluded that coalescence would occur
when bubbles were separated by less than half the bubble
radius. This predicted a bubble to slug transition at
voidages over 25%. This transition voidage could be given
inlterms of gas and liquid flowrates, with a knowledge of
the bubble rise velocity. They have also suggested that
for pipes of under 44 mm diameter, where bubble rise
velocity exceeds slug rise velocity, no bubble flow may

occur, since the faster moving bubbles are readily

-12-



absorbed@ into the wake of the slow moving slug. For
larger diameter pipes, bubbles were considered to be swept
over the faster moving slug with no coalescence. This may
be criticised insofar as bubble flow may persist in small
pipes if no caps are initially present, although it is
acknowledged that slug flow may develop more readily in
pipes of smaller diameter. Empirical data gathered by
Taitel et al. [217] showed reasonable agreement with their

theory.

It must be concluded that no model has been proposed which
will predict the pipe length for which the bubble phase
can endure, although proximity models may give some

qualitative indication.

By far the most work on transition has appeared as
empirical correlations or regime maps from observations of
specific apparatus. Regime maps are described and

compared below.

2.2.3 REGIME MAPS

The bubble-slug flow transition has been described mostly
in terms of empirical or semi~empirical regime maps, which
supply a clear boundary line between the two flow pattern
regions. The axes of such maps are given as functions of
the gas and liquid flowrates; typically as superficial

velocities, or as the gas flow fraction vs. the two-phase

-13-



Froude number,
— 2.5
(W, + wg)/(gD) ,

where Wg, Wl are the gas and liquid superficial
velocities, g is the acceleration due to gravity, and D is
the pipe diameter. { Many authors publishing in the field

of two phase flow have preferred to use
(W_+7 )2 /gD
g 1

as the two phase Froude number. Either usage is accepted.
The Froude number used here is preferred in the more
current literature and is supported by Massey [155].} The
use of the two phase Froude number has become entrenched
in the regime 1iteratur§ due to an early theory of
Griffith and Wallis [89] who demonstrated that the Froude
number controlled a slug to annﬁlar pattern transition.
Some authors of regime maps, together with their

co-ordinate systems, are listed in Table 2.1.

The bubble to slug transition lines given in the regime
maps of the authors listed in table 2.1 have been
ré—plottedlfér comparison in figure 2.2, using the axes of
gas to liquid flow ratio, Wg/wl' and the Froude number.
In addition, the empirical equation of Weisman and Kang

[233] for bubble to slug transition,

—-14-



AUTHOR PIPE SI78 CO-ORDINATE SYSTEM

Griffith and Wallis [89] 25m  Flowing s fraction vs. (Fr)

Oshinowo and Charles [175] 25 m Fr vs. mqr. root of ges to
liquid flow ratio

Serizawe et 2l. [194] 60 mm Superficial ges velocity vs.
superficial liquid velocity

Vallasces [220] 35 m Flowing gas fraction vs. (FI‘)2
fresults for 2500} .

Spedding ord Newyen [208] 45.5m  Sqr. root of Fr vs. liquid
to gas flow ratio

Taitel et al. [217] 50mm  Superficial ges velocity vs.
superficial liquid velocity

TARLE 2.1: AUTHORS OF REGIME MAPS FOR UPFLOW
[Fris the two phase flow Froude mmber]

-15-



GAS TO LIGUID FLOW RATE , Wg / Ll

1 20% GAS FLOW LINE.

2 TAITEL ETAL.SOmm THEORETICAL
BURBLE-SLUG.

3 TAITEL ET AL .50mm THEORETICAL
rﬁ DISPERSED BUBBLE-SLUG.

4 SERIZAWA ETAL. 60mm BUBBLE-
TRANSITION.

5 SERIZAWA ET AL. 60mm TRANSITION-
SLUG. ‘

6 SPEDDING AND NGUYEN .45 -5mm
BUBBLE-SLUG.

7 GRIFFITH AND WALLIS . 25mm
BUBBLE-SLUG.

OSHINOWO AND CHARLES .25mm
BUBBLE - QUIET AND DISPERSED SLUG.

VALLASCAS (25°C) . 35mm
BUBBLE - SLUG.

IWE!SMPN AND KANG. BUBBLE-SLUG.

3

(- 3

] 8 10

FROUDE NUMBER , (Ulg+Wg) / (gD)°*

Fig2:2 - Regime maps in upflow for authors
given in table 2.1
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- 3.5 _ - —= ,0.78 2.39
Wg/(gD) = o.45(wg+wl) /{(gD) .

has been plotted for the case of a 50 mm pipe.

Little agreement was found among the authors in question,
and some explanation of this fact was sought in the

literature.

Subjectivity in definition of the transition, and the fact
that such transitions may be an order broad [213] would
account for some disagreement. Serizawa et al. [194] have
defined a transition region to illustrate the broad change
from bubble to slug flow patterns. It is also true that
valuesg would differ slightly by changing co-ordinate
systems: for example, use of the Froude number
incorporates an adjustmen; for pipe diameter, whereas a
plot of gas superficial velocity vs. ligquid superficial
velocity does not. Differences in apparatus and fluid
properties between investigators would appear to be a
significant factor in the disagreement. Vallascas [220]
has shown that fluid temperature affects the transition by
altering surface tension. Wallis [227] has commented on
the ability of water purity to influence bubble
coalescence; such coalescence is certainly discouraged in
strong electrolyte solutions [134]. Taitel et al. [217]
have emphasized that regime boundaries vary with pipe
diameter, so that a map determined on one set of apparatus

may not be generalised by use of dimensional substitution.
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The method of air introduction into the water stream has a
profound effect on the ensuing flow pattern (109].
Herringe and Davis [91,92] have shown that varying
cross-sectional void profiles are set up by different
spargers, although similar profiles are épproached after a
large number of diameters.llida [117) tested three
different methods of air introduction to show a dependence
of phase interdispersion on sbarger design, and Griffith
and Wallis [89)] acknowledged that their apparatus

encouraged the formation of slugs.

Oshinowo and Charles [176] mixed the gas and liquid simply

LI
s

in a copper "tee this method of gas introduction might
be considered to encourage slug formation, especially at
low water flowrates, and would provide an explanation for
the low transition line illustrated in figure 2.2. A
similar method of gas introduction was used by Govier et
al. [86] whose transition boundary also occurred at low
gas to liquid flow ratios. Spedding and Nguyen [208], who
have reported bubble flows at high gas flowrates, employed
a more sophisticated mixing section which would have

encouraged bubble dispersion. Some tests reported by

Siemes [263]1, and by Zuber et al. [245] have shown the

effect of distributor hole size on bubble behaviour in -

columns of static liquid. While a fine mesh provided a

stable cloud of small bubbles up to fairly high voidages,
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larger holes in the distributor lqﬂﬁ to larger bubbles and
subsequent coalescence. However, authors have differed
considerably in describing the mechanism of bubble
formation and discharge at an orifice [{26,125]. The above
indicates that the positioning of the regime boundary must
be described not only in terms of gas and liquid
flowrates, but in terms of fluid properties and
arrangement of the apparatus as well. A firm definition

of the transition must also be presented in each case.

2.3 VERTICAL DOWNWARD COCURRENT FLOW

2.3.1 FLOW PATTERNS

The study of downward two phase flow is of some interest
as it has received far less attention in the literature
than upward flow. Indeed, the term "vertical flow"

frequently implies only the upward case.

As in upward flow various patterns have been observed
[175,208,241]. These are the bubble, slug, froth and
annular flows already described, together with a low gas
vglocity annular-type flow termed "falling film" by
Oshinowo and Charles [175] and by Barnea et al. (15] and
"wetted wall" by Yamazaki and Yamaguchi [241]. Spedding
and Nguyen [288] have included this pattern in the term
“"annular flow". The term "falling film" is preferred

here.
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Hewitt and Hall-Taylor [106] have remarked that annular
flow is easier to achieve in downflow than upflow,
although this is most likely the falling film pattern.
Hewitt and Wallis [101] have investigated countercurrent

falling film flow.

Spedding and Nguyen [288] found bubbly downflow difficult
to achieve, while Oshinowo and Charles [175) referred to
the pattern as "bubble-coring" flow, since in downflow
they observed that bubbles favoured the core of flow more
than in upflow, with the outer liguid annulus almost gas
free. It is of interest to note that such a flow appears
to be a condition intermediate between a well dispersed

bubbly flow and the falling film pattern.

Within the regime defined by gas and liquid flowrates
suitable for the narrow bore deep shaft reactor, authors
have reported bubble, slug and falling film flows, and

transition between all these patterns must be considered.
2.3.2 BUBBLE FLOW BOUNDARY

Other thaﬁ'in recent work by Barnea et al. [14,15;16] no
theory or mechanism has been supplied to define the limits
of downward bubble flow. There is no reason why the
Radovich and Moissis [180] proximity model for upflow may

not be employed, since Barnea et al. [15)] have extended
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the work of Taitel et al. [217] in a similar fashion to
the downflow case and have provided comprehensive theory
to explain the bubble-slug transition in 25 mm and 50 mm
pipes. In addition they have considered the mechanism
involved in the falling film-slug transi;ion and proposed
a model based on the horizontal flow work of Taitel and

Duﬁkler f218].

Some regime maps exist to define the regime boundaries in
downflow. Relevant authors and the map co-ordinate
systems used are given in Table 2.2 and their boundaries
for the regimes in question are given in figure 2.3 on the
axes of gas to liquid flow ratio vs. Froude number.
Yamazaki and Yamaguchi [241] show no bubble flow boundary

as they did not achieve this pattern.

There is little agreement between the authors in the
positioning of regime boundarieé. As in upflow, fluid
properties and configuration of the apparatus may be
expected to influence results. Falling film flow may have
been encouraged by the peripheral introduction of water in
the mixing section used by Spedding and Nguyen [2@8]. The
remaining authors [175,241] found falling film flow to

commence only at higher gas rates.

Further investigation of downflow appears necessary for an

adequate description of the limits of bubble flow.
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AUTHCR PIPE SIZE

CO-CRUINATE SYSTEM

Oshinowo ard Charles [175] 25 m

Yamagaki and Ysmeguchi [240] 25 mm

Spedding and Neuyen {208] 45.5m

Barnea et al. [15] 51 m

Fr vs. sqr. root of gas to

liquid flow ratio

Flowing gas fraction vs. total
superficial velocity

Xqr. root of Fr vs. liquid to
gas flow ratio

Superficial liquid
and gas velocities

TABLE 2.2: AUTHORS OF REGIME MAPS FOR DOWNFLOW
[Fr denotes two phase Froude nunber]
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GAS TO LIGUID FLOW RATIO, Wg /Wy

1 OSHINOWO AND CHARLES.
BUBBLE -SLUG.

2 SPEDDING AND NGUYEN.
BUBBLE - SLUG.

3 OSHINOWO AND CHARLES.
SLUG- FALLING FILM TYPE.

4 SPEDDING AND NGUYEN. SLUG-
ANNULAR , SLUG- ANNULAR /FROTH.

5 YAMAZAKI AND YAMAGUCHI.
SLUG -WETTED WALL.

6 BARNEA ET AL BUBBLE - SLUG.
BARNEA ET AL. SLUG -FALLING FILM.

20

10

0 T 20 40 6.0

FROUDE NUMBER , (ilig+illg) AgD)°*
Fig 23 + Regime maps in downflow for authors in table 2:2 *
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2.4 FLOW IN BENDS

Two phase flow in bends has been investigated by Oshinowo
and Charles [175]. Bubble, bubble-slug, and slug flow
patterns have been found to persist through a U-bend,
which may be used to approximate the flow conditions at a

D.S.R. base.

2.5 EXPERIMENTAL WORK

2.5.1 OBJECTIVES

Existing regime maps are inconsistent, with authors
differing by up to an order of magnitude in the prediction
of the bubble-slug transition in upflow. The method of
gas introduction has bgen quoted as a source of
disagreement [188] and it was considered necessary to
establish the dependence of regime maps on sparger
configuration. Such an investigation would also permit
the selection of a sparger type suitable for further
investigation into the bubbly flow regime. It is
unfortunate that such an investigation must, in large

part, be merely descriptive.
2.5.2 APPARATUS (50mm PIPE)

The apparatus illustrated in appendix A wag constructed,

all pipes and fittings being of a nominal 50 mm bore. A
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500 litre tank supplied a Warman C32 centrifugal pump
which circulated water through a 17 m downcomer and riser,
linked at the base by a 1.5 m horizontal section. Air,
meteredﬁﬁ;'rotameters, was introduced via spargers placed
in either leg of the apparatus. Glass sections of piping
in the riser and downcﬁmer permitted visual and
photographic analysis of flow. Most photographs were
produced using transmitted, rather than reflected,
illumination, as recommended by Collier and Hewitt [60].
Fast flows were "frozen" using an electronic flashgun,
although some static bubbling tests were photographed with

studio lamps at a shutter speed of 1/1000 second.

Temperature was controlled in the rig by cooling coils in
the header tank. The local climate was such as to provide

adequately high temperatures.

Three spafger types were initiall& employed, termed types
"A","B" and "C" as illustrated in figures 2.4, 2.5 and 2.6
respectively. In all three types of sparger, air was
introduced through 33 holes of 1 mm diameter. In C, these
were arranged to be evenly spaced along a circumference of
thg pipe, so that they were approximately 5 mm apart. 1In
B they were arranged in three vertical banks of 11 holes 5
mm apart, each bank set 120° from the other two in the
pipe wall. Sparger A consisted of three similar banks,
120° apart, in a 10mm copper tube set axially in the pipe.

All three spargers were fitted together in the 58 mm pipe,
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Sectic_m A-A
1 GAS INLET.
2 3 ROWS OF |1 HOLES, :
1mm DIAM., Smm SPACING.
Fig2-4 - Sparger Type A
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Section A-A

1 GAS INLET

2 3 ROWS OF I} HOLES,
Imm DIAM., Smm SPACING.

Fig2-5¢ Sparger Type B °
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Section A-A

1 GAS INLET
2 Imm HOLES

Fig 2:6 - Sparger Type C *
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one above the other.

In addition, some devices were constructed to obstruct the
mixture flow at, or downstream of, the sparger, in order
to evaluate the effect of increased local turbulence on
bubble fragmentation. These were a wire mesh of 2 mm
pitch, a plate drilled with 2 mm holes so that only 40% of
the pipe cross sectional area remained for flow, and a
stream-lined insert of 40 mm diameter which obstructed the
flow core to raise fluid velocity. AThis last device 1is

illustrated in figure 2.7
2.5.3 APPARATUS (100 mm PIPE)

A 100 mm bore, 4 m long, test section described in
appendix B was constructed primarily to investigate
holdup. However, observations on the bubble to slug flow
transition are reported here. The spargers were of
similar design to sparger A used in 50 mm flow, but
consisted of four parallel 6 mm copper tubes, at constant
radius from the pipes axis, and drilled with 1 mm holes.
The tubes were 0,5 m long and situated at the base of the
apparatus for upflow, and at the top for downflow

investigation.
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2.6 RESULTS

2.6.1 BUBBLING THROUGH STAGNANT WATER (50 mm PIPE)

The spargers A, B, and C were installed in the Sdmm bore
rig immediately below a 2 m glass section. A valve in the
rig was shut to prevent induced liquid circulation by the
air-lift effect. Spargers A and B were observed to
produce cap bubbles virtually from the onset of bubbling,
while C was seen to maintain ideal buﬁbling up to a gas
superficial velocity of 0.06 m/sec, whereafter an
increasing number of slugs was formed. The bubble flows
provided by A and B were indistinguishably similar,
despite the fact that one represented gas introduction at
the wall and the other at the centre. Photographs of the
patterns produced by the three spargers are given in

figures 2.8 - 2.10.
2.6.2 THE BUBBLE-SLUG TRANSITION IN UPFLOW (508mm pipe)

With water flow held constant, the following changes
occurred with increase i1n gas flowrate. Initially,
separate bubbles characteristic of ideal bubbly flow were
observed. With increasing gas flow, preferential paths
for the bubble rise developed, in a similar way to the
channelling formed in fluidized beds. This occurred
especially in the case of sparger 'C'. With further

increase in gas flow, bubble clusters were observed.
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Fl'g 2-8 ¢ Typical bubble flow produced by sparger A
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Fig 29« Typical bubble flow produced by sparger & o
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Fig 210 * Typicol bubble flow produced by Sparger Ce
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These adopted the shape and higher velocity of a cap, and
eventually true caps formed by coalescence. At higher gas
velocities slugs of increasing length were observed. {The
assumption used by Govier and 2aAziz [85] (see section
2.2.3) that slugs are spaced by seven pipe diameters, was
observed to be reasonably well approximated}. At the
highest flowrate, slugs lost their distinctive form and
frothy slug flow, as described by Oshinowo and Charles

f175] was observed.
2.6.3 REGIME MAP IN UPFLOW (50 mm PIPE)

Seven Sparger combinations were tested with various air
and water rates as detailed in table 2.3. For each
combination the locus of the bubble-slug bhoundary was
determined by visual, and occasionally photographic means.
Transition was interpreted as the first appearance of
large caps since these spanned nearly the full pipe
Aiameter and formed slugs within a relatively short tube
distance. Data were plotted as two phase Froude number

vs. the gas to liquid flow ratio.

These boundaries are presented, together with the regime
boundaries of Serizawa et al. {1941 for purposes of
comparison in figure 2.11. The followinag observations

were made.

Spargers A and B appeared very similar in performance.
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SPARGER TYPE WATER SUPERFICTAL GAS TIUPFRFTOIAL

VELOCITY (m/sec.) VELCCITY (m/sec.)

ol 0.51 - 2.56 0.04 - 1.97

"B 0.47 - 1.58 0.04 ~ 1.81

e 0.47 ~ 1.38 0.03 -~ 1.50

"P'with streamlined 0.47 - 1.S88 0.0% - 1.0%

insert

A’ 0.47 -~ 1.58 6.0%3 - 1.05

A" with mesh 0.47 -~ 1,88 N.03 - 0.24

"A' with drilled 0.47 - 1.18 0.7% - 0.32
plate

TARLE 2.3: TESTS ON SPARGERS IN T¥F 50 mm DIAMETER
APPARATUS (UPFLW)
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GAS TOLIGUID FLOW RATIO, g / Wy

10

(=
(4]

SPARGER C.

SPARGER Aand B. :
SPARGER A and B,WITH INSERT.
SPARGER A WITH PLATE. .

BUBBLE ~TRANSITIONAL FLOW
BOUNDARY (SERIZAWA ETAL).

6 TRANSITIONAL- SLUG BOUNDARY
(SERIZAWA ETAL). .

N bW N =

8 3

- —

10 20 30

FROUDE NUMBER , (Wy+illy) /(qD)°®
Fig 211 « Regime maps in upflow for various spargers (5Omm pip
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The mesh had no effect in preventing slug formation. The
central insert and to a lesser extent the drilled plate
suppressed slug formation, especially at higher
velocities. It was found that the insert exerted a
similar effect whether within or above sparger B, or above
sparger A. This suggested that the device was effective
due to shearing of bubbles by intense mixing, as in
“dispersed bubbly flow" [217), rather than by causing a
higher liquid velocity past the sparger orifices, with
faster bubble removal. It was concluded that the drilled
plate operated on a similay principle, with the flow
subject to violent mixing as it passed through the 2 mm

holes.

Although, overall, sparger C proved most effective in the
range tested, the insert and drilled plate caused smaller
bubbles to be formed and trends in the results showed that
such devices might become more effective At highev liguid

velocities.

2.6.4 REGIME MAPS IN DOWNFLOW (50 mm PIPE)

In downflow, investigation could not be confined to the
bubble-slug transition alone as a third regime, the
falling film pattern, was observed at even moderate airx
rates. The position of both the bubble-slug and

slug-falling film boundaries were determined.

-38-



Spargers A, B and C were tested at liquid flowrates of
0.47, 0.79, 1.18 and 1.97 m/sec. No difference was
observed in the performance of the three spargers, all of
which provided a satisfactory bubble flow at low air
rates. At increased alr rates a short length of falling
film flow was observed below the sparger. This formed an
interface with bubbly flow some distance below the
sparger, the bubbles being formed by a process of violent
back mixing. Barnea [14]) has observed a similar falling
film flow close to the sparger in downflow. With
increasing gas flow the interface was driven further down
the pipe from the sparger and assumed a fairly.stable
position. Only very occasionally were larger bubbles
observed in the flow below the interface, so that no true

slug flow was encountered.

It was accordingly impractical to produce a regime map for
such an arrangement as flow pattern was clearly dependent
on point of observation below the sparger as much as on
fluid flowrates. It was of interest to note that whereas
Yamazaki and Yamaguchi [241] found difficulty in achieving
the bubble flow regime in downflow, in this case slug flow
was not achieved. Such a difference must be attributed to
the variation in lesign of apparatus, particularly the
sparger. However, Barnea [14] found that the sparger type
had little influence on the flow after 10 meters, so that

the observed effects may be transitory.
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The mechanism of bubble formation in downflow was entirely
different from that in upflow, due to the volume of
trapped air held below the sparger at higher air rates.
This short length of falling film flow was considered to
be an afterbody effect induced by the presence of the
axial copper tube in sparger A, and the introduction of
air over a short distance, so that a standing bubble

formed.

To investigate this hypothesis a longer sparger, termed D,
was constructed. Two & mm copper tubes, each 0,45 m long,
were fitted one above the other at the pipe axis, in a
similar way to sparger A. Each was randomly drilled with
100 0,5 mm holes. The 6 mm copper tube along the pipe
axls was chosen to be thinner than the 16 mm tube used in
sparger A. The introduction of air over a greater length
of pipe reduced the afterbody effect. Film flow was
observed only at very high air rates in the apparatus. A
regime of bubbly-slug flow was also observed at air rates
below those required for falling film flow. A regime map,
figure 2.12, was prepared to describe the performance of
this sparger. Since there was still a stable afterbody
effect for a small range of gas rates at transition to
falling film flow, it is necessary to state that the map
was obtained for an observation point 1 m below the

sparger.

The presence of a short falling film flow near the sparger
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Fig 212 ¢ Regime map for downflow (50 mm pipe) ¢
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may also be ascribed to the development of high voidage
areas within the sparger section. The liquid velocity
near a sparger orifice, whether the orifice is at the wall
or situvated on a tube in the flow, will be lower than the
average ligquid velocity in the pipe. The fact that bubble
rise velocity is opposed to the direction of flow, and
that the flow velocity is low near the orifice, will cause
a bubble which has recently detached from an orifice to be
carried away from the orifice at a slower velocity in
downflow than would be the case in upflow. Thus, 1if
bubble removal from the orifice is retarded in downflow,
this may lead to local coalescence near the orifice, and
the eventual formation of a standing bubble in the
sparger. Certainly local bubble coalescence and
fragmentation may occur near an orifice [26]. By
introducing the air over a greater pipe length, local
coalescence of bubbles might be reduced. However, a
detailed study of this phenomenon is not within the scope

of this thesis.

2.6.5 RESULTS (10¢ mm PIPE)

Description of the bubble-slug transition must differ in
larger bore pipes as there is a greater difference between
the onset of cap bubble formation and the production of
slugs which span the whole tube diameter. Serizawa et al.
[194] found the need to declare a transition zone in

investigating a 60 mm pipe.
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In the 100 mm pipe, caps‘produced at moderate air rates
were able to persist over the test length without forming
slugs. Only at higher gas rates was sufficient gas
present in a local area to form slugs spanning the pipe
width. Clearly in the extreme of a very large pipe (or

bubble column) true slugs may never form.

The upflow regime map for the 1600 mm pipe, figure 2.13,
illustrates the transition zone by giving the loci of the
first appearance of caps, and the first formation of
slugs. It was noted that the sparger encouraged the
formation of caps in a similar way to sparger A used in

the 50 mm diameter apparatus.

In downflow, the afterbody effect was pronounced. It is
proposed that this is due to the large volume of air which
must be added through a relatively shorter sparger to
achieve significant voidages. 1In addition, the four
copper tubes of the sparger presented a considerable
obstruction to the flow. The falling film-bubble flow
interface was less stable than in the case of a 50 mm pipe
and it was found to be impossible to plot a'reproducible
regime boundary. Bubble flow was certainly stable in

downflow at gas voidages of up to 20%.
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2.7 CONCLUSION

In vertical flow the bubble-slug transition is far less
predictable than in horizontal flow, where most authors
agree on positioning of regime boundaries [149]. Whereas
in horizontal flow transition is governed to a greater
degree by the hydrodynamics of the flow (balance between
gravitational and turbulent forces on the bubble), in
vertical flow it is strongly influenced by the bubble size
distribution. A wide size distribution is likely to
contain bubbles of slightly different rise velocities, and
this will lead to bubble-bubble collision and coalescence.
The bubble size distribution is dependent on the sparger
design, and on the fluid behaviour in the region directly
downstream. A method of gas introduction which encourages
local areas of high voidage may lead to coalescence near
the sparger. For upflow this is the failing of spargers
introducing air through a set of holes along the line of

flow, as with spargers A and B tested above.

It would appear that a sparger may operate satisfactorily
in downflow by a completely different mechanism. Bubble
downflow, certainly at higher velocities, is formed by
transition from a short falling film flow by a mechanism
of violent mixing. The cause and hydrodynamics of this
interface are not fully understood. This method of bubble
formation does, however, imply that bubble size

distribution is largely independent of sparger
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configuration. Suitable spargers in the downflow case
should concentrate on minimising the length of falling
film flow, as clearly this pattern is undesirable in the
D.S.R. It is plausible that some spargersg, with wide
orifice spacing and low superficial velocities at each
orifice, may operate without the interim falling film
flow, but none was encountered in this study. It is
unlikely that the problem of falling film flow occurs in
pipes of very large diameter, as no such problem has been
reported in discussions on large bore D.S.R.'s. 1In this
study falling film flow was found to endure for a shorter
distance when air was introduced over a greater pipe

length.

No extensive study was carried out on gas introduction in
the 100 mm pipe. The spargers used appeared satisfactory
for use in holdup work, as for the void fractions used no

falling film flow reached the test section.
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2.8 LIST OF VARIABLES

D

=l

Pipe diameter (m)
Acceleration due to gravity (m sec™ ')
Gas superficial velocity (m sec™ 1)

Liquid superficial velocity (m gec™ 1)
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CHAPTER 3

3. HOLDUP : THE PREDICTION OF VOID FRACTION

’

Prediction of gas holdup, the volumetric fraction of gas
present in the flowing mixture, is of central interest in
DSR design. The gas holdup determines the hydrostatic
pressure head in the reactor and influences the frictional
pressure losses, the nature of flow interdispersion, and
the interfacial surface area available for gas-liquid mass
transfer in the reactor. Although many models for the
prediction of holdup have been proposed, few prove
applicable in the case of two phase bubble downflow, as

encountered in the DSR.

3.1 DEFINITIONS

Let the gas and liquid phases have 1local . ' =5

1
respectively, and let the local gas void fraction be E.

velocities relative to the pipe given by Ug and U

When the term "local" is taken to the extreme of a single
point, clearly either gas or liquid may be present at any
one time, t. Several authors [75,121,163) have chosen to
evaluate the gas void fraction, E, at a point, as the

integral average over some period of time of d(t), where

O(t) = 0 if liquid is present at the point at time t
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and 0O(t) =1 if gas is present at the point at time t

This method has not been explicitly employed here, as it
is not considered useful in this study of cross sectional
average quantities. The application of time-averaged

quantities is discussed by Delhaye [71].

Gas and liquid fluxes, or superficial velocities, are

given by
W = EU , and
g g
Wl = (l-E)Ul 3.1

and the total flux by

The local relative velocities between the phases, often

referred to as local slip velocities, are

8] =U_ -0

gl g 1’ and

U =U -1U 3.3

lg 1 g

so that
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v, = -U . - 3.4

The difference between phase velocity and total flux is
referred to as drift velocity. Drift velocities for the

two phases are given by:

gm g

1m 1l m

The instantaneous average over the pipe cross-sectional

area, AP, of some quantity q, is denoted by 8§ and defined

g = .’.q aa 3.6

A
P

as

We may define average gas, liquid and total fluxes in this

way, and relate them to the gas, ligquid and total

volumetric flowrates in the pipe, given by Qg, Q1 and Qm
respectively.

W, = Ql/AP

Wg = Qg/Ap

W o= (Q + Qg)/Ap | 3.7
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In order to clarify the use of these relationships in two
phase flow, it is convenient to consider a conceptual
experiment due to Nicklin [165]. Consider figure 3.1.
{Some of the relationships presgnted below require an
assumption of constant properties across the vessel
cross-section. This is further discussed in the analysis
of Zuber and Findlay (243].} Nicklin's case (i) examines
a vessel, of cross-sectional area A, containing liguid
through which a gas is bubbled at a constant flowrate Qg.

No liquid flow occurs.

The fluxes are - 'Wé = Qg/A,
Wl = 2,
ﬁm = Qg/A

The velocities are -
ﬁg = Wg/ﬁ

| ﬂi =0

The slip velocity is found to be -
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Fig 341 * Nicklin's concepfual experiment «
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The drift velocities are v

>

U
gm g m

In Niecklin's [165] case (ii), a finite group of bubbles
rises in a pipe of cross section A. The nett flowrate is
zero and water must flow back past the bubbles to permit

their rise.

Here Qg = -Ql
Hence W=-W,, W =0
g 1 m

The velocities are related by -,

UgE = ~Ul(1-E)
and the drift velocities are
0. =0, and
gm g
U, =T

1m 1l



The local slip velocity is given by.

al

gt =% ~ U

Ug - (Jﬁgs)/(l-s)

Ug(l-E)

In both cases the gas phase drift velocity, ﬁém’ and the

local slip velocityy‘ﬁgl, are related by the equation

Ugm = ﬁél(l-E) _ 3.8

Some further quantities frequently used in two phase flow

are defined below.

The flowing gas concentration, B, is given by,

)

+
Qg/(Qg Q,

The quality, x, of a fiow, refers to the mass fraction

flowing in the gas phase.

X = Mg/(Mg + Ml) /
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where Mg, the mass flowrate of gas, is given by the

roduct , and M, = Q
P Qgpg

1 1°1

Wallis [227] has defined a drift flux, given by

W = E(U_ - W)
gm g m gm

Il
I
c
w
O

for the gas phase, and

W= (1-E)(Ul - wm) = (1 - E)Ul 3.10

for the liquid phase.

3.2 SURVEY OF MODELS USED TC DESCRIBE HOLDUP

3.2.1 TINTRODUCTION

In two phase flow, the average gas void fraction present
in the pipe, E, is not necessarily equal to the flowing
gas fraction, B, based on volumetric flowrate. This is
due to the effect of gravity which causes local slip
between phases and due to the interaction of the velocity
and phase distributions. Much attention has been devoted
to the prediction of the voidage E, particularly in
vertical upward [31,85,96,227] and horizontal [31,112,118]
flows., Vertical downward and inclined configurations have
received a good deal less attention [148,164,241]. 1In

general models have been proposed to describe the average
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void fraction, E, as a function of gas and liquid fluxes.
E = E’(wg,wl)

while others have supplied the information equivalently as

the holdup ratio, H

Aithough some predictive methods have been proposed for a
specific flow regime, others have claimed to be
independent of phase dispersion. Only the cases of
vertical up and down bubble flow are of interest in this

study.
3.2.2 THE MARTINELLI CORRELATION

The correlation due to Martinelli and co-workers [147,154]
has frequently been used to predict the gas phase voidage,
and has been a standard comparison for several subsequent
models [119,143,285,242].

A parameter Xiwas defined as the ratio of the frictional

pressure drop which would occur if the liquid phase were
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flowing alone in the pipe to the frictional pressure drop
which would occur if the gas phase were flowing alone.
The gas and liquid void fractions, E and (1-E), were

presented as a graphical correlation in the parameter X.

No effect of flow regime was considered, which renders the
correlation insufficiently accurate for precise work on
deep shaft reactors, although in its time the correlation
wags recommended for predictions of voidage in air-lift

pumps [147].
3.2.3 FURTHER EARLY WORKERS

Gévier et al. [B6)] published comprehensive data on the
holdup ratio for air-water flow in a 25 mm tube, and
considered its relationship to pressure drop. The data
were relevant to the specific apparatus, and the results
are not readily extended to predict holdup in larger
pipes. Correlations have been produced by Ros {188] and
by Hughmark and Pressburg [l116] to cover a wide range of
fluid properties, and more models of this type are
discussed by Govier and Aziz [85]. In considering the
deep shaft reactor, it is advisable to seek a model based
solely on air-water flow, rather than broad correlations

of this type.
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3.2.4 MODELS OF LEVY, ZIVI AND SMITH

Levy [143] used mixing length theory to predict the holdup
ratio and density distribution for both horizontal and
vertical flow. Solution of the model in the case of
vertical flow with gravity effects is somewhat laborious
and is not specific to the bubble flow regime. This model
is distinct from the momentum exchange model due to Levy
(142] which was developed to predict slip for steam-water

flow over a wide pressure range.

Zivi [242] proposed a method for predicting void fractions
in steam-water flow using a principle of minimum entropy.
The derivation was based on annular and annular-droplet

flow and is unsuited to bubble flow conditions.

Smith [285) proposed a model which assumed that the gas
and liquid flowed in a homogenous two phase mixture zone
surrounded by an annulus of liquid. The velocity head was
equated for the two regions and@ a correlation was produced
in the wvariable, Ks' defined as the ratio of liquiad
flowing in the mixture zone to that in the ligquid zone.
Good general correlation was obtained with both air-water
and steam-water flow, using Ks=0,4. However, it is noted
that as the flowing gas concentration approaches zero, the
velocity of the liquid zone approaches that of the mixture
zone. This implies that the model does not take local

slip into account at the low voidages encountered in the
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bubble flow regime, and is therefore unsuited to D.S.R.

\

design. ‘
3.2.5 YAMAZ2AKI MODEL

Yamazaki and Shiba [238] presented an empirical equation
which is not suited to upward flow at low voidages, and
took no account of local slip. A simpler formula was
subsequently presented by Yamazaki and Yamaguchi [240],

viz.
E/B = (1 - E)(1 - KyE)/(l - B)

Wﬁere Ky is a constant, typically 1. As with the formula
of Smith (2851, the equation predicts no slip for very.
small voidages. The equation was extended to the case of
downward flow [241], where Ky was found to approach 1 only
at high gas flowrates (B> 0.6), and was strongly dependent
on B, the flowing gas fraction, at voidages typical of the
bubble flow regime. This may be interpreted as an
inability of the model to explain local slip in the
downflow case, and some similarity exists in this respect
between the Yamazaki model and the model of Bankoff [131],

which is discussed below.
3.2.6 MODELS CONSIDERING ONLY LOCAL SLIP

Behringer [23] in 1936 proposed that the velocity of a
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bubble in an upward flowing gas liquid mixture was equal
to the sum of the mixture velocity and the slip velocity

of a bubble in an infinite continuum, Uz‘

ﬁg = Qg/A +0,/Aa + U,
Nicklin et al. [167] reached a similar conclusion in
extending slug flow theory to the bubble flow regime.
Nicklin [165]), Brodkey [31] and Wallis [227] have shown
that UZ in the formula above should be replaced by the
general term ﬁgm' the gas drift velocity relative to the
mixture, which is related to the local slip velocity, i3]

g1’
by the formula

Ugl= Ugm/(l-E) {see equation 3.8}

This model has found use in the analysis of bubble columns
[146] and various formulae are available to predict'ﬁgm
from the bubble rise velocity and voidage, with a

knowledge of the nature of bubble interaction [146,227].

The local slip model will frequently provide voidage
predictiop superior to many more sophisticated models,
especially at low flow velocities, but finds limitation at
higher flow velocities where the nature of phase

interdispersion affects holdup more significantly.

This model should prove readily extendable to the downflow
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case, where the sign of the drift velocity term changes

R |

relative to the direction of flow.

3.2.7 MODELS CONSIDERING ONLY PROFILE EFFECTS

In two phase bubble flow, the interaction of the void and
velocity distributions across the pipe diameter will have
a profound effect on the average holdup in the pipe [51].
For example, if the gas phase is concentrated at the pipe
center, where the flow velocity is high, the average gas
velocity will be higher than if the gas were distributed
uniformly across the pipe, or concentrated near the wall,
where the flow velocity is lower. 1In this way the voidage
distribution may interact constructively with the velocity
distribution across the pipe diameter so that the gas
phase has a higher average velocity than the liquid phase,
and this in turn alters the holdup ratio of the flow.
Bankoff [13] chose to assume that local slip was
negligible in two phase flow, and assumed power law
relationships for both voidage and velocity profiles
across the pipe.

1/m

U/Uc = (r/R)

(r/R)l/p

E/Ec

where the subscript, ¢, refers to the condition at the
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pipe centre, r is the radial distance from the pipe
centre, and R is the pipe radius. By integrating over the
pipe cross-section it was shown that these profiles

implied the relationship

E=KbB

where Kb = 2(mtp+mp) (m+p+2mp) / (m+1) (2m+1) (p+1) (2p+1l), and
is known as the "Bankoff K factor". This was acknowledged
by Bankoff [13] as being equivalent to an empirical
constant "C" used by Armand and in the correlations of

several Russian authors [29].

Values for Kb have been presented in the literature
£29,189], and Bankoff has suggested a relationship with
pressure for predicting holdup in steam-water flows.
Hughmark [113] has considered a correlation for K, based
on Reynolds and Froude numbers for horizontal and vertical

upward flow.

The Bankoff [13] method fails at low velocities where
local slip becomes significant. It may, however, be
accurately applied at high velocities where such slip is
negligible, or in horizontal flows, where the

gravitational effect causing slip disappears.
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3.2.8 MODELS INCORPORATING SLIP AND PROFILE EFFECTS

Several authors have perceived the benefits of combining
the slip and profile effects into a unified model to
describe holdup over a wide range of gas and liquid

flowrates.

Aoki et al. [9] modified the Bankoff K factor to
incorporate slip as a function of radial position. For
the assumption of no slip the Aoki model reduces to the

Bankoff equation.

A drift-flux model due to Nicklin et al. (167] was
developed to describe holdup in slug flow, and has been
applied to air-lift pump design [56,57,166]. Nicklin's
concept was extended to the general case of two phase flow
by Zuber and Findlay [243,244] who proposed a drift—-flux
equation

g o g l) * grn/E

]

where CO is a measure of profile interaction and fﬁgm/f

is a term which accounts for local slip.

The drift-flux model has been used to describe both bubble
and slug flow, and has even been extended to predict
holdup in pneumatic transport [209]. The model has gained

wide acceptance in the literature [47,48,85,162,163,178)
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and has been employed in the analysis of high pressure
steam-water flow [10,244].
Bhaga and Weber [24,25] have proposed an equation similar

to that of Zuber and Findlay [244],
Wg/E =co(wg+wl) + UglEtl-E)/E

where slip is given in terms of the relative phase
velocity. This may, however, be reduced readily to the

Zuber and Findlay form.

Brown et al. [33] have assumed parabolic rather than

power-law profiles to develop the equation

Ug/Ul = Ub/U1 + (1 - E)/(Kp -~ E)
where Kp is a function of profile interaction, similar to
the Bankoff K factor, and U_ is a "bubble rise velocity".

b

This equation may be rewritten

W/E=(1/K)W_ + U (K - E)/K
o/ /Kp ¥ b p /¥p

in which case it exhibits a form similar to the equation

of Zuber and Findlay, with 1/1(p analogous to Co' The slip-
term does, however, differ from that of Zuber and Findlay,

and would appear not to be the product of a rigorous

analysis.

-64-


http://however.be

Of all the models discussed above, the Zuber and Findlay
[243] Arift-flux model appears to have gained widest
acceptance [108]. By incorporating both slip and profile
effects in a simple fashion, holdup is readily described
by this method. Specific values for Co and for the drift

velocity term are discussed in detail below.

3.3 DISCUSSION OF THE DRIFT-FLUX MODEL

3.3.1 DERIVATION

In dealing with two phas; pipe flow one is dealing with a
modified case of Nicklin's conception model (described in
section 3.1), with ligquid flow superimposed. The
drift-flux model of Zuber and Findlay [243] may be dérived

. »
concisely as follows.

By definition, the gas velocity is equal to the sum of the

total flux and gas drift velocity,

dividing by WmE and setting
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W’q/wm =C, + EUgm/ n 3.13
multiplying by Wm'
W /E=CW_+ EU_/E -~ 3.14

which may also be expressed as

CO/EWm + Ugm

il

B/E

The second term on the right hand side of equation 3.4 is
termed the "weighted average drift velocity" [243] and, in
predicting holdup, takes account of the relative velocity
between phases and of the voidage profile. The constant
C_ takes account of the interaction between velocity and

o
void profiles (distributions).

Zuber et al. [245] have argued that these distributions

are best represented by radial power-law relationships

1/a

wm/wmc = (r/R)

1/b

(E - E)/(E_ - E) = (r/R) 3.16
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where c and w denote values at the pipe centre and wall
respectively and R is the pipe radius.

From equations 3.12, 3.15 and 3.16, Co is given by

Cu = 1 + 2ab(l + Ew/E)/(a + b + 2ab) - 3.17
Often it is assumed that the gas voidage tends to zero
exactly at the pipe wall, so that Ew is taken as zero in

equations 3.16 and 3.17.

For negligible Arift velocity it may be shown that

l/Co = Ky

the Bankoff K- factor.
3.3.2 VALUES FOR CO AND FOR THE DRIFT FLUX TERM

Provided that Co and the drift flux term can be evaluated,
holdup may be predicted readily from a knowledge of gas
and liquid fluxes. Values for Co have been presented for
a variety of flow types and channel sizes in the
literature [10,47,51,81,85,162,227,243-245]. Usually I
Co<.1.5, although Co may assume higher values if the void
profile is such that the gas voidage tends to zero some
distance from the wall. Typically Co is acknowledged as

having values between 1 and 1.3 in most gas-liquid bubble
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flows and the opinions of various authors are presented in

Table 3.1

The value of the profile constant Co will depend on flow
regime to a significant degree. For purposes of holdup
prediction, two distinct types of bubble flow must be
identified, and have been separately defined in the

literature [10,123,194,227,243]

(i) Ideal bubble flow
Bubbles have uniform size and velocity, qnd no interaction
occurs between bubbles. No coalescence occurs and void
profiles tend to be flat, so that Co assumes a value close
to unity. 1In practice, ideal flow is difficult to achieve,
especially at higher voidages, and will be strongly
dependent on method of gas introduction [283,245]. This
has also been termed regime "B" [161] and "Mode 1" flow

(167].

(1i) Churn-turbulent bubble flow
Churn-turbulent flow is characterised by a range of bubble
sizes, and by bubble interaction in the form of chaunneling
and waking, where a small bubble will rise fast within the
wake of a large bubble or bubble train. This type of flow
has been regarded as intermediate between ideal bubble and
slug flow (see comments in ref. 243) and has been termed

regime "A" [161] and "Mode II" flow [167].
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AUTHOR COMMENT VALUE OF C
—— —— ————)

Wallis [227] , Recommendation 1.2
Govier and Aziz [85) " 1.2 = 1.3
Ishii and Grolmes [122) " 1.2-0.2(0 /p.)°">
L'
Nassos and Bankoff [162] 69 mm pipe 1.1

Best Fit/ Data of

Borishanskiy et al. [29] 11 mm pipe 1.187
Hewitt [96] ~ Recommendation 1.2
Zuber and Findlay [243] 5C mm pipe 1.2

(includes slug flow)
Zuber et al. [245] Recommendation 1.2 - 1.3

Galaup [81] 42 mm pipe 1.13

TABLE 3.1: VALUES DETERMINED FOR CO IN CHURN-TURBULENT
BUBELE FLOW
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A measure of the extent of waking is given by various

authors [16,122,123,243] in terms of the exponent n in the

equations
_ _ =y~(n-1) 3.18
Ugl = Uz(l E) -
or, equivalently, ,
W _= EU_(1 - E) P , 3.19
gm z

where Uz is the slip velocity of a bubble in an infinite
medium. Equations 3.8 and 3.9 are similar to the
Richardson and Zaki [184] expression for use in

fluid-solid systems, with n = 2.39,

The increase of slip velocity with increasing voidage,
given by a value of n which is less than unity, indicates
significant waking, and a degree of churn-turbulent flow.
A decrease of slip velocity with increasing voidage will
occur when there is no bubble interaction. This is due to
the decreasing average density of the medium through which
the bubble is rising. At a value of n = 1 we may view
this effect of density reduction as being exactly offset

by the effect of increased bubble waking.

Various values of n have been suggested: For the Stokesian
regime (very small bubbles) n=3 [243]; for ideal bubble
flow, n=2 {227] and n=1.5 [1308,243]; for churn turbulent
flow n=1/3 [122], n=0 [123,243]. Other relations between
bubble rise velocity and voidage have been summarised by
Lockett and Kirkpatrick [146].
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With practical justification, Zuber and Findlay [243] nhave
used a value n=0 to equate the drift flux term and bubble
rise in an infinite medium for churn-turbulent flow.

Ugms/ﬁ = Ugm =u, 3.20

For ideal bubble flow, using n=l.5,

U E 3.21
gm
Values for Uz may be obtained from the literature

[84,906,177,227].

3.3.3 COMPARISON OF THE DRIFT-FLUX MODEL WITH OTHER

HOLDUP MODELS

Holdup is dependent on two distinct mechanisms, local slip
and the profile effect, and cannot be described adequately
with a one~parameter model except in those regions where
one effect predominates. The Zuber and Findlay [243]
model has been criticised for requiring values which are
difficult to specify [241] and not always constant [148],
vet it appears to be the most suitable formulation to

date.

The models of Behringer (23], Wallis [227], Bankoff [13],

Yamazaki [240,241] and Zuber and Findlay [243-245] have
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been chosen for comparison and the relationship between
gas and liquid velocity is considered below.

Behringer [23]: ug -0, = UZ/(l—E)

{Bhaga and Weber [24] have given the Behringer model as

Ug—U =Uz' but this would not appear to be correct.}

1
wallis [2277: T -7, =vu (1-E)"!
) g 1 z
where n depends on bubble waking. For n=0

(churn-turbulent bubble flow), this reduces to Behringers

model.

U /U, = (1-E)/(KbJE)

Bankoff [13]: 5/

: — = -1
Y k 240,241 17: U /U, = (1-K E
amazaki [ 1 g/ 1 ( y )

Zuber and Findlay [243-245]:-

Ug -0, = Ugm/(l—CoE) + (Co—l)Ul/(l-CoE)
with Gém = UZ for churn-turbulent bubble flow.

For all the above models, Uz was taken as 0,25 m/sec for
the rise of air bubbles in water using the formula of
Harmathy [98). The average slip velocity between the
phases, as predicted by the above models, is compared at

constant voidage, with liquid velocities from O to 3 m/sec
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in fig. 3.2, and at constant velocity for gas voidages from

@ to 0.3 in fig. 3.3.

It is evident from the figures that no model besides the
drift-flux model of Zuber and Findlay [243-245] is able to
account for the difference in phase velocities at both low
and high flow velocities. The models of Bankoff [13] and
of Yamazaki and co-workers [240,241] fail to describe slip
at low velocities, while simple slip models (23] fail at
high velocities. The Zuber and Findlay model therefore
appears most suited to the prediction of holdup in narrow
bore D.S.R.'s, which may operate at flow velocities where
both local slip and profile interactions affect the holdup

significantly.
3.3.4 THE DRIFT-FLUX MODEL IN VERTICAL DOWNFLOW

The Zuber and Findlay drift-flux model has been used
widely for vertical upflow, but should be applicable to
vertical downflow as well, in which case the local slip
term will change in sign. Yamazaki and Yamaguchi {241]
and Zuber et al. [245] have claimed that it may be used in
downflow, and the latter reference has cited two instances
in which both €, and Ugm were identical in up and down

flow, viz.

(i) High velocity boiling flow of "“Santowax-R" in a

circular pipe. SR
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(ii) Steam-water flow in a rectangular conduit.

However, this constancy of Co in up and downflow has been
brought into question (albeit indirectly in some cases) by

several authors, enumerated below.

(i) Bhaga and Weber [25] investigated gas-liquid
co-current upward and counter-current flow at low liquid
velocities. Values of Co were found to differ between the

two cases.

(ii) Brown et al. [33] argued that the profile effect was
reversed in downflow, that is, in downflow maximum voidage
occurred at the wall, rather than at the centre as in
upflow. Brown et al. presented the equation discussed in

section 3.2.8 above
W /E = (1/K )W+ U_(K_~E)/K
o/E = (L/K )T+ U (K ~E) /K

from which it may be seen that the term Kp is similar to
the 'Bankoff K factor', and is the inverse of Co. Brown
et al. [33] argue from their profile considerations that
Kp is less than unity for upward and Kp is greater than
unity for downward flow ie Co is less than unity for
downflow and differs from the upflow case. Few data are
presented to confirm this theory, however, and the

treatment is open to question. For example, in downflow,

F=T76=



Brown et al. [33] required a bubble rise velocity of 12
cm/sec to verify their data correlation. This value is

somewhat low.

(iii) Martin [152] found that Cq differed between up and

down flow for slug flow drift-flux plots.

(iv) Oshinowo and Charles [175] have observed (in
absolute contradiction to Brown et al. [{33])) that in
downflow bubbles are located in a central core of flow,
which is not the case in upflow. This "bubble coring"
implies a difference in voidage profiles, with consequent
difference 1in Co' between the up and downflow
configurations. In a subsequent paper {176] these authors
have stated that C0 may not be assumed constant in the two
cases. Their observation of bubble-coring flow has led to
the presentation of theory explaining profile variation

between up and downflow [285].

It has been shown that the constancy of Co in the two
cases has been brought to question. In addition to this,
the constancy of C0 within a configuration has even been
doubted [148]. An experimental investigation of the
values of Co for both up and downward bubble flow was

required to resolve this issue.
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3.4 EXPERIMENTAL INVESTIGATION OF HOLDUP

3.4.1 OBJECTIVES

The experimental program was aimed at the verification and
extension of the Zuber and Findlay [243)] drift-flux model.
This involved the investigation of holdup using an
air-water mixture for two typical pipe sizes in both up
and down flow: 50 mm and 100 mm diaméter test rigs were
constructed for this purpose and are described in

appendices A and B.
3.4.2 MEASUREMENT OF HOLDUP

Various techniques, repor;ed by Hewitt [97], have been
used to examine average holdup in two phase flow.
Excluding those methods employing probes for local void
fraction measurement [71,72,81,82], the two most common
methods for measuring average void fraction are by using
gamma ray attenuation and by isolating a pipe section with
guick-closing valves, thus permitting the measurement of
;elative phase volumes in the section. The second method
was choseﬁ as most suitable. Full bore ball valves were
fitted into the 50 mm diameter two phase flow loop so that
a 5 m section of pipe could be rapidly isolated. A
similar arrangement permitted the isolation of a 4 m

vertical pipe length in the 100 mm diameter apparatus. In
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each case the lower valve was closed by a quick-response
pneumatic ram, and was linked to the upper valve with a
tie-rod of adjustable length. The test section was
equipped with pressure tappings and a sight glass of 3 mm
bore to permit the measurement of the height of the

gas-liquid interface after phase separation.
3.4.2 VALVE SYNCHRONISATION

Valve synchronisation was achieved by monitoring pressures
in the section before and after closure, using a method
developed in detail in appendices C and D, and described
briefly below. Let P(x,t) be defined as the pressure at
height x above the lower valve in the section and at time
t, and E(x,t) the average voidage at height x, time t.
Before valve closure we may assume that the section, with
total volume Vt, will contain a bubble assemblage with

voidage well approximated by
E(x,0 ) = EOPO/P(x,o ) 3.22

with EOPO a constant dependent on gas flow rate, and t=o ,

the time just prior to closure.

+ . . .

After closure (t=0 ), the bubbles will rise and disengage
from the fluid, and after some period, a gas phase ullage
of volume Vg will form at the top of the section. The

final ullage pressure is then P(x3,tl), where x, is the

3
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height at the top of the isolated section, and tl is the
time by which all the bubbles have risen to the gas-liquid

interface.

Assuming the liguid to be incompressible and mass transfer
between phases to be minimal, the use of volume and mass
balances yields the relationship, as derived in appendix

C,

x=x3

) = A, fl/P(x,o‘) av 3.23

Vt/P(x3.t
x=0

1
Where Vt is the volume of the whole section. The integral
on the right hand side of eguation 3.23 can be
approximated accurately (see Appendix D) by integrating a
guadratic expression for the inverse of pressure in x.
Constants for the quadratic are gained by monitoring the
pressure prior to closure at three vertical stations in
the test section, and solving for the constants in three
simultaneous guadratic equations in x and 1/P. An example
of this calculation due to Clark and Flemmer [50) is
reproduced in Appendix D. All calculation work is done in

absoclute pressures.

This method has significant advantages over mechanical
synchronisation {(by exact measurement of the tie rod
length), especially in larger bore apparatus, where
closing times may be slow. During closure qualities of

flow through the two valves will differ. A typical error
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of 1% in holdup determination may occur for each

millisecond error in synchronisation [50].

In practice the tie-rod linking the valves was adjusted
until the relationship 3.23 was satisfied, and holdup data
then collected. This implied that the holdup in the
section was identical before and after closure, and a true

representation of the voidage present in the flow.

3.4.3 ASSESSMENT OF BUBBLE RISE VELOCITY

In order to evaluate the drift velocity term in the Zuber
. and Findlay [243)] equation, the bubble rise velocity in
the flow must be determined, and some indication gained of
the degree of bubble waking in the flow. Two methods were
used to evaluate the rise velocity in the case of the 100
mm rig, and one in the case of the 50 mm. These are

described below.

(i) By monitoring voidage at zero ligquid flow
This method is implicit in the equations of many authors,
and relies on the measurement of gas voidage with a
knowledge of gas flux [165,2083].

The bubble rise velocity relative to the pipe is given by

U =W_/E .24
3 c_,/ , 3
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where E, the local void fraction, is also the fraction of

the local cross-sectional area which is occupied by gas.

For zero liquid flow, Ugl=Ug' so that

U, = W_/E ‘ 3.25
a1 = Yo/ -
Equation 3.25 may be extended to an average over the pipe

cross~section and written as

T, = AE ' 3.26
a1 = %/%p
{Using the Zuber and Findlay [243] equation in a strict
sense shows that equation 3.26 will distort the slip

velocity, U by a factor of (1-E)/(1—COE). However,

gl’
since this equation considers only low voidages, and 1S
primarily seeking U,, i.e. the value of ﬁél when E=0,
profile effects have been neglected here.} The gas
flowrate, Qg. is evaluated at the pressure in the
apparatus. In practice Qg was evaluated using the ideal

gas law, at the final ullage pressure P(x3,tl), as defined

in section 3.2.2,
Q. =0 OPO/P(x3,t1) 3.27

9 9

where o denotes atmospheric conditions.
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From eguation 3.26 the bubble rise in an infinite

continuum was given by
U = 1lim(E lOlo_/A E ' 3.27
. = Hn(E lofog/A

where E was determined in the test section by the

quick-closing valve method described above.

(ii) By Monitoring Final Ullage Pressure after Valve

Closure

After valve closure the phases separate to form a gas
ullage. Concurrent with this separation is a rise in
pressure of the gas at the top of the section to assume a
final value, P(x3’t1)' given by equation 3.23, after the

time taken for all bubbles to rise in the section.

The time taken by the bubbles initially at the base of the
section to rise to the final interface may be monitored by
noting the rise in pressure at the top of the section with
time, and seeking the point in time at which the final
pressure is reached. Experimentally, the pressure was
monitored using a Foxboro pressure case and high speed
flatbed recorder. A typical pressure-time curve is given

in fiqg. 3.4

Where the length of the test section is X34 the distance

travelled by the lowest bubbles to the interface is
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x3(l—E). If the time taken for these bubbles to rise 1is
denoted tr’ then the bubbles have a speed relative to the

pipe of

Ug = x3(1—E)/tr 3.28

The water must, however, flow back around the bubbles to
permit their rise (See case (ii) of Nicklin's conceptual
model in section 3.1.) so that the slip velocity between
the bubbles and liquid (ﬁgl) and the velocity of the

bubbles relative to the pipe (ﬁé) are related by

Uél = ﬁg/(l—E) 3.29

From equations 3.28 and 3.29

1= x3/tr 3.30

and the bubble rise velocity in the infinite continuum is

determined by
u, = 1im (E } 0 X/t 3.31
It should be noted that equation 3.31 is independent of

liguid velocity prior to valve closure, and may be

employed at any gas or liguid flux in the test section.

Bubble slip velocities in the S50 mm rig using method (ii)
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at various water velocities are presented in figure 3.5,
Slip velocities are presented for the 10Zmm rig for both

methods (i) and (ii) in figure 3.6.

A linear regression on the data for the 50 mm rig in
figure 3.5 yielded a valve of the bubble rise velocity in
an infinite continuum of v, = 0.24 m/sec. Linear
regressions and regressions of the form

— - _ ‘n

Og1 U, (1-E)
were performed on the data from the 190mm rig, presented
in figure 3.6. For the data of method (i) a linear
regression gave a best fit value of UZ = 0.226 m/sec and
for method (ii) UZ = 0.248. The alternative regressions

on the data from the 1@00mm rig yielded equations:

., = 0.235(1—13)_0‘30 m/sec
gl
for method (i), and
Uél = 0.248(1—E)o‘702 m/sec

for method (ii). These values for U_ may be compared with

the values recommended by Harmathy [90]

u, = 1.53(q o(p-pg) /0]
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= 0.25 m/sec for air/water systems

and by Levich [141]

(@
Il

, l.4l{ga"((0-pg) //rz}

0,23 m/sec for air/water systems

\

Formlae given by Wallis [227] imply that no correction for
the wall effect was necessary. Method (ii) relied on
somewhat more accurate measuring equipment than method
(i), and its results were taken in preference.
Accordingly rise velocities of 0.24 and 0.25 m/sec were
used in further investigation of the Zuber and Findlay

[243] model, for the 50 mm and 190 mm rigs respectively.

From figure 3.6 it may be seen that bubble rise velocity
increased with voidage for method (i). Rise velocity

increased in a fashion close to that for churn-turbulent

flow, given by

1

Ugl=Uz(l—E)

thus implying that significant waking occurred. The two

=0.33 m/sec, E = 0.2) were due

high values in Fig 3.6 (ﬁgl

to the presence of slugs in the flow. Such slugs may be

expected to have a rise velocity given by [162]
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2.5

Uslug ﬁ.BS(gDp)

0,35 m/sec for air-water in a 100 mm pipe.

This data for method (i) has been compared in figure 3.7
with the data of Siemes [203] for a 100 mm sguare pipe,
using a plot of drift flux versus voidage similar to that
used by Zuber et al. [245]. Good agreement exists between
the data of this study and the data of Siemes [283], for

which waking was significant.

Rise velocities behaved differently for method (ii) in the
pipes of different diameter, with the 50 mm pipe showing a
slight increase in rise velocity with voidage and the 100
mm showing a decrease. The 50 mm case may be attributed
to significant waking over the whole pipe diameter whereas
the 100 mm pipe is sufficiently wide to permit localised
waking to occur at the pipe centre. The effect of waking
at only the pipe centre permits the depletion of the
bubble assemblage at the base of the test section so that
the remaining small bubbles then rise in ideal fashion.
This explanation was confirmed by fitting a 700 mm long
full bore glas; length into the 100 mm test section to
permit visual observation. After valve closure, large
bubbles rose quickly at the pipe centre, leaving smaller
bubbles to reach the gas-liquid interface last. This
shows that method (ii) at significant voidages determines

the rise velocity of the slowest bubbles which were
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initially lowest in the test section, and not the average
bubble rise. Nevertheless, the rise velocity in an

infinite continuum, UZ, may still be accurately determined

using equation 3.31.

The behaviour of bubblesgs in both pipes suggested that the

bubble flow was churn-turbulent.
3.4.4 DETERMINATION OF THE PROFILE CONSTANT Co'

The Zuber and Findlay [243] equation may be re-arranged to

give the relationship

which implies that CO may be determined for known local
voidage and gas and liquid flowrates at a point in the

pipe, provided that ﬁém is suitably evaluated as discussed

in 3.2.2

The Zuber and Findlay {243] model is best illustrated as a
velocity-flux plot of the average gas velocity, (Wg/E),
versus the total superficial velocity, (W;TW&), for
churn-turbulent flow. A complete plot of this type
similar to that given by Zuber et al. [245] is illustrated
in figure 3.8: here the positive direction is upwards. An
equivalent diagram to describe up and downflow is given in

figure 3.9, and here the positive direction is the flow
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direction. This second type of plot has been used in

preference in this thesis because it is more compact.

Ideal bubbly flow may be more easily represented by a plot
of (Wg/ﬁ')/(l-‘E')n versus (wg—+w1)/(1-m“ [25]. A family
of curves in E would be developed if tﬁe churn-turbulent
plot were used for an ideal flow situation. However, no

ideal bubble flow data has been considered here.

Data were gathered from both the 59mm and 109mm rigs. The
voidage was determined using quick closing valves on the
test sections, and synchronisation was achieved by the
pressure balance method previoudydescribed. Ligquid
flowrate was determined by a calibrated rotameter on the
50 mm line and by an orifice fitted to British Standards
specification [3@]) on the 100 mm line. Gas flowrates were
measured with rotameters and the flowrate was converted to
the value of the flowrale which would occur at the

pressure given by the guadratic approximation to

Ve

%3
AR/H/P(x,o-) dax
x=0 .

where Vt is the total volume of the isolated section, as
previously described. Data were obtained for both up and
downflow for a range of water flowrates at gas voidages

between 0.04 and 0.25.
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3.5 RESULTS AND DISCUSSION

3.5.1 DATA FOR 11 mm PIPE

In addition to the data gained from this experimental
work, some data were available in the literature for
upflow in an 11 mm pipe. The tabulated data of
Borishanskiy et al. [29] for upflow at low voidages were
processed. These were plotted on a velocity-flux plane in
figire 3.10, with ﬁém set to 0.25 m/sec. A regression
vielded a value of Co = 1.187. Inspection of figure 3.10

reveals that there is good agreement between the

drift-flux model and these data.
3.5.2 DATA FOR 50 mm PIPE

The data gained from the 50 mm rig are presented in figure
3.11. The data of Nassos and Bankoff [162] for natural
and forced two phase upflow in a 69 mm circulation loop
are also plotted. A regression was performed on the 50mm
data under the constraint ﬁgm = 0.24 m/sec. In upflow it
was found that Co=1.160 and in downflow Co=1.165. The
value for upflow may be compared to values of CO
recommended in the literature for the upflow case,
presented in Table 3.1. The value found for downflow may
be compared favourably with Oshinowo and Charles' [176]

value of Co=1.1 for "bubbly slug downflow".

~
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Figure 3.12 compares the observed and predicted values of

voidage, from the 50mm data and from the equation

W
E = J
cawgﬂvl) + Ugm

with C, = 1.16 and ﬁgm = 0.24 for upflow, -0.24 for
downflow. The predicted and experimental data compare
favourably, but there is a slight indication of some void
fraction dependence of the Zuber and Findlay [243]
equation. This matter is further discussed with reference

to the 108 mm diameter pipe data below.
3.5.3 DATA FOR 1@0mm PIPE

The data for the 50mm pipe were adequately described by
the Zuber and Findlay model using constant values of CO
and Ugm over the voidage and velocity range employed. In
contrast, the 100mm data showed a strong variation with
voidage. The results are given as velocity - flux plots
for downflow in figure 3.13 and upflow in figure 3.16. It
was noted that slip velocity increased with increasing
voidage in upflow and decreased with increasing voidage in
downflow. Although it is acknowledged that bubble rise
velocity may have increased with increasing voidage, the
variation in slip velocity was too great to be explained
by only this factor. 1In one case, the gas velocity, Wé/E}

varied over a range of 8.6 m/sec for a constant total
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superficial velocity, (Wg+w1). At most, the bubble rise
velocity could have varied by 8.1l m/sec, as is shown by
comparing the cases of an ideal, low voidage bubble flow,

and a slug flow in the 180 mm pipe.

The drift velocity for an ideal bubbly flow, at E = 0,05,
is given by

—

T =0,25 (1-E)}*° = 0,232 m/sec

gm

and the drift velocity of a fully developed slug flow is
given by,

T = 0,35 (g0)1/2 = 0,346 m/sec

gm

The difference between these two drift velocities (6.11
m/sec) is somewhat less than the range of gas velocities,
(Wé/f), of up to 0.6 m/sec found experimentally at the

same value of (Wg+wl)‘

From this argument it was concluded that the profile
constant, Co' was dependent on voidage. Values for Co
were calculated for each point under the constraint ﬁém =
0.25 m/sec. Figures 3.14 and 3.17 clearly illustrate
strong trends in Co with voidage, although scatter of the
data points suggested that another variable was
influencing the profile effect. It was noted that there

was a tendency for the relationship between Co and gas
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voidage to be emphasised at higher total superficial
velocities, but the data were able to provide little more

than a qualitative indication of this fact.

Data were divided for voidages above and below 10%, and
optimum values of CO obtained by regression. The best fit
lines for E4L 0.1, E>0.1 and for all data were plotted for
downflow and upflow in figures 3.13 and 3.16 respectively.
An approximate relationship between Co and E was obtained

by using a linear regression of the form

co = C1(1+C23).

Best fits were found in downflow for the values Cl = 1.521
and C, = -2.41, as plotted in figure 3.14, and for upflow
C, = 0.934, C, = 1.33 as plotted in figure 3.17. These

1 2
relationships suggested a modified drift-flux plot, to

demonstrate the equation

Wé/ﬁ = C1(1+C§E)(wg+w1) + Uém

as a graph of Wé/f versus (1-CZE)(Wg+Wl). Such a line

would have a slope of C, and intercept ﬁém' Plots of this

1
type are given in figures 3.15 and 3.18, and show superior
agreement with data.

!

This great variation in the holdup ratio encountered in
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the 109 mm pipe may be explained by the interaction of the
voidage and velocity profiles, which govern the value of
Co‘ At low gas voidages the gas void distribution does
not necessarily reach a maximum at the pipe centre
[82,194], so that the constructive interaction of voidage
and velocity profiles will be reduced. At higher average
gas voidages the gas void distributions alter in shape so
as to increase the profile effect. Consider voidage
profiles determined in a 60 mm pipe by Serizawa et al
(194]. 1In figure 3.19, from Serizawa's paper, it may be
seen that at a flow quality of 0,0085% (corresponding
approximately to E = 0,07) the void profile is saddle
shaped, and may be expected to yield a low value of the

integral
wa aa
m

A

p

since the velocity profile will still have its maximum at
the pipe centre. 1In conseguence Co will be low in value.
A careful numerical integration of void and velocity
profiles supplied graphically by Galaup [82] for a liquid
superficial velpcity of 1.5 m/sec, and a gas voidage of
.85, showed that the profile constant would assume a
value of below 6.9 as a result of the saddle-shaped
voidage profile. A similar arqument may be applied to a
case at higher velocity, where both voidage and velocity

profiles tend to have maxima at the pipe centre ([82,194],
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50 that Co will be large. This would agree with the trend

found in upflow.

It has been assumed above that the flow in the 104 mm test
section is fully developed, the test section being 20 to
40 diameters from the sparger. Serizawa [194] has assumed
the flow to be fully developed for an upstream distance of
30 diameters, although Herringe and Davis [91,92] have
demonstrated that void profiles may still change after 36
diameters for certain spargers. Nevertheless, for a flow
in a 52 mm pipe with a 1% gas voidage, Herringe and Davis
[91] found that the gas void distribution could be
- saddle-shaped even after 198 pipe diameters, so that the
low values of Co may not just be a transitory effect.
There is no reason to assume that bubble flows must
eventually assume a parabolic or near-parabolic void
distribution. Petrick and Kurdika [178] have commented
that developing (upward) flows may often exhibit a
gas-to~liquid velocity ratio of less than one at low air
to water flow rates. Although the analysis presented here
applies to fully developed profiles, this comment might be
considered. If flows are still developing, it may be
possible that the differing operation of spargers in up
and downflow,las described in Chapter 2, may have an

effect on the bubble assemblage.

Petrick and Kurdika [178] have found the profiles to

change in a manner which disagrees with the data here,
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claiming profiles to become flatter and reduce the value
of CO with increasing voidage. Their work is discussed in

detail in Appendix E.

The high values for Co at low voidages in downflow may be
described by the ‘bubble-coring' flow observed by Oshinowo
and Charles [175,176]. In this case bubbles dominate the
pipe centre, producing strongly favourable interaction
between voidage and velocity profiles. Recent theoretical
work by Drew and Lahey [76] supports this hypothesis.
Visual observation of the flow in the 184 mm pipe also
showed a tendency of bubbles to flow near the pipe axis at
low voidages. At higher voidages bubbles occupied the
whole pipe cross-section, so that Co decreased. No other
work of this nature for downflow is available for
comparison, but Lorenzi and Sotgia [148)] have commented on
the inconstancy of CO in both up and downflow at varying

voidage.

It is of interest to note that Brown et al. [33] have
proposed that gas void profiles become inverted in
downflow, with voidage highest at the walls, and low at
the pipe centre. Although a coﬁsideration of the work of
all other relevant authors would dispute this conclusion,
there may be some truth in this hypothesis at higher

voidages where Co became less than unity in this work.
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3.6 CONCLUSION

The drift-flux model appears the most suitable model for
the prediction of holdup in vertical bubble flow. Other
models are either developed for different flow patterns,
or fail to explain holdup at both high and low mixture
velocities. The data of Borishanskiy et al. [29] for an
11l mm pipe, and the data gained in this study from a 56 mm
pipe support the use of the drift-flux approach. However,
data from the 190 mm apparatus demonstrate that a
dependence of gas distribution on the average voidage
causes Co to vary within the bubble flow regime, so that a
. correlation for Co in terms of average gas voidage is

required.

Nevertheless, use of Co = 1.1 in both up and downflow will
not lead to severe errors in voidage prediction. The
decrease in constancy of Co in moving from 50 mm to 100 mm
apparatus does, however, suggest that caution should be
used in extending this work to pipes of an even larger

diameter.
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3.7 LIST OF VARIABLES

a Exponent describing velocity distribution (-)
Ap Cross sectional area of pipe (m2)

b Exponent describing velocity distribution (-)
B Flowing gas fraction (by volume) (-)

Cq Profile interaction constant (-)

C,, C, Profile interaction constants (=)

E Gas void fraction (-)

f function of (-)

H Holdup ratio (-)

Ky Bankoff K - factor (-)

Kp Holdup constant of Brown et al. (-)

K Holdup constant of Smith (-)

Ky Holdup constant of Yamazaki and co-workers (-)
m Exponent for velocity distribution (-)

M Mass flowrate (kg sec” b

n Exponent describing degree of waking (-)

p Exponent for gas void Q@istribution (-)

P Pressure (Pa)

q Dummy variable (-)

Q Volumetric flowrate (m°> sec. 1)

r Radial-distance from pipe centre (m)

R Pipe radius (m)

S Slip velocity for describing holdup (m sec.”b)
t Time (sec.)

t. Time taken for bubbles to rise in test section
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section (sec.)

U Velocity (m sec.” 1)

Uz Bubble rise velocity in infinite liquid
continuum (m sec._l)

v Volume (m3)

Ve Total volume of test section (m3)

104 Flux, or superficial velocity (m sec.” 1)

X i) Quality (-) ii) Height in test section {m)

X4 Length of isolated section {(m)

X Martinelli parameter (-)

P Density (kg m_3)

o Surface Tension (N m 1)

Subscripts

c at pipe centre

g gas

gl relative difference between gas and liquid
property

gm relative difference between gas and total
flow property

1 liquid

lg relati&e difference between liquid and gas
property

Im relative difference between liquid and total
flow property

m total flow
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at atmospheric pressure

at pipe wall
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CHAPTER 4

4. PRESSURE DROP IN TWO-PHASE FLOW

4.1 INTRODUCTION

The subject of pressure loss in two phase flow has
received much attention and has been reviewed in great
detail by Butterworth [34] and by Govier and aAziz [85]).
However, much of this work is concerned with high
velocity, high quality steam-water flow and is
_ inapplicable to stable bubble flow. The flow regime has a
profound effect on pressure drop, and broad correlations
cannot be expected to yield more than a qualitative

estimate of pressure losses.

However, even currently accepted methods for predicting
pressure loss in bubble flow underestimate the losses in
low velocity bubble flow {161], so that the design of a
low velocity D.S.R. might be uncertain. In this thesis,
an explanation was sought for the high pressure losses
found in low velocity bubble flow, resulting in the
development of a mixing length theorf, which predicts that
the presence of rising bubbles in the flow causes an
excess shear at the pipe wall. The mixing length theory
finds better agreement with low velocity bubble flow

pressure loss data in the literature than the generally
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accepted models. Moreover, at higher flow velocities, the

mixing length theory agrees with the accepted models.

4.2 CONTRIBUTIONS TO TOTAL PRESSURE CHANGE

The analysis of two-phase flow by means of both energy and
momentum balances, given below, has revealed that three
separate effects contribute to the overall pressure change

along a pipe length, viz:-

(i) Hydrostatic Head (in all but horizontal flow):
Gravitational action on the mass in the pipe causes a

pressure difference between two stations in the pipe.

(ii) 1Irreversible Losses: viscous dissipation during
flow causes irreversible losses exhibited as a pressure

loss along the pipe length.

(iii) Acceleration Effect: as a result of the gas phase
compressibility, pressure change along the pipe produces a
sympathetic change in gas and liquid void fractions. This
change implies a change in velocity, and hence a change in
momentum or Kinetic energy, of each phase. This change in
momentum, or kinetic energy, contributes to the overall

axial pressure gradient in the pipe.
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4.3 MOMENTUM AND ENERGY BALANCES

4.3.1 THE MECHANICAL ENERGY BALANCE

The mechanical energy balance for two phase flow has been
derived by several authors [31,222,225] and a treatment by

Brodkey [31] has yielded the equation

g(Mg+Ml)(x2—x1)
Tﬁé/pg + Ml7;i)

P —P2 = APfe +

3 3
. M L(Uy 770, 5) = (U7 /0y )]

2(Mg/pg + Ml/pl)

3 3
. Mg{(ng /ng) - (Ugl /Ugl)}

2(M; /oy * Mg/pg)

where Mg ang Ml refer to gas and liquid mass flow rates

and subscripts 1 and 2 refer to stations at distances X

and X, along the pipe. Gas density, pg, is averaged over
the section of pipe between the two stations. The term
APfe represents the irreversible losses. Equation 4.1 1is
acceptably accurate for the ratio Pl/P2 less than 2 [31].
The last two terms in equation 4.1 account for the
acceleration effects in the flow. Many authors have
chosen to omit these terms [85,111,116,176,188,238] and in
bubble flow, where acceleration effects account typically

for less than 1% of the axial pressure gradient, they may

be neglected.
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Equation 4.1 has accordingly been simplified to read

g(Ml+M Y(xa—-x,) ,
~ - g 2 71
P1 P2 APfe +

(Ml/pl + Mg/ pg)

where pg is an average density of the gas phase between
stations 1 and 2, and APfe represents the irreversible

losses in the section in question.
4.3.1 THE MOMENTUM BALANCE

A rigorous momentum balance for two phase flow [31] has
yielded the equation
M U 20y M 2 ) - ML ey - w2 )
1'"11 11 g gl gl 1 712 12 g g2 g2
- ~ % - - - -
+ (P} - P,)A - T*C_(x, - x;) gj;{pl(l E) + o Eldx = @

4.3

where A is the cross-sectional area of the channel, Co the
circumference of the inside of the channel and T, the
average wall shear between the stations Xy and Xy
Neglecting the first four terms, due to acceleration, and

setting the density

p=p,(1-E") + PgE 4.4

Equation 4.3 may be re-written as

Py - Py = 4P+ g{ol(l-E ) + ng'}(xz-xl) 4.5
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where E' is the average gas void fraction between stations
1 and 2, and

ap. = -T*(x2 - x)(c, /a) 4.6

fm
In dealing with bubbly flow at all but very high
pressures, it is convenient to omit the term ng‘ from
equation 4.5, since p_ <« Py in low pressure flows.

g9

4.3.2 COMPARISON OF MOMENTUM AND ENERGY BALANCES

The two terms accounting for irreversible losses in the
energy and momentum eguations, APfe and Ame respectively,
are not generally equal in two phase flow. This has
caused some confusion in the literature [139,225]. The
difference between these terms is explained by the
phenomenon of interphase slip, causing a difference
between the in situ void fraction, E (as used in the
momentum equation) and the flowing gas fraction, B (as

used in the energy balance).

The energy balance hydrostatic head term

g (M +My ) (xy-x, )

(Ml/pl + ngpg);

which is based on flowrates, differs from the momentum

balance hydrostatic head term
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g{ol(l~E') + ng'}{xz—xl}

which is based on the in situ void fraction. Govier and

Aziz [85] have observed that aP 1s thus not a true

fe
reflection of frictional losses, and contains an excess
pressure term due to the holdup effect. In fact, the term
APfe must include losses due to the movement of bubbles
relative to the liquid. The two frictional loss terms,
Ame and APfe' will become equal, neglecting acceleration

effects, only under the following circumstances:-

(1) where the net holdup ratio is 1, that is when

(ii) when the fraction of one phase tends to zero, as in

single phase flow.

(iii) when gravitational effects are excluded, such as in

horizontal flow, where the static head term disappears.

The use of Apfe has an advantége insofar as it may be
determined from equation 4.2 with a knowledge of only the
total pressure drop and mass flowrates. Several authors,
notably Govier and co-workers [85-871, and Hughmark

[114,116]1, have favoured the use of AP The term AP

fe’ fm
may be obtained from equation 4.5 only with the knowledge
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of void fraction in the pipé, but unlike APfe, it is a
true representation of wall shear in vertical flow, and
may be used to compare results in varying pipe geometries.
The use of this term to describe the hydrostatic head has
been found preferable by many authors [5,35,69,92,-
111,142,154,188,189,238) and has been used exclusively
below, so that henceforth A%;Ame.

”

4.4 PREDICTION OF IRREVERSIBLE LOSSES

The static head term may be evaluated with the knowledge
of gas-phase voidage as predicted in the previous chapter.
The irreversible losses are not readily evaluated and
recourse to empirical and semi-empirical means is

necessary, as in single phase turbulent flow.
4.4,1 TWO-PHASE MULTIPLIERS

Two phase pressure loss has been conveniently related to
single phase losses by means of two phase multipliers.

Martinelli and co-workers [147,153)] defined multipliers

012 and mgz as the ratio of the two phase losses to

those which would occur if each phase were to flow alone

in the same channel.

~

(dP/dx)tp mlz(dp/dx)l

X _
(dP/dx)tp o4 (dP/dx)g 4.7
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The differential (dP/dx)l is therefore the pressure loss
which would occur if only the liquid present in the two
phase flow were flowing in the pipe. Only the multiplier
based on liquid flow pressure loss is of interest in
bubble flow, where losses are more closely approximated by
"liguid-only" than "gas-only" pressure drop.

Another multiplier, @ used by Baroczy {18] and by

lo’
Chisolm and Sutherland (cited by Butterworth [341), is
defined as the ratio of two phase pressure loss to the

loss which would occur if the whole mass flow were liguid
(dp/ax),_ = o, 2(ap/dx) 4.8
tp lo lo .

In bubbly flow a negligible proportion of the mass flow is

in the gas phase, so that we may assume

Butterworth [34] has demonstrated that
- 1‘8

where x is the quality, or mass fraction of the flow,
present in the gas phase. The mass fraction in the gas
phase is so small in low pressure bubble flow as to

confirm the assumption given in equation 4.9.
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In many cases authors have not stated two phase pressure
loss models in terms of a multiplier, but rather in terms
of the D'Arcy equation, using modified velocity and
friction factors predicted from modified Reynolds numbers.
In such cases a formula for ©, may be inferred by
assuming some relationship between friction factor and

Reynolds number, typically

Const. Re-n : 4.10

h
"

0.2 or 0.25 as in the Blasius equation [212].

i

with n

4.6.2 CORRELATIONS INVOLVING TWO PHASE MULTIPLIERS

Many authors have provided simple formulae for the

estimation of 012. These are presented in table 4.1 and

those of interest are discussed below.

(i) Formulae such as those of Orkizewski [174] and
Govier and Aziz [85] rely on modifying the velocity to
include the gas phase in both the D'Arcy equation and the
Reynolds number. This Reynolds number is then used to
find a single phase friction factor from a conventional
friction factor diagram for use in the D'Arcy equation.
Liquid densities and viscosities are used. The formulae

for o 2 in table 4.1 are gained by using a Blasius-Type

1

relationship as discussed in the preceding section and in
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AUTHOR

Kubota et al. [137]
Orkizewski [174]
Griffith and Wallis [89]
Govier and Aziz [85]
Katsuhare [cited in ref. 238]
hoki [cited in ref. 238]
Levy [143]
Owen [cited in ref. 111]
Turner and Wallis

[cited in ref. 34]

Beattie (Approximated) [21]:-

MULTIPLIER

1 [For large bore D.S.R.]

V- BB
1/ - '8

o, wp)m)'®
1/(1 =)' 7

1+ 2500x/(1-x)}08
1/(1 - B)®

1+ X(pl/pg -1

1/(1 - B34

0.8 0.2
[Guyew D/ VL 2w )/ )

TABLE 4.1: MODELS FOR THE PREDICTION OF PRESSURE LOSS
IN TWO PHASE BUBBLE FLOW

[x is the two phase flow quality]
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detail by Butterworth [34].
}

(ii) Formulae such as those from Owen's Homogenous model
[111] and Beattie [22] use a D'Arcy equation in a similar
fashion to that described in (i), but choose to adjust the
mass flow rather than velocity. Owen proposed the use of
an average mixture density and a friction factor equal to
that for the liguid alone. Beattie [22] used a modified
Reynolds number, and correlated a friction factor with

this, so that the multiplier became

o), = {1 + x(pl/pg - 1)}?‘8 X

(1 + x(3-5ug* 2m)p1_ 1,02 4.11
(ug + ”1)/°g

where x is the flow quality. Neglecting gas density and
viscosity this becomes the relationship given in table

4.1.

(iii) Turner and Wallis [see ref.34] considered flow in
a horizontal tube. They proposed that the two-phase
pressure drop was equal to the pressure drop which would
occur if each phase were flowing in a channel with the
same total cross-sectional area that the phase occupies in
the two phase flow. The equation used@ in table 4.1 was
deduced from their hypothesis by Butterworth [34], using a

Blasius-type friction factor relationship.
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(iv) The equation ascribed to Levy [142] is an
approximation to a more rigorous development, recommended

by Levy in his article.

Some further models for 012 merit attention. The first
correlation for 012 was given in graphical form by
Lockhart and Martinelli [147] and is illustrated in figure
4.1. They considered four cases dependent on whether the
gas and liquid phases would be in laminar or turbulent
flow, if flowing alone in the pipe. For each of these

cases o 2 was plotted against Xz, the ratio of liquid to

1
gas pressure drop with each phase flowing singly. This
correlation has been widely accepted although it is
generally acknowledged that it may not be particularly
accurate [4,31]. Martinelli and Nelson [154] extended

this work to include high pressure steam flow, and this

method has been used by other authors [128].

Baroczy [18) proposed a more elaborate correlation for

®,, in mixture quality and a "property index", .
0.2
=
(Ul/Ug) /(Pl/Pg) 4.12
which is givéh by the ratio

r= (dP/dx)lo/(dP/dx)go ' 4.13

assuming a Blasius-type relationship with n=0.2. The
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Fig 41+ The multipliers @, and (g for turbulent Flow as give
by Lockhart and Marfinelli
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effect of mass flowrate was acknowledged, and adjustment
was made to 0102 in terms of a correlation in quality and
mass velocity. The Baroczy correlation provided a
significant improvement in taking mass flowrate into
account, and its accuracy has been acknowledged (34]. It
is, however, a very broad correlation concerned with flows
of higher gquality than the bubbly flow discussed here.
Chisolm and co-workers [42, see also ref. 34] have also
developed pressure drop correlations, with emphasis on the

effect of pipe roughness. Here the multiplier is given as

©," = 1+ cc/x + 1/x2 : 4.14
where X is the Martinelli parameter, and correlations are
developed for Cc in terms of mass velocity and the

property index,
0.5 2.1 : '
=
(pl/pg) /(Ug/ul) 4,15

which is the inverse square root of the Baroczy index,
equation 4.12. This method permitted a far simpler
representation of Baroczy's correlation. More recent work
by'Chisolm'{4l] has considered another detailed

correlation, but this ie not suited to bubble flow.

Levy [115] critised the use of the "lumped"“ models

presented above and derived a predictive method for
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pressure drop using modified mixing length theory. The
solution for ,012 was presented graphically. Various
assumptions in the model reveal it to be more suited to

flows of higher guality than bubbly flow.
4.6.3 FURTHER EMPIRICAL CORRELATIONS

An empirical method for predicting pressure loss was
developed by Ros [188] which simply presented a friction

factor

fR = fl(fz/f3) 4.16

where fl was a graphical function of Reynolds Number, f2

function of gas-to-liquid superficial velocity ratio and

a

pipe size, and f_, a viscosity correction factor.

3

Davis [69] has presented equations of the form

8.5 _ .5, |
fD = AD + BDln(Re fD ) - 4.17

where fD is the predicted friction factor, and AD and BD
are constants, to describe the friction factor.
Kopalinsky and Bryant [136] and Govier et al. [86] have

supplied friction factors in graphical form. Govier and

Aziz [85)] have discussed more broad correlations of this

type.
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4.4.4 DISCUSSION OF EXISTING MODELS

None of the above correlations is entirely suited to the

description of bubbly flow. The correlations are either
too broad ("lumped") or too simple. The two phase
multiplier, 012, may not be determined by one parameter

models such as that of Orkizewski [174], since a mass
velocity effect certainly exists. This is clearly
demonstrated by the data of Nakoryakov et al. [161] for
churn-turbulent bubbly flow, and by the recent work of
Kytomaa [138], and some unpublished work of Hewitt [99].
Figure 4.2 shows Nakoryakov's data. At low liquid
flowrates the pressure loss rose sharply with increasing
gas voidage, but at higher flowrates the rise in pressure
loss was less dramatic. On this basis we may dismiss all
single parameter models for use in the low velocity bubble

flow regime.

Models which do not consider flow regime may also be
criticised, since even the early work of Govier et al.
[86] has shown a relationship between pressure drop and
phase interdispersion. This observation is emphasised by
thg sharp drop in frictional losses in bubble to slug
transition found by Niino et al. [168] and Nakoryakov et

al. [161] at low flow velocities.

There also appears to be general disagreement over

pressure loss trends in low velocity bubble flow. The
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conclusions of various authors for the cases of upflow and

downflow are presented below.

Upflow

(i) Govier et al. [86] investigated pressure losses at
a liquid velocity of 0,27 m/sec in a 26 mm pipe. Although
few data were obtained at low gas flowrates, trends showed
a significant increase in frictional loss with addition of

air.

(ii) Oshinowo and Charles [176] conducted a similar
study on a 25.4 mm pipe. At a liquid flowrate of 0,22
m/sec frictional loss was observed to decrease and become
negative with increasing air rate, remaining negative
throughout bubbly flow. Such negative gradients have been
reported elsewhere in the literature [114)] and are
attributed to a downflow of liqﬁid at the wall, with a
rapid upflow at the pipe centre. This may be regarded as
an extreme case of circulation as found in bubble columns
f1467]. However, negative gradients in pipe flow are
usually associated with slug flow rather than bubble flow,
so that the gradient here may be due to the presence of

larger bubbles or intense channeling at the pipe centre.
(iii) Niino et al. [168] and Nakoryakov et al. [161] have

reported work on an 86,4 mm pipe at a liquid flow of 0,23

m/sec. Wall shear stress was measured by an
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electrochemical method and was found to increase sharply
with addition of gas to the liquid stream. Shear stress
increased almost 10-fold for a 15% gas flowing concen-
tration. Similar results are reported to have been found
in a 28 mm pipe [161]. 1In addition to this trend
Nakoryakov et al. [161] noted that different values of
shear stress were found when the apparatus was in an ideal
or a churn-turbulent flow, the latter giving lower values.
) R
(iv) The recent work of Kytomaa [138] supports the
conclusions of Nakoryakov et al. [161]. Hewitt [99] has
obtained data which agree, at least qualitatively, with

Nakoryakov's findings.

The above examéles illustrate that the gas and liquid
flowrates alone are insufficient to characterise the flow
for pressure drop prediction. It may be concluded that
both void and velocity profiles in the pipe may affect
losses strongly, as may bubble size distribution.
Oshinowo and Charles’ [176] "T" junction sparger might be
expected to induce a somewhat different flow from that of
the porous steel tube used by Nakoryakov et al. [161) and

Niino et al. [168].

At higher liquid velocities in upflow Yamazaki and Shiba
[238] found that -012 increased little with gas addition
and that the Lockhart and Martinelli {147] correlation was
suitable. Nakoryakov et al. [161], however, found that at

/
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liquid flowrates below 2 m/sec wall shear still increased
sharply with increasing gas rate, so that all models shown
in table 4.1 would predict too low a pressure drop.
However, at liquid superficial velocities over 2m/sec
Nakoryakov's results approached the prediction of the
models given in table 4.1 more closely. It was noted that
the high values of wall shear corresponded to flow with
saddle-shaped voidage profiles, with a strong
concentration of bubbles near the wall. These gas voidage
profiles became parabolic at high velocity, or after the
transition to slug flow, where lower values of wall shear

stress were observed.

Oshinowo and Charles [176] found values of 012 to be a
little lower than those predicted by the
Lockhart-Martinelli curve, while Serizawa et al. [194]
found that the longitudinal turbulent velocity, a measure
of turbulence in the system, décreased at first gas

addition, especially at higher liquid velocities. With

higher gas flow the turbulence increased.

There is some disagreement over values of pressure loss in
1oy velocity bubble flow. However, most authors have
argued that pressure 1loss increases with addition of
bubbles to a liquid flow. At least three independent
experimental programs have demonstrated that this increase
in pressure loss may be very sharp at low flow velocities,

a fact not explained by existing models.

-136-



Downflow

Little work is available on downflow. Yamazaki and

Yamaguchi [241] investigated flow in a 25 mm pipe but

observed no bubbly flow. Their predictive model, a&z =
(l—E)-l‘a, may thus not be applicable to this regime.

Oshinowo and Charles [1761 observed downward bubble flow
and found values a little lower than the
Lockhart-Martinelli curve at liquid velocities of

approximately 2m/sec.
4.4.5 FACTORS INFLUENCING PRESSURE DROP

Disagreements in the literature serve to illustrate the
variation in pressure drop findings for bubbly flow. At
this point it is judged that the presence of bubbles in a
liquid stream may affect pressure drop by the following
mechanisms.

(i) The presence 6f\thé gas phase serves to increase
the total superficial velocity of the flow: this is
accounted for in most of the currently accepted models,

such as that of Orkizewski [174].

(1i) Bubble voidage profiles may influence liquid
velocity to set up velocity distributions that differ from

the single phase case [81]. Bubble recirculation may also
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affect the velocity distribution across the pipe.

(iii) It would be expected that movement of bubbles

through the liquid would increase local turbulence [144].

(iv) Larger bubbles may impede the ﬁovement of some
turbulent eddies, and may absorb energy from the liquid
phase. Serizawa et al. [194] have suggested that
circulation and rotation in larger bubbles may serve to
dissipate energy, although no precise theory has been
developed to explain this hypothesis [195]. The
occurrence of corrugated surfaces in some bubbles supports
this supposition. 1Induced circulation in gas bubbles has

also received attention from Garner and Hammerton [84].

None of the models reviewed above considers all of the
four factors, and it is intended in this thesis to propose
a model which will incorporate these effects to provide a
more accurate and general mathematical description of

frictional losses in two-phase bubbly flow.

4.5 DEVELOPMENT OF MIXING LENGTH THEORY

In the preceding section it was demonstrated that the
recent results of Nakoryakov et al. [161] deviated from
the pressure loss which currently accepted models would

predict. Similar deviations have been noted in recent
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work on gas-solid vertical pneumatic transport (124,204],
but have been misinterpreted by one author [264] who
accounted for the particle weight in the gas-solid flow
twice. In gas-liquid flow, the pressure loss deviation at
low velocities may be ascribed to an "excess shear"”
generated by the bubbles rising through the ligquid. Such
a concept has been proposed by Hughmark and Pressburg
[1l16]), and may be considered similar to the turbulence
created by particles falling in a fluid, a concept used in

mass transfer correlations by Ohashi and co-workers [171].

Mixing length theory is used below to illustrate how this
excess shear develops in two phase flow. The detailed
mixing length solution is complex and is not intended as a
predictive correlation. The model is later simplified for
predictive purposes. Although mixing length has been used
previously in two phase flow theory [21,143,144] the
treatment below is entirely origiﬁal in its approach and
provides the first fundamental explanation for the high
values of the two phase multiplier found in low velocity

bubble flow.
4ﬂ5.1 PRESENTATION OF THEORY: THE SINGLE PHASE CASE
Single phase mixing length theory is developed below

briefly for comparative purposes, followed by the

extension to the two phase case.
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REYNOLDS STRESSES

In dealing with turbulent motion it is convenient to
separate velocities into a mean and fluctuating component
[192]. 1In this study we shall assume that there are no

rotational velocity components in the pipe, and write
U=U+U' 4.18

for the x-direction along the pipe axis, and

for the y-direction which is the radial distance in from
the wall. The underscore denotes the mean, and the prime

the fluctuating component.

Either by analysis of momentum flux, or by a solution of
the Navier-Stokes equations [107,192], it may be shown

that

Tsp = —DlU A 4.20
where Tsp is the shear stress in the x-direction at the
surface of an axial cylinder (sp denotes single phase), Py
is the fluid density, and U'V' is the time-average of the

product of the fluctuating velocity components in the

axjial and radial directions. Where equation 4.20 is
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: near éy* nof lnfv
extended to the case a¢ the pipe wall, exr—eat least to the

laminar sub-layer at the wall,

where T sp is the wall shear stress.
PRANDTL MIXING LENGTH THEORY

Prandtl developed the mixing length ﬁheory to describe
transport in turbulent boundary layers. The mixing length

equation is developed below. Refer to figure 4.3.

Consider a "packet" of fluid moving, as a result of a
radial velocity fluctuation V', towards the wall. Let it
move a radial distance 1, f;om y1+l to y,. The velocity
in the x-direction of this packet, U(yl+1), will exceed

that of the fluid at Yy by the amount
U, = Uly,+1) - Uly,) = 1(4u/dy) S 4.22

Similarly a packet moving away from the wall from yl-l to
Y, will have a velocity in the x~direction lower than the

velocity at yl by
U, = U(y,) - U(y,-1) = 1(au/dy) 4.23

We may consider U, and U2 to be the fluctuating velocity

1
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components in the x-direction, so that from equations 4.22
and 4.23
2

u' = G.SIUll + 8.510,) « 1(4u/dy) 4.24

Experimentally V' and U' are found to be anticorrelated,

so that

for C1 a positive constant. From equations 4.24 and 4.25
tv'i = cllidg/dyl _ 4.26

The time average value of U'V' is accordingly non-zero,

and is given by
u'vt = -Cle'llV'l ' _ 4,27

Modifying the mixing length, 1, to incorporate the

constants C1 and C2, from equations 4.24, 4.26 and 4.27
u'v' = -1%(du/ay)? S 4.28
From equations 4.20 and 4.28

_ 2 2 -
Tep = P11 (dg/dy)_ ‘ 4.29
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For pipe flow where no radial pressure profiles exist, a
simple force balance demonstrates that shear stress

decreases linearly from the wall,

*
Tsp =T sp(1 ~ y/R) \ 4.30

where R is the pipe radius. From equations 4.29 and 4.39

" = p.12(av/ay)2/(1 - y/R) 4.31
sp 1 =/9Y Yy ‘

Rearranging equation 4.31 and integrating yields the

equation )
y/R
* 2
uly/R) = R fTsptl-y/R)/ 12 aty/m) 4.32
Yy,/R

with boundary condition near the pipe wall (yb/R,g(yb/R)).
The boundary condition may be expressed in two ways for a
smooth pipe. Either we may take Yy, 2 being egual to the

laminar boundary layer thickness,

_ * 3.5
v = SV /(T /ey) 4.33
in which case
' *
Ulyy/R) = T _vy/my | 4.34

A

or we may assign some value to Yy where Yy is a small

distance from the wall, for which U may be taken as zero
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for purposes of the integration. This is discussed in
detail by Schlichting {1921, pp578-584 and by Hinze [1071,
pp635-636. This value of Yy by analogy to the universal

velocity distribution, may be given as

Yy, = 8.111v /(T’ksp/al)g'5 s U=20 4,35
although values of the "constant” {@#.111 in eguation 4.35}
may be debated [187]. A boundary condition may also be
developed for the case of rough pipes [(192]. The value of
Yp for which U may be taken as zero depends on the pipe
roughness: Yy, may not be taken as zero, since the flow is
not turbulent up to the pipe wall, so that the mixing

length approaches zero there.

Neglecting the insignificant flow in the boundary layer,
the total flowrate through the pipe may be predicted from
egquation 4.32 by integrating the fluid velocity over the

-

pipe cross-section

1
Q= R fp_(y/R)z (1-y/R) aly/R) 4.36
Yp/R
Using the above equations, given the wall shear stress,
and the velocity and mixing length distributions across

the pipe, total flowrate in the pipe may be predicted.
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4.5.2 THE ANALYSIS EXTENDED TO A BUBBLE FLOW
DENSITY VARIATION

Consider a two phase bubble flow. The mean density p in
any volume, discounting the mass of the gas phase, may be

given by
p = p(1-E) | - 4.37

where E is the average gas volume fractipn, or voidage, in
that volume. In the subsequent analysis this volume may
be reduced to a point, in which case the voidage may be
interpreted only as a time-average variable, and the
density as a time-average density. The reduction of the
voidage in a small volume to the voidage at a point does
not affect this analysis, and has been considered in

detail elsewhere [71,75,163]).
SHEAR STRESS PROFILE

Where local voidage, and hence density, is not uniform
across a pipe section, the shear stress profile is not
perfectly linear with respect to radius. Levy [143]

developed the following force balance for two phase flow:

_ * I *
T = T tp(1 + (p - pi)/(ZT

tp pR))(l - y/R) 4.38

t

-
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where the subscript tp denotes the two phase condition, p
is the average density over the whole pipe cross section,
and G is the average density contained within a radius r

of the pipe centre, given by the expression

\

P, = f:p/r dr ; r = R-y 4,39

2

with # the local density at radius r. A rigorous
relationship such as equation 4.38 must be used for flows
where voidage varies significantly across the pipe
cross—~section, as in annular flow. However, in bubble
flow the average gas voidage is generally small (less than
20%), so that density variation is not large. Typical
bubble void profiles are not steep except near the wall
[91,243] where values of p and Py become similar in any
case. Analysis shows that for a bubble flow with typical
values of T*tp = 15 N/m2 and a 15% average bubble voidage
distributed as a 1/7th power law across the pipe, the
shear stress given by equation 4.30 would deviate from the
shear given by equation 4.38 by only 3% at worst. Power
law relationships have been used to describe voidage
distributions by Bankoff [13) and Zuber and Findlay
{243,244]1. Equation 4.30 was considered to be

sufficiently accurate for the representation of shear

stress profile in the analysis below.
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REYNOLDS STRESSES IN A COMPRESSIBLE MEDIUM

For a single phase compressible flow the shear stress at
the pipe wall is given as [192]

*
T = -pU'V' -Up'V' -Vp'U' -p'U'V' 4.40

where p' is the density variation due to local com-
pression. Noting that a density fluctuation may occur
only as a result of the transport of material by a
velocity fluctuation, we may say that p'/g is no greater
than U'/U. Noting that U' is far smaller than U, we may
. neglect the last term with respect to the first two. For
pipe flow it is assumed that the transverse velocity, V,
is small with respect to U, but that U' and V' are of the
same order of magnitude, in which case the third term may
be neglected. Schlichting [192] has shown that the
inclusion of the second term on the right hand side of
equation 4.49 is equivalent to the addition of p'V' to the
term pV in the continuity eqguation and has concluded that
the incompressible case given in equation 4.28 may be used
as a good approximation in the description of compressible
pipe flow.

In tﬁe case of bubble flow density fluctuation would be
caused by voidage change due to bubble compression and
rarefaction, and also by bubble movement. The term p'V'

will attain a significant value only if the transverse
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velocity fluctuations are able to compress the bubbles or
carry bubbles over a significant distance in the flow. It
is judged that the term p'V' would be equivalently smaller
in a typical bubble flow than in continuous compressible
flow, so that we may elect to use eguation 4.20 to
describe the shear stress for the case of bubble flow,
i.e. we shall consider the shear stress arising only from
fluctuations in the liquid phase, regarding the shear
stress generated directly by the presence of the gas phase
as negligible. Any additional Reynolds stresses arising
from density fluctuation may nonetheless be incorporated
satisfactorily in the term for the "excess shear"

- generated by the bubble presence, as derived below.
ANALYSIS OF THE CONCEPT OF EXCESS SHEAR

Consider a cross-section of a pipe in two phase bubble
upflow. Let a bubble be a little above the cross-section,
so0 that this cross-section cuts the bubble wake. Refer to
figure 4.4. Let the bubble rise relative to the liquid
with a velocity Ub' and let the velocity of the fluid on
the wake centre-line althis crogs—-section exceed the undisturbed
liquid velocity\(in an axial diréction) by an amount U_,
which would be smaller than Ub‘ This would cause a
distortion of the velocity profile as shown in figure 4.4,
Congiderations of continuity will indicate that there must

be transverse velocity components, Vw and —Vw, feeding

into the wake to replace fluid below the bubble nadir.
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These may be of the same order of magnitude as Uw‘ The
stronger the bubble wake, the greater will be the ratio
Uw/Ub' and the smaller and more diffuse the transverse
components. The velocities Uw and Vw are strongly
dependent on the distance behind the bubble, but the
analysis below may proceed by using any local values of Uw
and Vw. In the final analysis one must consider some
average values for Uw and Vw that are representative of

the whole bubble flow.

In the neighbourhood of a bubble wake, there are now
additional velocities contributing to the total velocity.
The total velocity can be split into the mean velocity
{excluding the distortion of the velocity by passing
bubbles), the turbulent fluctuating component, and the
component arising due to the presence of a bubble in the
flow. This last component is termed Uw in the axial

direction and Vw in the transverse direction. Thus,
U=U+1U"'"+10 4.41
V=V +V' +V 4.42
w
If we include these new "bubble-influenced" components, Uw
and V! in the fluctuating velocity, the Reynolds'

stresses in the liquid phase giving rise to wall shear

stress are
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Ttp = -pl(U' + Uw)(V‘ + Vw) . 4.43
The significance of the interaction of these new terms
must be ascertained. It will be shown below that (i) the
presence of axial velocity component, Uw, has no effect on
the wall shear, and {(ii) the radial component, Vw' serves
to increase the wall shear, by producing additional

Reynolds' stresses, thus giving rise to "excess shear".

If U' is defined to be the fluctuation arising from liquid
bulk turbulence only, and U_ as the “excess" velocity
arising from the passage of the bubble, there is no reason
to suppose that U' and Uw are correlated. Applying a
similar argument to the transverse componentsg, V' and Vw,

equation 4.43 becomes

Ttp = —Pl(U'V' + U'Vw +UwV' +Uwvw) . 4.44
The first term on the right hand side, U'V', does not
differ in nature from the single phase case, which is
described in equation 4.29. It remains to analyse the
effect on the shear stress of the three new terms, U'Vw,'
UWV', and Uwvwf To examine the effect of both UwV' and
Uwvw' consider the interaction of Uw alone with any
transverse component V. Refer to figure 4.4. Let V cause
" the movement of a packet of fluid from y,-1, to y,., a
distance lo' In an analogous way to the single phase case

described above, the packet suffers a velocity deficit

-152-



relative to the undisturbed liquid at yq- The deficit is

then given by

u, = 1o(dg/dy) + U, 4.45
where U is the steady flow velocity excluding the
peturbations arising as a result of the proximity of a
bubble, as defined in equation 4.41. This velocity
deficit, Ul’ is associated with a positive value of V,
since it was caused by a movement away from the wall.
When a packet moves toward the wall from

yl+lo to v,, the velocity deficit, preserving the sign of

velocity established in equation 4.45, is

u, = -1,(du/dy) + U_ 4.46
This velocity deficit is associated with a negative value
of V {(i.e. a negative value of V' or Vw). Hence we see
that the term Uw is associated with a pair of transverse
velocities of different sign, and will give rise on
average to a pair of Reynolds stresses of opposite sign.
There is noc nett stress generated by the presence of the
axial component Uw' since the sum of the two products VUw
and (—V)Uw must be zero. The only non-zero stresses which
may be derived from equations 4.45 and 4.46 are those from
the interaction of U' and V', that is those which would
occur in the single phase case, as expressed in equation

4.29. This argument allows us to ignore the last two
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terms in eguation 4.44, and thus discount the effect of Uw

in the remainder of the analysis.

However, the second term on the right hand side of
equation 4.44, U'Vw, can be shown to assume a significant
value in the case of bubble flow. Consider a transverse
component, magnitude Vw, feeding into the wake. Let such
a component move a packet radially inwards to the wake a
distance lw' from yl-lw to y,. We may proceed with the
analysis ignoring the contribution of Uw to the total
velocity, since it has been demonstrated that the axial
wake velocity, Uw’ has no nett effect on the shear stress
in the fluid. The packet moved through the distance 1w

would have a velocity deficit
U = Uly+l1 ) - Uly) = 1 (4u/dy) 4.47

similarly a packet moving toward the wall would exceed the

local velocity by
U = U(y) - g(y-lw) = lw(dg/dy) 4.48

There is an anticorrelation between the transverse and
longitudinal velocity fluctuations, in a similar way to
the single phase case, so that the products for both
motions towards and away from the wall are negative.

Setting
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lu'yr = o.Slu b + @.51U,1 = 11 (du/ay)t, 4.49
the product of the axial fluctuating velocity and radial
wake velocity becomes

Utv, = -Cgll (au/ay) MV 1 , 4.50

5
so that the Reynolds stress arising from this interaction
is given by

T =0C llw(dU/dy)llel 4.51

5
Equation 4.44 may now be expressed in terms of eguations
4.29 and 4.51, where equation 4.29 accounts for the
interaction between U' and V', and equation 4.51 accounts

for the interaction between U' and Vw. Hence

1wl(dU/dy)ttvwl 4.52

N 2 2
= q} (dau/ay) +»plc5

Ttp
The analysis has been presented for a point just below a
bubble, in the bubble wake. If the above analysis is
repeated with the cross-section taken just above a bubble,
where transverse velocity components are outward, away
from the bubble-path, equation 4.52 is again reached, with
no change of sign, although the values of CS'lw and Vw
would generally differ from those values for the case in

the bubble wake. Moreover, the equations are applicable

for the case of two phase downflow as well.

-
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Although the analysis presented above is concerned with
the influence of the bubble on the liquid flow at a point,
in the final analysis one must propose a value for Vw
which is an average in some small volume of the flow.
Clearly where no bubble is near, the value of Vw at a
point must tend to zero, and where a bubble is near, vw
may assume a finite non-zero value. Hence the average
value of Vw in a small volume must increase in direct
proportion to the number of bubbles in the volume,
assuming that the flow structure is unchanged by an
increasing number of bubbles in the volume. Where bubble
size is invariant, the number of bubbles in a volume of
the flow will increase in direct proportion to the gas
voidage in that volume. The value of Vw near a bubble
will also depend on such factors as bubble size, waking,
interaction and bubble rise velocity. It is supposed that
Vw will increase with increasing bubble rise velocity, and
since no other properties of the two phase flow can be
qﬁantized readily, it is proposed that the average value
of Vw in the flow is given by the product of gas voidage,
bubble rise velocity, and a constant, C7, which accounts
for all other two phase flow properties. This
relationship for the average value of Vw may also be
deduced on a time-average basis, so that the time-average
shear stress at a point may be formulated, but this does
not affect the subsequent analysis. The average value may

now be substituted into equation 4.52 instead of the local
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value, Vw, to form the relationship for the whole two

phase flow

_ 2 2
T = e 17(du/dy)” + p Cgl (dU/dy)C

tp 7UbE

Equation 4.53 reveals that when no bubbles are present (E

= @), or where no slip between the phases occurs (U_ = g),

b
the two phase model reduces to the single phase case.

Collecting constants,

Tep =91 (du/dy) (du/dy + C4U E/17) 4.54

with Cg=C C,1  and with (du/dy) taken as positive: C

units of length.

9 has

Examination of equation 4.54 reveals that when bubbles are
present, shear will increase for two reasons. Firstly, if
liguid flowrate is held constant, the velocity, U, must
increase. If velocity profiles remain similar in the pipe
flow and the velocity increases, this leads tc an increase
in (4u/dy) at any fixed point in the flow, and a
congequent increase in shear. Such an increase in shear
was accounted for by the generélly accepted models given
in the literature survey. Secondly, there is the "excess
shear" generated by the presence of the bubbles, and
increasing in proportion to the gas voidage, although the
constant C9 may vary a littlé with changing bubble flow

structure. Nevertheless, shear stress should increase
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until a change of flow regime, from bubble to slug flow,
takes place. The nature of the bubble to slug transition

is discussed in Chapter 1.

Equation 4.54 can not be solved easily to yield the wall
shear stress, T*tp' in terms of flowrate and voidage. The
general solution of 4.54 must proceed along the following
lines. Equation 4.54 is a quadratic equation in (du/dy).

The solution of the quadratic is found to be

du/dy = -C oEU /1 ‘EQ U, /1 + Ttp/plz 4,55

where the positive surd supplies a real solution.
Equation 4.55 may now be integrated in the same way as the
single phase case. As bubble populations are known to
decrease to zero at the wall [91,178,243], it is possible
to use the single phase boundary conditions, without

incurring any significant error. -

1
_ 2.2 2
U(y/R) = 9EUb/l 9 Uy, /1 + Ttp/pll d(y/R) 4.56
Yy/R
*
where Ttp =T tp(1 - y/R)

Using equations 4.56 and 4.36, it is then possible to
predict the flowrate through the pipe, given the wall
shear stress. Assumptions must be made concerning the

values of the mixing length and voidage distributions
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used. Voidage énd mixing length may be taken as functions
of distance from the wall, y. Boundary conditions must
also be specified. Values for the constant C9 ought to be
obtained only from regression performed on known data, as
current knowledge of two phase flow is too scant to infer
a quantitative value for Cq directly. Assumption of
profiles for mixing length and voidage is dealt with in
the section below, but it may be seen that solution of the
equation 4.56 is not a convenient predictive tool, since
it requires information on local properties of the flow,
data which is seldom available to the designer. However,
the model provides a fundamental explanation for the
. generation of excess shear in two phase bubble flows, and
is the basis for a simplified model which is developed

below.

In cases where large bubbles are present in the flow it
may be necessary to modify equation 4.56 to account for
the obstruction of turbulent eddies by these bubbles.
Serizawa et al. [194] observed that on occasions a drop in
turbulent intensity may occur upon introduction of bubbles
in two phase flow, and have presented reasons to explain
this phenomenon. Nakoryakov et al. [161] found, in
agreement with this observation, that pressure drop was
higher in a flow containing small uniform bubbles, which
they termed "mode A", than in bubble flow where many
larger bubbles were present, termed “mode B". These two

types of bubble flow would appear to be "ideal" bubble
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flow and "churn-turbulent” bubble flow mentioned in much
of the two phase flow literature [190,227,243]. "“Churn-
turbulent” bubble flow contains a wide bubble size
distribution, and incorporates strong waking and training
or channeling (the following of one bubble by another), so
that transverse velocity components may be small, with a
consequent reduction in excess shear. Moreover, the
bigger bubbles may have some capacity to reduce the
turbulence for reasons presented by Serizawa et al. [194].
Where this turbulence reduction is significant, it may be
necessary to add a term into equation 4.54 to predict a
loss of velocity fluctuation in proportion to the voidage,-
. and hence a reduction of shear stress proportional to the
the voidage. 1In this case equation 4.54 is modified to

read

tp

1

_ 2 2
T, = (1-C;4E)f1 (du/dy)(du/dy + cguba/l ) 4.57

where Clﬁ is a constant dependent on bubble behaviour, in

which case equation 4.56 is modified to read

1
. 2 2.2 2,.4
U(y/R) —fCQEUb/l +Jc9 E‘u, %/1
Yy, /R
o 2
+ 4T /inl7(1-C)GE)} a(y/R) 4.58
Values of C10 would become small in the case of small

bubbles, so that eguation 4.58 would reduce to 4.56.
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However, it must be emphasized that the interaction of
bubbles and turbulent eddies is not fully understood

[195].

4.5.2 COMMENTS ON THE DETAILED MODEL

Although equations 4.56 or 4.58 are cumbersome, and would
fail to model two phase flow pressure losses directly,
they provide an explanation for the increase in frictional
losses with an increase in bubble numbers in the pipe. At
high velocities the terms describing the "excess shear"
become small with respect to the turbulence generated by
the bulk flow, and the equation reduces to a model which
agrees with the current correlations reviewed above. At
low flowrates, it predicts significant increases in
pressure losses over the single phase case, and is able to
explain the results of Nakoryakov et al. [161], Kytomaa
[138), and Niino et al. [l168]. It also provides the
theoretical basis for an original, practical, equation for
the prediction of dispersed flow losses, as developed in

section 4.5.5 below.

4.5.4 USE OF THE DETAILED MODEL.

In practice it is possgible to use equation 4.56 to relate
the shear stress in the pipe to the flowrate and voidage.
It is necessary, however, to define the values of all the
variables in the integral over the whole pipe radius, or

at least from the boundary layer at the wall to the pipe
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center. These variables are T, _, U

tp 1l and gas voidage.

bl

1) T was shown to vary almost linearly with the distance

tp
from the wall,

*
Ttp =T tp(1 - y/R) , 4.30

2) the bubble rise velocity, may vary slightly across

Ub'
the pipe diameter [194). However, variation is slight, so
that a constant value may be assumed. For
“churn-turbulent” bubble flow the formula of Harmathy [99]
may be used,

= _ 2.8.25
u, = 1.53{09(9l °g)/°1 }

3) The mixing length, 1, was expressed in the original

analysis by Prandtl (for boundary layers) as increasing

linearly from the wall, where its value was zero.
1l = Ky _ 4.60

This relationship is, however, unsuitable for use in pipe
flow, being discontinuous at the pipe centre. Some
criteria for the relationship between 1 and y for the case
of pipe flow are presented below. Firstly, the mixing
length must tend to zero at the wall, secondly the mixing
length must not be zero at the pipe centre, as mixing

certainly occurs there, and thirdly the derivative of
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mixing length with respect to distance from the pipe wall,

(dl1/dy), should be zero at the pipe centre. The function
1/R = K, (y/R - (y/R)"/n) 4.61

presents itself as a simple function to meet these
criteria; Kl and n are constants. Eguation 4.61 has been
compared with the empirical relationship for mixing length

given by Nikuradse (see Schlichting [192]),
' 2 4
1/R = 9.14 - 8.08(1-(y/R))° - ©.066(1-(y/R)) 4.62

in figure 4.5, and favourable agreement is found between
the two relationships for a value of n=1.3 in equation

4.61.

4) The voidage distribution in the pipe is the most
difficult variable to characterize. Petrick and Kurdika
{178] and Bankoff [13] have proposed power law
relationships for the voidage distribution in a pipe in

"churn-turbulent flow".
E = Ec(y/R)l/m 4.63

where EC is the value of the voidage at the pipe centre,

related to the average voidage by

E, = E(m+2) (2m+1) /2m> 4.64
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However, the value of m in equation 4.64 may not be
estimated easily, and more recent authors [72,81, -
82,91,92,161,194] have found that the maximum voidage need
not occur at the pipe centre, and that a maximum may occur
close to the pipe wall at low gas voidages. This has been
the subject of some theoretical analysis by Drew and Lahey

[75,76].

Solution of equation 4.56 may therefore be attempted with
the use of equations 4.30, 4.60, 4.61 and 4.63, although
equation 4.63 would be better adjusted with a more

accurate knowledge of the gas voidage distribution.
4.5.5 SIMPLIFICATION OF THE MIXING LENGTH MODEL

The development of two phase mixing length theory has
produced a solution to relate the liquid flowrate in the
pipe to the wall shear stress and voidage, given knowledge
of the voidage and velocity distributions and the nature
of bubble waking in the pipe. With some reasonable
assumptions, a simplified model based on average
quantities in the pipe may be developed. The detailed
model has related the shear stress to the velocity

gradient, voidage, and degree of bubble waking.

2 ' 2 :
Ty, = py° (dU/dy)(dU/ay + CoU E/1%) 4.54
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Cohsider some fixed point in the pipe flow. If we assume
that the shape of the velocity distribution is invariant
with respect to flowrate and voidage in the pipe over some
range of voidage and flowrate, then within that region
(du/dy) at the point in the bulk flow will vary in direct
proportion to the average liquid velocity, U, in the pipe.

The liquid velocity in the pipe is given by the equation

U, =W,/(1-E) . _ 4.65
where Wi'is the liquid superficial velocity. Hence, for

some fixed point in the bulk flow,
(au/ay) = cllwl/(l-s) 4.66

In a similar way, if we assume the shape of the voidage
distribution to be invariant with changes in total voidage
and flowrate, thenthe voidage at this point in the flow,
E, must be related to average voidage, E, in direct

proportion, so that

E=2¢C

12E . 4.67

at some fixed point in the bulk flow. At the same point,
considering equations 4.61 or 4.62, the mixing length must
also assume some fixed value, say 12 = C13, and the bubble
rise velocity, Ub' may be taken as invariant with respect

to flowrate and voidage. From equations 4.54, 4.66 and
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: 1
Ttp = PCyq }ooX

-1 —-
{cliwl(l-s) + C9UbE/C13} 4,68

{cllWi(l—E)_

The shear stress at a fixed point i1in the bulk flow a
distance y from the wall can be related to the shear

stress at the wall by

*
Ttp =T tp(1 - y/R) 4.39

Hence, at the fixed point in the flow, the shear stress
varies in direct proportion to the wall shear stress.
Collecting constants in equations 4.30 and 4.68, we may
write

2 = 1

(1L - E) + B2UbEW1(l—E) 4,69

where B, and B, are dimensional, with units of Nm_4sec2,

1 2

so that wall shear is given in Nm~ 2 and velocity in
msec L. Equation 4.69 is the simplified model for

pressure loss in vertical dispersed flow. The wall shear

*

stress, T tp’ is given directly by the equation as a

function of liquid flowrate and gas phase voidage,
provided that the constants B1 and B2Ub are known. Unlike
the detailed model, this eguation is practical for the

prediction of pressure losses in bubble flow. The

constancy of B, and B, in the simplified model relies on
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the assumption that the voidage and velocity profiles
remain unchanged in shape, which may not be true over a
wide range of gas and liquid velocities. Nevertheless, we
may assume B1 and B2 to be constant over a limited range.
Increased availability of data from future studies will
demonstrate the dependence of B1 and 82 on flow
conditions. The constants Bl and B2 are analogous to the
friction factor, which expresses pressure loss as liquid
head, and is dimensionless. The constants B, and B2 could
be made dimensionless by dividing them by the product of
pipe diameter and acceleration due to gravity (gDp), and

expressing the pressure loss as head of liquid per length

of pipe rather than as wall shear.

Eguation 4.69 suggests that fof zero gas voidage, the case
of single phase flow, that shear stress will vary as the
square of the liguid velocity in the pipe. However, the
Blasius friction factor relationship implies that the
shear stress would vary as the 1.8 power of the liquid
velocity [212]. Equation 4.69 may be made to agree with

the Blasius formula by setting
B, = const. Re . 4.3o

Where large bubbles may reduce turbulence in the flow, as

described above in the development of equation 4.57 in the

detailed model, another term,(l-B4ﬁj, must be employed to

account for shear stress reduction by this mechanism.
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Hence \

* _ 2 = =2
T = (1 - 343){91Wl (1-E)

o ]
tp + B,U EW, (1-E) 7} 4.71

4.5.7 THE TWO PHASE FLOW MULTIPLIER

The simplified model may also be expressed as a formula
for the two phase flow multiplier, which is defined as the
ratio of the two phase losses in the pipe to the pressure
losses which would occur if only the liguid phase were
flowing alone in the pipe. To evaluate this multiplier in
terms of the simplified model, we must divide the equation
describing the two phase case by the equation for the
single phase case. Equation 4.69 describes the two phase
case, and the single phase case is found by substituting
zero for the voidage in equation 4.69. For liquid flowing

alone

The two phase flow multiplier is found by dividing

equation 4.72 into equation 4.69 to produce the

\

relationship
o2 - 1 -5 Ya -+ U B/, ) 4.73
1l 37b l

where B, BZ/BI' and is dimensionless.
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Equation 4.73 demonstrates that at high velocities, when
Uy, is smaller than Wl, the two phase multiplier will

become

which is in close agreement with many of the currently
accepted models. Eqgquation 4.73 will also reduce to
equation 4.74 in horizontal flow, where the bubble rise in

the direction of flow, is zero.

Ub'

4.5.7 COMPARISON OF THE MODEL WITH EXISTING DATA

Nakoryakov et al.[161] and Niino et al.[168)] measured the
pressure loss in upward bubble flow, using an 86.4 mm
diameter test apparatus. Measurements of wall shear
stress were made using electrochemical shear pickups
described by Mitchell and Hanratty [159]. Wall shear was
measured as a function of the mass transfer to the wall.
The pickup electrode was fitted flush into the pipe wall,
and a solution of sodium hydroxide and potassium ferri-angd
ferro-cyanides used with air in the two phase flow. The
pickup was calibrated initially using single-phase
(liquid) flow, and the shear stress in two phase flow
inferred from this calibration. Results demonstrated that
there was a sharp increase of wall shear stress with
increasing gas voidage, especially at lower mixture

flowrates. Results were plotted as the two phase flow
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multiplier, ® versus the flowing gas fraction,

1

B = Wq/(wl + Wg) 4.75

where Wl and Wg are the liquid and gas superficial
velocities. The two phase flow multiplier is the ratio of
the pressure loss (shear stress) in the two phase flow to
the pressure loss if the liquid phase were flowing alone.
To test the mixing length model data were considered for
velocities from ©.22 to 2.05 m/sec and the flowing gas
fraction from @ to 10%. Within this range of flowing gas
fracfion, the wall shear stress rose sharply with increase
in gas flowrate. However, at flowing gas fractions above
10%, the shear stress became relatively constant and
independent of further increase in gas flowrate, possibly
due to a changing flow structure, and at values of the
flowing gas fraction from 208 to 40%, transition to slug
flow was reported by the investigators. Upon transition
to slug flow there was a corresponding drop in wall shear

stress.

Although both Nakoryakov et al.[161] and Niino et al.[168]
Observed two distinct bubble flow regimes, which fit the
description of "ideal" and "churn-turbulent” bubble flow,
and observed different shear stresses in the two flows,
paucity of data has obliged the results for the two
distinct flow types to be lumped. Shear stress was
slightly higher in "ideal" bubble flow than in

»
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churn-turbulent flow. This would agree with the mixing
length model because in churn-turbulent flow bubble waking
is strong. When a bubble follows another closely, less
ligquid will flow into the wake of the upper bubble and
away from the zenith of the lower bubble. This reduces
the strength of transverse velocity components which give

rise to the excess shear.

Thirty nine data points for churn-turbulent and ideal
bubble flow were read from the ascending sections of the
plots in figures 11 and 12 of Nakoryakov et al.[l61].
Data points for upflow were in the form of the two phase
multiplier, ®12 versus the flowing gas fraction, B, and
required some manipulation for comparison with the model,

which requires data in the form of the multiplier versus

the gas void fraction, E.

The Zuber and Findlay [243) drift-flux model, equation
3.14, was used to find the gas void fraction from the
flowing gas fraction and the ligquid superficial velocity.

Equation 3.14 may be rearranged in the form

B/E =C_.+ Ugm(l - B)/W, 4.76
to relate these quantities. For want of better values,
ﬁgm = .25 m/sec. and C, = 1 were used: the profile

constant, Co' does assume a value of 1 in ideal bubble

flow [243)], but will have a higher value in
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churn-turbulent flow. Moreover, the drift velocity term
may be lower in ideal bubble flow, but gas voidage
predicted by these values should be in error by no more

than 12% for any vertical bubble flow.

The 39 data points for upflow were found to agree well
with the simplified mixing length model, equation 4.73,
for a value of B,U, = 46.5 Nm—3sec. The experimental
versus predicted values of the two phase flow multiplier
are shown in figure 4.6. Also shown in figure 4.6 is the
inability of conventional models, such as those of
Orkizewski [174] or Govier and Aziz [85] to predict low
velocity pressure loss data. The acceptable agreement of
the mixing length model is in strong contrast with the
poor agreement found by the conventional models, whose
points lie within the narrow band illustrated in figure
4.6, Conventional models cannot predict even trends in
the low velocity data. Data scatter about the parity line
for the mixing length model in figure 4.6 may be ascribed
to several factors:-

i) Nakoryakov et al. [161] showed that error in the RMS
value of the shear stress using the electrochemical pickup
may be as high as 36% in some cases, although far lower
errors would be typical. Hence the data used may have

some inherent scatter.
ii) Data for "ideal" and "churn-turbulent" bubble flow
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have been lumped: values of the constant B, may differ

3
between these two flow types: B3 would be higher for the

ideal flow than the churn-turbulent flow.

iii) Development of the simplified mixing length model
model involves assumptions that the void and velocity
profiles do not change in shape over some region. However,
the voidage and velocity profiles may not necessarily
maintain the same shape thfoughout the experimental
envelope. Shape of the velocity distribution will
certainly change, even in single phase flow, over a large
range of Reynolds' numbers, and void profiles are reported
by Serizawa et al. [194] and Galaup and Delhaye [{82] to
change from a saddle-shape to a parabolic shape with
increasing gas voidage. Nevertheless, the disadvantage of
the simplifying assumptions is offset by the ability to

use average flow quantities in the mixing length model.

iv) The uée of Co=l in the Zuber and Fihdlay [243]
drift-flux model to evaluate the gas voidage in upflow may
be in slight error. A value of Co=l is appropriate for
ideal bubble flow, but in churn-turbulent flow values

above 1 are found [47,85].
Nevertheless, the simplified mixing length model finds far

better agreement with the upflow results than any other

model tested.
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Some further gqualitative support for the mixing length
model is available in an article by Davis [69]. Two phase
pressure loss was measured in both vertical and horizontal
bubble flow, and the average pressure loss in bubble flow
compared with that for single phase flow. However, data
are supplied in a graphical form which does not permit
quantitative interpretation. Whereas the two phase flow
multiplier was not much affected by flow velocity in
horizontal flow, in vertical flow it decreased with
increasing flow velocity. This is in agreement with the
mixing length model which predicts excess shear only for

the case of vertical flow.

In summary, the mixing length model has found far better
agreement with the published data of Nakoryakov et al.
[161] than have other models, which do not take into
account the excess shear generated by the slip of bubbles

in vertical flow.

4.6 METHODS OF OBTAINING DATA IN VERTICAL FLOW

In typical bubbly flow at low and moderate velocities the
hydrostatic head accounts for the majority of the overall
pressure drop and largely masks the effect of frictional
losses, which must be obtained by one of the methods given
" below. It has been shown above that solutions based on
the energy equation are unsuitable, although easy to

evaluate. Only methods basesd on the momentum equation
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are considered here.
4.6.1 USE OF HORIZONTAIL APPARATUS

Frictional losses are obtained with little difficulty in
horizontal flow, where no hydrostatic head exists in the
direction of flow. It is, however, not exact to assume
that the cases of horizontal and vertical flow are similar

for the following reasons.

(i) Gravitational effects cause velocity and void
profiles to differ between the cases of horizontal and

vertical flow [92].

(ii) At lower liquid velocities a transition from bubble
to stratified flow occurs readily in horizontal flow
[149,2181. Such a change in flow regime might be expected
to affect frictional losses, so that horizontal bubble
flow measurements might be suitable only at sufficiently

high velocities [69,112,136].

(iii) Bubbles do not possess a nett local slip due to
gravity in fully developed horizontal flow in the same
sense as they dé in vertical flow. A consideration of the
mixing length theory presented above reveals that no
additional Reynolds' stresses would be set up in
horizontal flow, as they are in vertical flow. This is

supported by the data of Davis [69] who found friction
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factors, and their dependence on Reynolds Number, to

differ between the vertical and horizontal cases.

In view of the considerations presented above, the

horizontal method was not employed.

4.6.2 METHOD BY DETERMINATION OF EXACT VOIDAGE

Where acceleration effects are negligible, the frictional
losses in vertical flow may be evaluated from the
difference between total and static head terms measured
between two stations on a vertical pipe. A correct
evaluation of the static head requires an exact knowledge
of the respective volumes of gas and liquid in the test
section. This is found traditionally using quick-closing
valves [47,51,147,185,] or X-ray techniques [97,245].
Measurements must be accurate as at low flowrates the
frictional term is a small fraction of the total pressure
differential. This quick-closing valve method has the
disadvantage that the flow must be stopped for each
measurement, and the X-ray method may not find the average
value of gas voidage between two pressure tappings without

a traverse along a length of pipe.
4.6.3 WALL SHEAR MEASUREMENT

Rose and Griffith {189] determined wall shear directly by

measuring the force on a pipe suspended between two
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flexible sections. They used pipes of 12.5 and 25 mm
diameter at velocities over 2 m/sec: the method may be
unsuited to larger bore apparatus at low flowrates, where

the relative frictional force is lower.

Recently Niino et al [168] and Nakoryarkov et al [161])
have used a shear stress pick-up set in the pipe wall to
determine friction factors in two phase vertical flow. A
platinum plate set in the pipe wall acts as a cathode in

the electrolytic reduction
3~ - - ) 4-
1“e(CN)6 + e > 1=‘e(CN)6 .

The diffusion of the ferricyanide ions to the electrode is
controlled by the thickness of the laminar sub layer at
the wall. This thickness is in turn dependent on the wall
shear stress, T*. Accurate calibration during single
phase runs permits the electrode's use for the evaluation

of two-phase losses. This method has an advantage in

being able to determine wall shear at low flowrates.
4.6.4 PROPOSED EXPERIMENTAL METHOD

The quick-closing valve method suffers the disadvantage of
requiring frequent stoppage of flow during data
acquisition. Where holdup may be predicted accurately in
a device, an acceptable value may be estimated for the

static head term, and frictional losses may be determined
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using only two pressure tappings on a pipe length [49].

Over a very short test length, or at very high pressure,
it may be sufficiently accurate to evaluate holdup at the
average pressure in the length, but in other circumstances

a more rigorous treatment is necessary.

Neglecting acceleration effects and gas phase density one

may write the differential equation.

-dpP = (plg(l—E) + D)dx 4.77
where F is a function of pressure, and D the pressure loss
per unit length of pipe, taken as constant over the

section.

Zuber and Findlay [243] present the equation

wg/E = co(wg W)+ Ugm ] 3.14
so that
W
T = 9 4.78
Co g+ 1 +Ugm

Viewing the gas flow as ideal permits the gas flux to be

referenced to atmospheric conditions, viz.

Wg/p = Wgopo _ 4.79

-180-~



where the subscript o denotes atmospheric conditions.
Where Wg is much smaller than Wl, as in bubbly flow,
little error is incurred in assuming'wg to be constant in

the denominator of 4.78 (see Appendix C ). We may write

W p /p _
go © . 4.80

CO(Wl'T'Wg )+Ugm

2
I

Where Wg' is the gas flux at the median pressure, (Pl +
Pz)/z. The equation has been solved without the
simplifying assumption of constant gas flux in the
denominator [45,57,58], but for the case of short pipe
lengths the slight added accuracy does not offset the more

cumbersome solution. Equation 4.80 may be re-written as

E=©EP_/P 4,81
o 0 .

W
where EO = go 4.82
C (W, +W_'")+U
o 1l g gm

From equations 4.77 and 4.81, one obtains

-p A PE o.g
gp = p- ©ol dx 4.83

(p,;9+D) g + D

Using the substitution P'=P - POEOJEQ/(Dlg+D), so that 4p'

= 4P, equation 4.83 becomes
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¢
P' + POEOplg

dP = -P'(p,g + D) dx’ 4.84

IR

Rearranging, one obtains

(1 + EOPOK/P yap' = (—olg/K)dx 4,85

where K = olg/(plg+D), the ratio of the static to total

head. Integrating between points X, and X5 with
conditions P(x1)=P1 and P(x2)=P2, we’have
2
K(P,-P,) + E_P_K ln{(Pz-PoEoK)/(Pl-POBOK)}
+ plg(xz—xl) = 0 - 4.86

\

where "1n" denotes the natural logarithmic function. But
for the fact that K appears in the logarithmic term,
equation 4.86 may be solved as a quadratic equation in K.
In practice it is possible to substitute some initial
value for K, typically K=1, in the logarithmic term and
effect a solution. A single jiteration will generally
yield an accurate value of K, from which D may be computed

by the formula
D = plg(l-K)/K 4.87

It is noted that for no air flow EOPO=O, so that equation

4.86 reduces, as expected, to

-P2 = (plg+D)(x2-x1) _ 4.88
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The above treatment might also be used with holdup models
other than that of Zuber and Findlay [243,244], providing
E may be given in a similar form to equation 4.78, that
is, E is inversely proportional to pressure in the test

section.

Equation 4.86 was used to interpret all data described in

section 4.7.

4.7 EXPERIMENTAL WORK

4.7.1 VERIFICATION OF THE EXPERIMENTAL TECHNIQUE

The method proposed in section 4.6.4 was compared with the
method using quick closing valves described in section
4.£.2. A 5 m long test section illustrated in figure 4.7
was fitted in the 50 mm diameter rig described in appendix
A. Valves were synchronized employing the same pressure
balance technique that was used in the measurement of
holdup (See chapter 3). Bubbly flow was set up in the
pipe and the differential pressure across the section and
pressure at the top of the length monitored with two
Foxboro cells éonnected to a microcomputer programmed to

average 100 readings at each flowrate.

For each gas and liquid flowrate the valves were closed

simultaneously and rapidly. The volume fraction of each
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phase was determined from the level in a 3 mm diameter

sight glass attached to the isolated section.

From this volume fraction the hydrostatic head in the
section was calculated, and the true frictional loss
evaluated from the difference between this head and the
total differential across the section. Results determined
by this conventional method were compared to the
frictional losses found using equation 4.86 with Pl and P2
the pressures at the top and bottom of the section and
with Eo evaluated from the gas and liquid flowrates using

equation 4.82. Close agreement was found between the two

methods. See figure 4.8

For the evaluation of E , values for C_ (C =1,16) and U

o e} o} gm
(0,24 m/sec), known from the holdup work in chapter 3,
were employed. For apparatus where these variables are
unknown, no severe error would be incurred by using values
of CO recommended in the literature, for example Co = 1.2
[96,227], and values for the bubble rise in air/water flow
as given by Harmathy [9@], Uz = 0,25 m/sec or by Levich

(14117, u,=0,23 m/sec.

Use of CO = l.é on the data given in fig 4.8 would have
caused at worst an error in voidage estimation of 3%, a
static head error of 0,6% and an error in frictional loss
of 5%. This method was thus considered sufficiently

accurate for general use in acquiring data for frictional
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pressure loss in two phase flow.

4.7.2 DATA FOR TWO PHASE FLOW

The new method was employed to evaluate frictional losses
over 2 m and 3 m lengths in downflow, and over a 3 m
length in upflow. Pressure was measured at the top of the
test section using a Foxboro pressure transducer, and the
differential pressure across the section was measured with
a Foxboro differential pressure transducer, which was
recalibrated reqgularly using a water manometer. Both of
these transducers were connected to a microcomputer which
was programmed to average the value of 10 pressure
readings taken in quick succession. Gas and liquid
flowrates were measured by rotameters, as in the holdup
work, and eguation 4.86 was used to extract the frictional

pressure loss for each data point.

Results are presented in figures 4.9 and 4.19. None of
the models in the literature was able to correlate the
results satisfactorily. The failure of single parameter
models is demonstrated by the comparison of downflow data
at 1.38 m/sec with the Orkizewski [174} model in figure

4.11.

As seen in figure 4.9, all upflow results, bar one, lie
within 10% of the horizontal line m12=l, and showed no

trend to increase with increasing voidage: this is in
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strong contrast with the downflow data, and the data of
other authors for upflow [138,161,168]. These results and
the applicability of the model developed in section 4.5

are discussed below.

The majority of the downflow data (118 points) were
determined at considerable depth in the rig, at a pressure
of approximately 1.6 kPa gauge. Bubbles produced at the
sparger were typically of diameter 2.3 to 2.8 mm, reduced
to standard temperature and pressure, as reported in
detail in section 5.12 below. This implied that bubbles
in the test section were of 1.7 to 2.0 mm diameter. From
. consideration of the model we might expect that such small
bubbles would not reduce turbulence significantly, and
that waking would be low, implying a large increase in
pressure loss with a gain in voidage. To test this
hypotheses used in the model, a few data points (specially
dencoted in fig. 4.18 by the superscript l) were obtained
in a test section closer to the sparger. Here the
pressure was lower and bubble diameter greater (2.1 to 2.5
mm). A drop in values of o 2 .

1
the data taken at higher pressure.

was observed compared with

In upflow, data>were collected at a lower system pressure,
and coalescence in the horizontal section caused some
larger bubbles to rise in the upflow. Occasional cap
bubbles were present at higher voidages and waking

appeared strong. As predicted by the model aiz was lower
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than in the downflow case, where smaller bubbles were
present. It would appear from the constancy of ¢i2 around
a value of unity that energy absorption by the bubbles
compensated for increased turbulence due to the raised
superficial velocity of the fluid mixture. Circulation of
fluid induced by strong channeling at the pipe centre may
also have contributed to the low pressure losses. This
may be compared with the results of Oshinowo and Charles
[176], who have reported negative pressure losses at low
velocity, low voidage upflow, as discussed in section
4.4.4. It is possible that the detailed mixing length
model, with correct expressions for the gas void and shear
stress distributions in the flow, would be capable of
predicting the pressure loss observed in upflow. However,
in the fully developed upward flows at higher velocity
some increase in pressure loss with rising gas flowrate
would be expected, 8o that the data are not fully
understood. Calculation demonstrated that it was not an
acceleration effect causing the difference between the up

and downflow cases.

Excluding the few points for downflow gained at lesser
depth in the rig, regressions using equation 4.71 were
performed on 118 data points in downflow and 40 data
peints in upflow. It was found that single phase pressure
drops varied in proportion to velocity to the power 2.45,
rather than 1.8 as the Blasius formula would suggest.

Considering this trend, the regression on equatidn 4.73
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was performed leaving Bl as a constant, rather than in the

form Bl = const. Re_o'z.

The regression on downflow data initially provided a small
negative value for B,. implying that there was certainly
no energy absorbtion by the bubbles. The regression was
repeated setting B4 = 0, and values gained for Bl and B2

with little increase in error.

It was found for downflow that

2 1 -2

" = 2.65w, 2(1-8)7% + 57.8w U E(1-E)7 i 4.89
A comparison of predicted (from equation 4.89) and

experimental values is given in figure 4.12.

Inspection of figure 4.9 reveals that upflow are best
described by assigning the two phase flow multiplier a
value of 1, that is, eqguating frictional losses in single
phase and bubbly flow cases. An estimate of the error can

be gained from figure 4.9.

4.8 CONCLUSION

Far wider investigation would be necessary to predict

suitable values for B, and B, in bubbly flow. Moreover,

4 2
the effect of changing void profiles on these parameters

has not yet been assessed. It would appear from this
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investigation that the designer would be safe in employing

a value between @ 2=1 and a conventional model, say

1

o 2 1/(1-g)-8 4.90

to predict 1losses in churn-turbulent flow at velocities
over 2 m/sec., but should recognise that fairly high
values of 012 may emerge in low velocity bubble flow,
especially when the bubbles are small, as is the case at
high pressure. It is fortunate for the designer of a
D.S.R. that at high pressure the voidage is also lower,
and the effect consequently reduced. However, the
simplified mixing length model (equation 4.71) appears to
provide an accurate interpretation of losses in bubbly
flow, and provides the first fundamental explanation for

high values of the two phase flow multiplier observed in

low velocity bubble flow.
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4.9 LIST OF VARIABLES

A Cross sectional area of pipe (m2)

AD'BD Constants used by Davis

Bl'B2 Dimensional constants in simplified
model (Nm *s?)

B, ' Ratio of B, to B, (-)

c, Constant (-)

<, Drift-flux constant (-)

C, Circumference of pipe (m)

C,..Cy5 Constants (-)

Dp Pipe diameter (m)

E Gas void fraction (-)

f Friction factor (=)

g , Acceleration due to gravity (ms_z)

K Mixing length constant

1l Mixing length (m)

1w Mixing length due to rising bubble (m)

m Void distribution exponent (-)

M Mass flow (kgs_l)

n - (i) Exponent-mixing length expression (-)
(ii) Exponent-pressure loss correlation (~)

P Pressure (Pa)

Q Volumetric flowrate (m3/sec)

r . Radial distance from pipe centre (m)

R Pipe radius (m)

Re Reynolds number (-)

T Shear stress (N/mz)
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U Velocity of liguid phase in axial
direction (m/sec)

U Rise velocity of bubble (m/sec)

v _ Velocity of liquid phase in transverse

direction (m/sec)

W Superficial velocity (ms™1)

x (i) Axial distance along pipe (m)
(ii) Flow quality (-) |

X Martinelli pressure loss ratioc (-)

Y Radial distance inward from wall (m)

Yy A reference point in the flow (m)

0 Density (kg/m3)

u Viscosity (kgm‘ls—l)

v Kinematic viscosity (m?s™1)

o Surface tension (Nm™!)

® Two phase multiplier (-)

r Baroczy property index

n ' Chisolm property index

Subscripts

b At the boundary layer

c At pipe centre |

e Energy balance

£ . Prictional loss

i Averaged within a central core in the pipe

g> Gas, gas only

Liquid, liquid only
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lo Used with Baroczy multiplier

m Momentum eguation

o Evaluated at atmospheric pressure

sp Single phase (liquid only)

tp Two phase

w Due to presence of bubble wake (or nadir)
1,2 (i) Designating a velocity difference

(ii) At a station in the pipe

Superscript

At pipe wall
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CHAPTER 5.

S. INTERPHASE MASS TRANSFER

5.1 INTRODUCTION

As in the preceding chapters, investigation was resfricted
to the vertical two-phase bubble flow regime. Only
interphase mass transfer is considered below because mass
transfer to the wall [198,215,223] has little application

in deep shaft reactor design.

Existing heat-momentum-mass transfer analogies for pipes
are for transfer to the wall [202] and may not be extended
directly to interphase transfer. Conversely, interphase
heat transfer is of less interest than heat transfer to
the wall, so that it is unlikely that a D.S.R. heat-mass

transfer analogy will emerge in the literature.

5.2 DEFINITIONS

One may define the liquid side mass transfer coefficient,

k by the equation

1'

Ra = kla(A*-Ao) 5.1

where R is the mass transfer rate of the species, a is the

surface area available for transfer, normally as surface
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area per ugit volume of mixture, and (A*-A°) is a driving
force, with A® the concentration of the species in the
bulk of the ligquid, and A* the concentration of the
species in the liquid at the gas-liquid interface. This
definition, equation 5.1, is true irrespective of the mass
transfer model (for example: film model, surface-renewal

theory) assumed.

-

The gas side mass transfer coefficient may be defined in a
similar fashion, using partial pressures of the migrating
species in the gas bulk, P', and in the gas at the

interface, Pi', to define the drivinag force.

Ra = kgaB(P'—Pi') , 5.2

where B has vnite of nwles em=3 B!, '
Assuming that there is no resistance at the interface, for

small concentrations of a gas in a liquid, one may use the

relation

A* =Pi'/He 5.3
where He is the Henry's law constant. Equation 5.3 states
that a concentration of the species A* in the liguid is in
thermodynamic equilibrium with a partial pressure of Pi’

in the gas. Hence

Ra = kla (Pi /He - AO)
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1

’

One may also write an equation using the partial pressure

in the gas bulk rather than at the gas-liquid interface

Ra = Kla (P'/He - AO) ' 5.4

4

where K. is termed the overall resistance based on liquid

1

side resistance, and
l/Kl = l/k1 + 1/Hekg 5.5

It is found in practice that the gas side resistance to
transfer is generally far smaller than the ligquid side

resistance, ie
k., «« Hek 5.6
g9

and the expression 5.6 haé been assumed to hold true for
oxygen-water and carbon dioxide—wa£er systems in two phase
flow [62,93,149,193]. Keitel and Onken [133] have stated
that gas resistance may never contribute more than 2% to
the overall transfer coefficient, and very high values for
kg have been found in slug and annular interphase mass

transfer [131,150]. The assumption in equation 5.6 leads

to the relationships

klel and P' s Pi 5.7

So that henceforth
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Ra = K a(A* - A9) o 5.8
and, neglecting resistance in the gas phase, for small gas
concentrations in the liquid, A* will be treated as the
concentration of the species in equilibrium with the
partial pressure in the bulk of the gas,

A* = D' /He ‘ . 5.9

5.3 SIMPLE MODELS OF MASS TRANSFER

Various models have been proposed to describe mass
transfer, the simplest and most noteworthy being the film
model. A liquid film, of thickness o, is presumed to
exist in contact with the gas-~liquid interface. Beyond
the film, the bulk liquid is assumed well mixed, so that
there is a constant concentration, AO, a distance o' from
the interface. At the interface the concentration is A¥*.
If the only transport in the film is assumed to be by

molecular diffusion, then
R = (Dg/b)(A*-AO)

so that -
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where Dg is the diffusivity of the transferred species in
the liquid. Somewhat more gsophisticated models are
discussed by Danckwerts [67]) and by Sherwood et al.[l98].
Still surface models view transport as a product of both
molecular and eddy transfer, while surface-renewal models
consider 'packets' of the bulk liqdid Lo be swept
periodically to the interfacé, to undergo rapid local
transfer, and then be returned to the bulk. The simplest
form of this model assumes a constant "exposure time", t ,

e

for these packets, which leads to the equation
1

3 g.5
kK, = (Dg/te)

More advanced models assume a distribution of exposure
times, but are not required for the mass transfer analyses

presented below.

5.4 INTERPHASE MASS TRANSFER COEFFICIENTS

Little work has appeared on gas-liquid mass transfer in
bubble flow at significant liquid velocities. However,
several studies have been undertaken on bubble columns and
agitated (bubble-dispersion) mixtures in stirred vessels,
as well as on pipe flow in other flow regimes. The

literature is reviewed below.
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5.4.1 BUBBLE COLUMNS

A list of authors concerned with bubble column transfer is
given in table 5.1 In addition, work has been completed
on transfer from single bubbles in free rise [37,83],
which must be considered applicable to columns. Kawagoe
[132] has considered gas-liquid mass transfer at high gas

superficial velocities in bubble columns.

Mass Tansfer correlations for bubble columns are normally
provided for K1 or Kla either graphically or in terms of
dimensionless numbers. Where these numbers require a
. characteristic velocity or dimension, that of the bubble
1s normally used, since bubble columns rely almost solely
on bubble movement for mixing. Alvarez-Cuenca et al.[2)
have noted that in the region of gas introduction (at the
base of the bubble column) transfer is higher than in the
bulk, since some increased mixing may be induced by the
gas entry. Early workers [281] found mass transfer to be
improved with increasing liquid flowrate through the
column, although such flowrates represent far lower
velocities than used in deep shaft reactors, where most of
the turbulence is induced by thé liguid velocity. For
this reason bubble columns, although similar in flow
pattern to the D.S.R., have their mass transfer governed
by a different turbulent mechanism, and correlations for
bubble columns may not be employed directly for D.S.R.'s.

Nevertheless, it is useful to compare coefficients for the
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AUTHOR S1ZE OF COLUMN

Shulman and Molsted [201] 25, 50, 100 m diam.

1.5 m tall
Calderbank and —

Moo-Young |'38]
Hughmark [ 115] 150 and 400 mm dism.
Deckwer et al. [70) 200 mn dizm, 7.2 m tall

150 mm dism, 4.4 m tall

Alvarez-Cuenca et al. [2]  660x2.5x2500 mm (flat)

Mengartz and Pilhofer [151] 100, 140 mm diam.,
2.7 m tall
Hikita et al. [102] 100 m diam, 1.5 m tall

190 m diam, 2.4 m tall

Ardrew [6] Review Article

ABSORPTTION SYSTEM

Absorption and desorption
of 002, desorption of

H2, from water

Desorption of OO2 from
water/polyacrylate

solutions

Oxygen-water, oxygen-

glycerol, COz-water,

absorption

Absorption of O2 into

various liquids
Oxygen-water absorption

Air/CO -water,
NZ/ COe—pmpanol

Various liquids amd 02/
gas mixtures

Review Article

TARIE 5.1: INVESTIGATIONS OF MASS TRANSFER IN BUEBIE COLUMNS
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two devices to evaluate superiority in a specific
application. Values of Kl for bubble columns cited in the
literature have ranged from 0,0l to 0,05 cm/sec

(83,132,151].
5.4.2 AGITATED VESSELS

In industry, gas and liquid are often contacted in stirred
tanks, with gas fed to, and dispersed by, a rotating
impeller. The efficiency of such a device depends on
bubble size and holdup as well as liquid-side turbulence,
and all three of these parameters will vary with impeller

design [62,235].

Correlations found to characterise these devices normally
supply the volumetric absorption coefficient as a function
of the power per unit volume consumed in the tank, and of

some measure of the dispersed gas holdup [6,62,186].

Agitated vessels may consume up to 3kw/rn3 of fluid and may
in these terms be closer in mass transfer properties to

the D.S.R. than the bubble colunmns.

-

5.4.3 MASS TRANSFER IN PIPE FLOW

Most studies of mass transfer in pipe flow have been
concerned with higher gas to liquid ratios than

encountered in bubble flow. The annular flow pattern has
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received the greatest attention. Alves (3,47, in
discussions on horizontal pipeline reactors, has been
primarily concerned with annular flow. Table 5.2 presents
the literature on interphase mass transfer in pipe flow.
The only studies on bubble flow found in the literature
have been for horizontal flow in pipes of rather small
bore [140,193,197]. Of these, only Lamont and Scott [140)]
rather than K,a. The

1 1

a is not a useful variable for comparing mass

have presented a correlation for K
product Kl
transfer devices where pressure may vary significantly,
since the interfacial area, a, is dependent on both gas
void fraction and bubble size. Mass transfer coefficients
in the pipe flow have presented in two different ways. 1In
annular flow, authors have preferred energy correlations,
which express the mass transfer rate as a function of the
pressure drop per unit length of pipe [126,127,131, -
199,219). Other correlations for the mass transfer rate

are in terms of dimensionless numbers or liquid

properties.,

In cases where dimensionless numbers called for the
inclusion of characteristic diameters or velocities, pipe
diameters qu liquid or mixture velocities have been
employed, because in pipe flow the liquid turbulence is
generated by the flow of the mixture, rather than by the
rise of bubbles, as in bubble columns. Ohashi et al.
[171) investigated solid-liquid mass transfer in a

vertical pipe, using 300 to 800 micron resin beads in a
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AUTHOR

Heuss et al. [93]

Wales [226]

Scott and Hayduk [193]

Lamont and Scott [140]

Jepsen [127]

Kasturi and Stepenek [131]

Shah ard Sharma [197]

Tomida et al. [219]

Stepanek [199] -

APPARATUS/FLOW REGIME ABSORPTION SYSTEM

25 m horiz. vipe, Oz-water
1.2m long, froth flow

25 m horiz. pipe, 002—water desorption
Amular/mist flow

13 to 25 mm horiz. pipe COZ/He-water/alcohol/

2.3 m long, single stream glycol
of tubbles/slugs

4 mn horiz. pipe, 4 m COz—uater

long, stresm of bubbles

25 mm pipe, 4.5 m long C02-water
100 m pipe, 5.5 m long
(Horiz.), bends, spirals

Armular flow

6 m vert. pipe, slug, C02—carbonate uffer
amular, armular-mist flow

12 mm horiz. pipe, bubble C02-carbonate buffer
amd plug flow

10, 18 mm, 3 m long Desorption of CO2
18, 25 mm, 4 m long from various liquids
anmilar flow

10, 15, 20 mm vert. pipe C02—carbonate buffer

TAHE 5.2: INVESTIGATIONS OF MASS TRANSFER IN PIPE FLOW
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vertical liquid flow, and found that the turbulence due to
the settling of the beads had an insignificant effect on
the mass transfer coefficient at liquid velocities above
0.5 m/sec. By analogy, the turbulence due to rising
bubbles in pipe flow will not have a significant effect on
the mass transfer coefficient except at low flow

velocities.

It is expected that the mass transfer coefficient would be
strongly dependent on flow pattern. In this case no
author listed in table 5.2 presents a correlation suitable
for mass transfer prediction in vertical bubble flow.
Mass transfer in vertical flow must therefore be examined

before a confident D.S.R. design can be proposed.

5.5 METHODS OF EVALUATING MASS TRANSFER PERFORMANCE

To characterise the performance of a device, one must know

values for K the mass transfer coefficient, and for a,

1’
the area per unit volume available for transfer.
Generally the product Kla is determined, and the
individual parameters evaluated from a knowledge of a.
Various experimental methods exist to characterise the

>

mass transfer rate in gas-liquid contactors.
5.5.1 DETERMINATION OF K,a

1

Several methods have been employed to measure Kla:
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(i) Dynamic Method

A two-phase flow is set up, and the gas stream feed caused
to undergo a step change in concentration. The response
of the concentration in the liquid phase is monitored and
mathematically manipulated to yield the relevant data.
This method is discussed in some detail by Keitel and

Onken [133].

(ii) Stationary Method with ﬁhysical Absorption
A two phase flow is set up with liquid continuously
circulated between the test apparatus and a gas stripper.
Liquid leaving the apparatus is richer in the transferred
species, and must be stripped of this gas with heat or
vacuum stripping before being returned to the apparatus.
The mass transfer rate, Kla, is evaluated from a knowledge
of the concentrations in the gas and liquid, and from the
overall absorption rate, using equation 5.8. The physical
absorption method has found favour [2,93,144,151,193],
since physical absorption provides a method of examining
mass transfer into pure liquids. A disadvantage lies in
the fact th;t the limited solubility of gases in liquids
(except where the gas reacts with the liquid) implies that
equilibrium is reached rapidly, so that the method may not

be used in apparatus with good mass transfer properties

and long residence times. The physical absorption method
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may distort experimental results in pipe reactors, where
flow in a short length of pipe may not be fully developed
and therefore may not be representative of the flow in a

longer reactor.

A similar approach has also been used for desorption
studies, with a gas-rich liquid stream stripped in the
apparatus under study [219].

-

(iii) Stationary Method with Chemical Reaction

It is possible to prevent the transferred gas species from
reaching equilibrium in the liquid phase by consuming the
dissolved gas in the liquid bulk as fast as it is
absorbed. The concentration of the species in the bulk,
Ao, may be determined from a knowledge of the chemical
reaction rate. The product of mass transfer coefficient
and specific surface area, Kla, is then evaluated in a
gimilar way to that described for the physical absorption
above. With a knowledge of the reaction rate of the
chemical reaction it is possible to ensure that absorption
is not enhanced by allowing the reaction to occur
predominantly in the liquid film near the gas-liguid
interface. Fast reaction in the film would cause a
steeper concentration profile, and a greater local driving

force, and would enhance the mass transfer rate which is

determined.
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Two chemical systems for determining mass transfer
proberties have found favour in the literature. The
absorption of carbon dioxide into carbonate-bicarbonate
buffers [131,132,197,199] is achieved by controlling the
reaction rate with pH. The high solubility of carbon
dioxide does, however, imply that the reaction rate mus£
be high to consume the gas as fast as it is absorbed, and
there is a danger that the gas phase may become totally

depleted of carbon dioxide over a long residence time.
The oxygen-sulphite system, employing the reaction

0, + 2 80, =280,
has also found favour [62,179] and is described in several
reviews [67,145,198]. The lower solubility of oxygen in
aqueous solutions makes this system suitable for testing
large scale apparatus, but the rate of reaction is
difficult to control, being catalysed by metals of
variable valency (19,145]. Linek and Vacek [145] have
observed that this method is favourable economically,

especially for use in large apparatus.

Objeétions have been raised to the use of chemical
absorption to predict transfer in agueous systems. The
presence of ions in solution is known to have an influence
on both the mass transfer coefficient and the interfacial

area [2,7@,134] although Hikita et al. [192] have claimed
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that the error involved is not too great. In
circumstances where absorption into pure liquids does not
provide a practicable method, the investigator may do
little but accept the error generated by the use of an
ionic solution rather than a pure liquid to measure the

mass transfer rate.

5.5.2 SPLITTING THE PRODUCT Kla

Where a value for Kla has been determined, it is possible

to evaluate Kl only by determining the surface area
available for transfer in the apparatus. Except in the
case of specialised small scale apparatus, which may keep
bubble gize constant, or may measure variation of bubble
size by noting changes in mixture volume, [83,185], the

surface area, a, must be evaluated by one of the three

following methods.

(i) from the mean bubble diameter
A mean bubble size, which characterises the ratio of
bubble surface area to bubble volume, can be determined

from photographs of the flow. Such a weighted mean radius

will be given by the formula

-213-



3,0 2
r.°/ ¥ r. for n bubbles : 5.11

where ry is the radius of a single bubble in the sample.
The mean diameter, 2r, has been termed the Sauter mean
diameter [36,181]. Noting that the bubble volume per unit
volume of two phase mixture is the gas voidage, E, we may

write for spherical bubbles that
a = 3E/r 5.12

and generally little error is incurred in assuming this to
be true for bubbles which are slightly oblate [105].
Where bubbles are more deformed, suitable adjustment to
equation 5.11 to account for a differing geometric shape
will compensate. Once the specific surface area, a, has
been evaluated at one point in a pipeline, an assumption
of little bubble coalescence permits the adjustment of
surface area with pressure. Since (assuming ideal gas
behaviour) the gas void fraction, E, decréases in inverse
proportion to pressure, and the bubble radius varies with
pressure to the power 1/3, the surface area will decrease
inversely as pressure to the 2/3 power. However, where a
significant gas volume is lost by absorption over the
reactor length, the surface area, a, must be further

adjusted.
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(ii) by means of 'totally enhanced' chemical reaction

When chemical reaction rates in the liquid are
sufficiently fast, reaction will take place in the liquid
film adjacent to the phase interface. Provided that
certain conditions are met [11,67,198], the rate of gas
absorption becomes independent of the degree of
turbulence, and is a function of only the reaction rate,
diffusivity and available interfacial area. Thus the
interfacial area is determined by monitoring the gas
consumption. Two systems can be employed; the absorption
of oxygen into highly catalysed sulphite solutions
[67,234] and absorption of carbon dioxide into aqueous
sodium hydroxide [130,186,197,234]. Problems associated
with this method are discussed by Astarita [l11]. As in

the case of determining K.a by chemical methods, the

1
surface area may differ from the case that exists in a
pure liguid due to the surfactant effect of the

electrolyte and consequent suppression of bubble

coalescence [134].
(iii) by light scattering techniques

This method has been used by Calderbank [36] and is
discussed by Reith [181]. A parallel beam of light
travels through the mixture and is partially deflected by
bubble presence. A receiver determines the fraction of

light transmitted. This method has the disadvantage of
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not being able to work at high bubble densities, and may
determine only local values. There is also the practical

difficulty of the liquid becoming dirty and thus opaque.

5.6 SELECTION OF SYSTEMS FOR EXPERIMENTAL WORK

of tﬁe methods reviewed above, the oxygen-sulphite system
was chosen for the evaluation of mass transfer
coefficients in vertical pipe flow. Preliminary
calculations, using estimates of the mass transfer
coefficient in the D.S.R. demonstrated that both physical
absorption and the absorption of carbon dioxide with
chemical reaction were unsuitable. Physical absorption
proved impractical because the mass transfer would have
approached equilibrium over a fraction of the length of
the reactor. BAbsorption of carbon dioxide into a buffered
solution was also unsuitable, since the 35 m length of the
proposed apparatus implied that the gas phase would become
totally depleted of carbon dioxide, as a result of the
high solubility of carbon dioxide in water. Preliminary
calculations showed that if air were used as the gas
phase, and sulphite solution as the liquid phase,
approximately half of the oxygen in the air bubbles would
be consumed over the 35 m length of the reactor. This
oxygen—-sulphite system was accordingly chosen to determine

the mass transfer rate in the apparatus.

Surface areas were determined photographically. For one
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experimental run, the "totally enhanced" oxygen-sulphite
reaction was used to determine surface area, but there was
some loss of accuracy due to high consumption of oxygen.
The high oxygen consumption resulted in a very low oxygen
partial pressure in the bubbles over a significant
fraction of the reactor's length, so that effective
surface area could not be inferred accurately from the

data.

5.7 APPARATUS AND PROCEDURE

The 50 mm apparatus previously described for use in holdup
studies was adapted for mass tranfer investigation. The

following changes were made:

(i) The 500 1 header tank was fitted with a stirrer to
assist initial sulphite solution. The stirrer was not

used during data acguisition.

(ii) Pressure gauges were fitted so that pressure

profiles through the rig could be obtained.

(iii) Two stainless steel cooling coils were attached to
mains water and immersed in the sulphite in the header
tank when it was found that the existing refrigeration

coils could not keep the temperature sufficiently low.

(iv) Copper is known to interfere with the catalysis of
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the oxygen-sulphite reaction, as discussed in appendix F.
Therefore the copper sparger and refrigeration coils were
replaced with physically identical units made of stainless
steel. For a similar reason all brass plugs were replaced
with steel plugs and brass gauges were isolated with

valves.

(v) To monitor oxygen concentration in the exit gas,
approximately 1/3 of the tank was separated with a baffle
to below the liquid level and an air-tight 1id fitted to
this enclosure. A 5 mm line carred samples under slight
pressure from the enclosure to an oxygen meter. See
figure 5.1, Later, the dead air volume in this section
was reduced with empty plastic containers to improve

response time between results.

Initially, twenty data points were gained by setting a
constant gas and liquid flowrate in the reactor and
monitoring the change in agueouns sulphite concentration
with time under otherwise constant conditions, a method
previously used by Andrieu and Claudel [7]. The change in
sulphite was monitored by performing a back-titration of a
liquid phase sample with iodine and thiosulphate in an
acidified medium, as recommended by Vogel [224]. This
method of obtaining results was slow because the aqueous
sulphite concentration changed slowly with time, and only
one or two data points were obtained from a run. A run

lasted typically 2 or 3 hours.
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The majority of the data were gained by the method of
monitoring the concentration of oxygen in the exit gas,
and calculating overall conversion from this concentration
and the gas flow rate. A similar method has previously
been used by Danckwerts and Rizvi [68)]. This method
permitted rapid data acquisition and was considered to be
at least as accurate as the titration method: certainly
errors in the measurement of gas flowrate became less
critical. Calculation revealed that the amount of
reaction occuring external to the D.S.R. tube, i.e. in the

header tank, was negligible.

Experimental runs were started with a sulphite
concentration of approximately 0,8 molar, and stopped when
this dropped to 0,4 or 0,5 molar. The oxygen-sulphite
reaction rate is found to be invariant with the
concentration of sulphite in this range: see appendix F.
For every liquid and gas flowrate, pressures in the rig

were noted and temperature was kept as constant as

possible. pH was controlled using sulphuric acid and
sodium hydroxide. Bubble size was determined by fast
-4

electronic flash (10 sec) photographs, and results
interpreted using the method outlined in section 5.5.2. A
single "totally enhanced" (high reaction rate)

oxygen-sulphite run was also conducted for the purpose of

determining interfacial area.
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5.8 CALCULATIONS FOR SULPHITE-OXYGEN METHOD

TO DETERMINE K.a

1

It is possible with the sulphite system to choose a
reaction rate such that the oxygen concentration in the
liquid bulk is far lower than that at the gas-liguid

interface:
A%<< A | 5.13

In this case, assuming A° = 0, the rate of absorption may

be expressed simply as

Ra = KlaA* 5.14
For steady state operation, the rate of oxygen absorbed
must egqual the rate consumed by sulphite in the bulk. The
sulphite system is known to be second-order in oxygen, and
zero order in sulphite for sulphite concentrations between
0,5 and 0,8 molar [145]), so that one may write
0,2
)

= KlaA* 5.15

k2(A
From 5.13 and 5.15, then,

K.a<< Xk_,AY* 5.16

which is the criterion for negligible oxygen concentration
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in the bulk, and sets a minimum value for k2 in the

experimental work.

However, if k2 is made too large, the reaction proceeds
too fast and a significant fraction of the reaction may
take place in the liquid film. This is termed chemical
enhancement, and will cause an apparant increase in values
of Kl determined under these conditions. Therefore k2
must be sufficiently small that negligible reaction occurs

in the film.

The rate of reaction occuring in the film, thickness 9,
over a unit area must be determined. The average oxygen
concentration in the film will be lower than the oxygen
concentration at the interface, A*, and the average
sulphite concentration in the film will be lower than the
sulphite concentration in the bulk. Hence it is safe to
assume that the reaction rate in the film will be lower
than that which would occur if oxygen at the interface
concentration, A*, were reacting with the bulk sulphite
concentration. The reaction rate in the film per unit
area of interface is accordingly less than
ok, . (%)
For negligible reaction in the film, this term must be

much smaller than the total oxygen absorbed, so that
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ok

5 (a%)? << K, (A* - a°%) o 5.17

setting A°=0 and b=Dg/K1, according to the film theory
presented above, equation 5.17 becomes
2

K >» D k

1 g 2A*, 5.18

thus setting an upper limit for kz.

The value of A* may be estimated from the Henry's law
constant for the oxygen-water system, by adjusting for the
presence of dissolved species using the method of van
Krevelen and Hoftijzer (see appendix G). These values
agree acceptably with the recent solubility correlation
given by Linek and Vacek [145].

6

A* = 5.909*10 ° exp{1602.1/T - o.94o7[so4=]/..

(1 + @.1933tso4=})} . 5.19

where [SO4=] is taken as the sum of sulphite and sulphate

concentration present.

Suitable values for A* and the diffusivity, Dg, of oxygen
in 0,8M sulphite are given by Danckwerts and reproduced in
table 5.3. Some preliminary runs on the D.S.R. apparatus

revealed approximate values of Kl so that a suitable rate,

k might be evaluated. A value k2=105 1/gmol sec. was

2'

chosen.
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TEMP SOLUBILITY (A:_/_Pl DIFFUSIVITY  ( Dé_)_

% gram mole/litre atm. c1112/sec

15 6.em0™4 1.36%10™
20 64107 1.60%07
20 5,540 2.104107
o5 5. 740 2.25%107
20 568107 2.60M07
50 5,500 3,26M07
& 55810~ 3.00M0~

7/

TABLE 5.73: VALUSE OF OXYGEN SOLUBILITY AND DIFFUSIVITY IN
0.8 MOIAR SULPHITE~SULPHATE SOLUTIONS, AFTER DANCKWERTS
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The sulphite reaction is catalysed by cobalt, as discussed
in appendix F. The above reaction rate is achieved using
approximately 10> molar cobalt at pH=7.5 and a
temperature of 39 to 33°%. calculations using the value

of 18° 1/gmol sec. for k and preliminary values of X

27 1’
showed that the criterion for no oxygen in the bulk
(eguation 5.16) would be easily met, although some small
enhancement might occur, since at the base of the
apparatus for low flowrates, the worst case might be
Kl2 £r3ng2A* (see equation 5.18)

However, it was not possible to lower k2 further while
retaining confidence in existing rate correlations in the
literature. With all cooling coils in operation, the
temperature was held steady near 3OOC, due to the heat

produced by both frictional losses and heat of the

sulphite reaction in the apparatus.
From the above considerations, the operating conditions
given in table 5.4 were employed on all the experimental

runs.

5.9 RESIDENCE TIME DISTRIBUTION IN D.S.R

To interpret the overall absorption data gained, and to

extract values for the mass transfer coefficient, it was
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PIPE DIAMETER: 2" nominal, 52 mm i.d.
TOTAL LIQUID VOLUME IN APPARATUS: 250 litres
ACTIVE VOLUME OF PIPE: 67.1 litres
LENGTH OF PIPE: 31.6 meters
LIQUID VELOCITY: 0.7-3.0 m/sec.
TEMPERATURE: 29-33°C
pH: 7.46 ~ 7.60
TOTAL CONCENTRATION: 0.8 ~ 0.85 molar sulphite + sulphate
SULPHITE CONCENTRATION: 0.8 - 0.85 at start
. 0.4 - 0.5 molar at end of run
COBALT CONCENTRATION: 1*10_5 - 3*10-5

present as impurities

molar, including that

TABLE 5.4: OPERATING CONDITIONS FOR MASS TRANSFER STUDY
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necessary to measure the residence time distribution (RTD)
in the D.S.R. apparatus. Keitel and Onken [133] have
demonstrated that great error may arise in calculation of
the mass transfer coefficient if the liquid phase is
incorrectly assumed to approximate plug flow. It was also
demonstrated by Keitel and Onken that the RTD was less

critical for the gas phase.

Tests were conducted in the 50 mm rig by injecting a slug
of saline solution into the flowing liquid stream some 2 m
after the pump. Conductivity was monitored at the
discharge into the header tank, and the signal plotted on
a chart recorder.

A; expected, a single phase water flow in the D.S.R.
apparatus at a velocity of 2.4 m/sec exhibited a response
characteristic of plug flow. The response changed little
at average gas voidages of 5 and 15% in the rig. It was
concluded that a plug flow model would be valid for the
interpretation of the two phase flow results from this

apparatus.

5.10 MODELLING THE REACTOR

It was not possible to generate a closed solution to
extract the values of Kla from data obtained using the 50
mm diameter D.S.R. apparatus. However, an accurate

solution was obtained using an incremental numerical
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solution, employing a plug flow model. An approximate
solution, with a linear assumption explained below, was
used for a first estimate of Kla.
The following information was available from each run on
the DSR;
(1) Liguid Flow Rate

(ii) Gas Flow Rate

(iii) Pressures around the rig

(iv) Overall absorption, calculated from either exit
oxygen concentration, or from liquid phase sulphite
analysis.

(v) A bubble radius, or an assumed bubble radius.

The models to treat this information are described below.

5.10.1 PLUG FLOW MODEL

Pressure in the apparatus was described in terms of three
gquadratic equations: for the downcomer, horizontal and
riser sections. The equations yielded pressure in terms
of x, the length along the rig past the sparger.
Constants were evaluated from pressures measured during
the fun at known values of x. A constant value of the

mass transfer coefficient, K and a typical bubble

l 4
radius, were assumed at the beginning of the program. The
plug flow model was implemented using increments of length

0.1 or 1.0 m around the apparatus. Consider the first
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step, just past the sparger. Pressure, P(x) is known from
the gquadratic in x, so that the superficial gas velocity

may be evaluated:
Wg(x) = ngPO/P(x) 5.20

where the subscript o denotes reference conditions.
Pressures are absolute, and the ailr is assumed to be an

ideal gas. From a knowledge of W;(x) and W the local

1 4
voidage may be predicted from the Zuber and Findlay

equation,
E(x) = Wg/{co(wg+wl) + Ugm} 5.21
where U = U 1in the riser, anda U = -U_ in the
gm z gm z

downcomer. It was assumed that Ugm = O in the horizontal
section. The wvalue of CO for the horizontal section was
assumed identical with the value for vertical flow. The
error involved in these assumptions would be very small,
as velocity and void distributions in the horizontal
section would not have sufficient length to develop into
distributions significantly different from the downflow

case.

A mean bubble radius at standard temperature and pressure,
ro, was assumed, and the mean radius at x, assuming no

coalescence, was given by
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1/3

r(x) = rO{PO/P(X)} 5.22
Surface area in the section was thus
a{x) = 3F(x)/r(x) 5.23

*
The equilibrium oxygen concentration, A (x), was
calculated from the local pressure and composition of the
air. The total moles of oxygen consumed in the given

incremental reactor lencth, L, was thus given by
Kla(x)A*(x)L(cross—sect. area of pipe) 5.24

From this value, both gas flowrate and composition were
adjusted for oxyaen loss, and the second increment
addressed. After proceeding along the whole rig length,
the total oxygen comsumption in the rig was given and
could be compared with the value found experimentally.

The mass transfer coefficient, K was then readjusted

1 7
until the predicted and experimental values agreed. The
program also supplied the average value of the interfacial

surface area, a, in the rig.

It sﬂoﬁld be noted that values of Ky and a obtained 1in
this way are not necessarily true values where an
arbitrary bubble radius was assumed. The product Kla is,
however, correct. For example, a doubling of the assumed

radius in the program would halve a, but cause the value
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of K, determined to double, keeping the product constant.

1
The program was kept in this configuration to determine

true values of K, where the bubble radius was accurately

1

known.
5.10.2 LINEAR ASSUMPTION MODEL

The method described above in section 5.10.1 is a little
slow, requiring trial and error manipulation to determine
Kl or Kla. A simpler program was written to provide an
initial estimate of K,.

1

The procedure was identical to that described above except
in the assumption that oxygen was consumed at a constant
rate around the rig, so that oxygen concentration
decreased linearly with respect to x from its initial
(atmospheric) value to its final value, at the top of the
riser, A similar method has been used by Deckwer et al.
f{70] for mass transfer analysis in tall bubble columns.
In practice, the oxygen partial pressure profile along the
reactor length is complex, being a combination of an
exponential decay and the pressure profile.

The mass transfer coefficient, K was obtained by

l'
dividing the total oxygen consumption by the integral

-
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x=xf

xii(x)?(x){ca - (x/xf)(Cf—Ca)}/(r(x)He) dx 5.25

where Ca’ Cf are the initial and final oxygen fractions in

the gas, x_. the total rig length, and He the Henry's Law

f

constant. This method generally underestimated K but

ll

was accurate in cases where little oxygen was consumed.

It provided a satisfactory initial estimate of Kl for use

in the detailed method described in 5.18.1 above.

5.11 MASS TRANSFER RESULTS - Kli

The product of mass transfer coefficient and surface area,
Kla, was calculated using the computer programs described
above with the data obtained from both ligquid analysis and

the oxygen meter.
5.11.1 RESULTS USING LIQUID PHASE ANALYSIS

The 19 data points gained using liquid phase analysis
showed that high mass transfer coefficients are found in
two phase bubble flow. Values of Kla at S.T.P. are
plotted in figure 5.2 against gas flowrate for various
liguid- - flowrates. The mass transfer rate, K;a, was found
to be relatively independen£ of the liguid superficial
velocity in the apparatus, because two distinct effects
had opposite influence on the rate. Firstly, increased
flow velocity caused an increase in turbulence, and
in

therefore increased the mass transfer coefficient, Kl,
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the reactor. On the other hand, increasing the liquid
flowrate reduced the residence time of the bubbles in the
reactor, so that the available surface area was reduced,
even though the gas flowrate was held constant.
Alternatively, the loss of residence time may be viewed as
a loss of gas holdup in the D.S.R; because the gas holdup
is given by the quotient of gas superficial velocity, and
actual gas velocity relative to the pipe, an increase in
gas velocity will reduce the holdup. A reduction in gas
holdup in turn causes a loss of interfacial area for mass

transfer.
5.11.2 RESULTS USING OXYGEN METER

One hundred and ten data points were obtained by this
method, which confirmed the excellent mass transfer
properties of the DSR. Figures 5.3 to 5.6 show the
variation of Kla with gas flowrate at four different
liguid rates. The large scatter of data is noteworthy and
the causes have been discussed in detail in appendix F,
and may be attributed to the presence of iron in solution.
The increased scatter in this data over that of the
previous method is perhaps due to deterioration in the
galvénising in the pipes, leading to dissolution of iron
from the pipe wall, as the work using the oxygen meter was
conducted some time after the liquid phase sulphite
analysis work. In addition, between the two sets of runs,

\

the rig was used in a few three phase air-water-sand runs,
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which may have further eroded and damaged the pipe
surface. Economic considerations prevented experimental
work using reagent quality chemicals in a stainless steel

and glass rig.

For each liquid flowrate, parabolic curves were found by
regression and drawn through the data. The four curves
are superimposed in figure 5.7. It can be seen that
trends within fixed liquid flowrates appear consistent,
although it is suspected that data scatter has caused
curves to be displaced relative to one another. The curve
for the case of Wi=l,5 m/sec. certainly appears displaced.
The strong falloff in the slope of the curves, dKla/de,
at high gas flowrates, is due to slug formation in the
riser at the higher gas voidages. The trends in figures
5.3 to 5.6 are similar to those found in mass transfer
work on bubble columns [151], and may be attributed to a
falloff in the ratio a/E due to bubble coalescence in the

horizontal section of the rig at higher voidages.

To test the variation in Kla with varying ligquid flow, at
a fixed gas flow, the followina experiment was conducted
in two runs of the rig. Gas flow at STP was set to a
constant low value (0.27 m/sec) and liquid flow varied
from a minimum (1.5m/sec) to a maximum (3m/sec) and back
to a minimum again. At each of five liguid flowrates the

mass transfer rate was measured. Hence, for each flowrate

two data points were obtained, so that any changes of
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absorption rate with ﬁime might be eliminated by averaging
of these points, assuming such change to be linear in
time. A further two data points were obtained in the
second run. The two runs followed a similar procedure,
but the second run was commenced at maximum ligquid
superficial velocity (3 m/sec.), reduced to minimum (1.5
m/sec.), and raised to maximum again. Thus, four data
points were obtained for each of five liquid flowrates in
the D.S.R.

The product K.,a varied little with liquid flowrate in

1
these runs, as is shown in figure 5.8. This conclusion
agrees with the early data given in figure 5.2, and
suggests that figure 5.7 does not typefy the variation of
Kla with liquid flowrate at constant gas flowrate, as
mentioned above. It must be concluded that, at a fixed
gas flow, Kla is fairly constant in the 50 mm D.S.R., with
the area, a, decreasing and the mass transfer coefficient,

Kl' increasing in sympathy with an increase in liquid

flowrate

5.12 RESULTS - DETERMINATION OF INTERFACIAL AREA

5.12.1 DETERMINATION OF AREA BY SULPHITE METHOD

One run was conducted using 'totally enhanced' sulphite
oxidation, with high cobalt concentration, to determine

surface area. The method was not suitable because the gas

/
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phase became greatly depleted of oxygen so that results
were inaccurate. However, results were processed, and the
run indicated a bubble diameter of approximately 2 mm at

standard temperature and pressure.

5.12,2 PHOTOGRAPHIC METHOD

Bubble size was measured by photographing the flow at a
point approximately 2 m below the gas sparger. The
volume-surface average bubble diameter was determined from

the measurement of 49 to 50 bubbles in each photograph.

All bubble diameters reported below are converted to

SITAP‘

Results showed that:-~

(1) Bubble size decreased with increasing liquid
flowrate.

(ii) Bubble size changed little with increasing voidage.
In most cases a slight decrease in diameter was observed,
rather than an increase as might be expected. It was
concluded that this was due to an increased total

superficial velocity at the sparger at higher gas rates.

Surface-volume mean diameters were difficult to determine
because the occasional presence of a large bubble causes
significant changes in the mean. Analyses of two

photographs of a flow with the same gas and liquid
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flowrates may predict diameters differing by up to 4d%.
Nevertheless, a correlation was proposed to predict bubble

radius in terms of total flow.

2r = 4.291 -~ 0.6366 (wg + wl) 5.26

where r is the bubble radius in mm, and Wg is evaluated at

the pressure near the sparger. This correlation may be
considered valid over the range investigated (Wl = 1.5 to
3.0 m/sec, E < 0.2 at the sparger). Experimental

diameters are compared with the equation in figure 5.9.
Since the prime function of determining the surface area
was to extract the mass transfer coefficient from the

product K.a, it was noted that any error in determining

1

the interfacial area was overshadowed by scatter in the
results for Kla, and was thus not of serious consequence.

5.13 RESULTS - VALUES OF K1

The five average experimental points for K.a at constant

1
gas rate with varying liquid rate {(as in figure 5.8) were
treated using the equation for bubble diameter, equation
5.26, and the plug flow program. Values of Kl were
obtained for the assumption of no coalescence in the rig.
This assumption was reasonable since gas voidage was low,
especially in the horizontal section, where coalescence

would most likely occur. Results were plotted in figure

5.10 against the two phase Reynolds number,
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Re = °1(Wg + Wl)Dp/ by

taking p; = 1100 kg/m3, W, = 0.0011 Pa sec, and Dp =
0,052m. The viscosity was determined for a solution of
sodium sulphate 1in water at 36°c. The gas superficial
velocity, Wg’ was evaluated at the mean rig pressure.
Variation in Wg about this value would cause little
variation in the Reynolds Number. The correlation of
Lamont and Scott [140]), viz

K. = 5*10 %ReCr 49!

has also been plotted in figure 5.10, and shows similar
values and trends to the results of this study.
Regression performed on the points produced the
relationship

-4 0.628

K1 = 1,205 * 16 "Re

or, under restraint of Lamont and Scott's exponént,

K, = 6.02 * 10" 4Re0 421,

\
thus yielding a constant some 20% higher than that of
‘Lamont and Scott [140]. Lamont and Scott have justified
their exponent in terms of well established theory. It is

argued from surface renewal theory that
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with s the inverse of some mean contact time, te. Thus,

Kl a 1/te

Lamont and Scott [140] assumed that the contact time, t,
may be given by the quotient of some eddy length, 1, and a
root mean square fluctuating velocity representative of

the flow u'.

t, = 1/u’

From mixing length theory,
u'a 1l{du/dr)

Assuming a constant friction factor and the universal

velocity profile, one may state that
(du/dr) @ Re

or, assuming a Blasius relationship for the friction

factor,

(du/dr) e« Reg'9
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Combination of the above equations shows that

which is in good agreement with the trend found here.

The value of the exponent of the Reynolds number may also
be compared with the results of Ohashi et al. [171]. The
mass transfer coefficient between so0lid resin beads and
liquid in a vertical pipe flow was found to increase as
the #.58 power of the flow velocity. This value is in
acceptable agreement with the results of Lamont and Scott

f148], and the results of this study for gas-liquid flow.

5.14 CONCLUSION

It may be stated that the mass transfer properties of a
narrow bore D.S.R. are excellent. The mass transfer
coefficients given in figure 5.10 are approximately an
order greater than those given in the literature for
bubble columns [83,151). However, it was not possible
using the available data to determine whether Kl varied
with gas voidage. Such variation is likely to be small
since the the félloff in mass transfer performance with

increase in voidage (see figure S.7) may be attributed to

bubble coalescence rather than variation in the mass
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transfer coefficient, Kl' Further study is also needed to
assess the effect of pipe diameter on mass transfer in

DSR's.

-250-



5.15 LIST OF VARIABLES

(Units of centimeters are preferred to meters in most mass

transfer literature)

a Surface area per unit volume (m~ 1)
A° Concentration in bulk liquid (mol.cm 2)
A* Concentration at interface (mol.cm—a)
Cq Profile constant in drift flux model (-)
Dg Diffusivity of gas in liquid (em®s™ 1)
E Void fraction of gas(-)
He Henry's law constant (mol.cm >pa™l)
kg Gas side mass transfer coefficient (cms_l)
L3 Liquid side mass transfer coefficient (cms_l)
k2 Second order reaction rate constant (cm3mol_ls_l)
Kl Overall mass transfer coeff., based on
liquid side (cms™ 1)
L Length of incremental pipe section (m)
P Pressure (Pa)
P' Partial pressure of species in gas bulk (Pa)
P'. Partial pressure of species in gas at

interface (Pa)

r Mean bubble radius (cm)

r; Radius of single bubble (cm)

R Mass transfer rate (mol.cm s 1)
Re Reynolds number (-)

s Inverse of contact time (s-l)

te Contact time (s)
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u’ Fluctuating velocity (ms-l)

u, Bubble rise velocity (ms™ 1)

Ugm Drift velocity (ms_l)

W Superficial velocity (ms_l)

x Distance along D.S.R. from sparger (m)
® Thickness of film (cm)

Subscripts

a Initial value (at sparger)

b 4 Final value (at top of riser)

g . Gas

1 ' Liquid

o At reference (atmospheric) condition

~252-



CHAPTER 6

6. DISCUSSION OF D.S.R. DESIGN

The preceding chapters have addressed the gquestions of
predicting flow regime, gas holdup, pressure l1oss and mass
transfer capabilities of a narrow bore D.S.R. Together
with information available in the literature, sufficient
knowledge now exists for the confident design of narrow
bore D.S.R.'s from a synthesis o0f these four research
areas. The simplest design philosophy would be to employ
a plug flow model computer solution similar to that used
in the interpretation of the mass transfer results.
However, where gas consumption is small, such as when the
reaction in the liquid bulk is relatively slow, a closed
solution for D.S.R. hydrodynamics design is proposed.
Both the computer model and the closed solution are

discussed bhelow.

6.1 COMPUTER MODEL

The design of a D.S.R. relies essentially on trial and
error methods. Variables such as pipe diameter, reactor
depth, point of gas introduction, and inlet composition of
both gas and liquid must be specified. Then an

incremental solution on a computer will rapidly predict

the reactor performance. The solution is so fast that
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design by this method need not be time consuming.

The program must be written along the following lines.
The downcomer, horizontal section, and riser are treated
separately and sequentially. The pressure at the point of
gas introduction in the downcomer is estimated, so that
the gas superficial velocity immediately below the sparger
may be calculated from a knowledge of the free gas
flowrate {(at S.T.P.) to the D.S.R. Given the superficial
.gas and liquid velocities, the program must check that
falling film flow or slug flow will not arise, since only
the bubble flow regime is suitable for D.S.R. operation.
From the gas and liquid superficial velocities, the gas
holdup is determined from the Zuber and Findlay [(243,244]
drift-flux model, which has been verified in both up and

downflow.

An incremental length is chosen for the program, and,
using the calculated gas holdup, the hydrostatic head over
the incremental length 1is calculated. Frictional pressure
loss over the incremental length is estimated from a
knowledge of the liquid superficial velocity and gas
voidage. For velocities over 2 m/sec in the pipe, the
models sugge;ted by Orkizewski [174] or Butterworth [34]
will predict the frictional losses, but at lower
velocities the presence of "excess shear" due to the

rising bubbles will cause the frictional pressure loss to

be higher than these models will predict. In this case
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the simplified mixing length model developed in chaptér 4
should be employed. In an accurate final design run, one
may also choose to account for losses resulting from the
introduction of the gas at the sparger, and for the
acceleration pressure change along the pipe length.

Losses at the sparger are given by Hsu and Dudukovic [110]

as
(plWl/g)[{Wi/(l—EW} - Wll 6.1

and acceleration effects have been treated in detail by
Brodkey [31]. However, both of these terms are very much
smaller than the overall frictional and hydrodynamic
pressure terms in the reactor, and may be neglected with

little loss of accuracy.

Mass transfer in the first increment is calculated from
the product of mass transfer coefficient, interfacial
surface area, and driving force. Although insufficient
experimental results exist currently to propose a general
correlation for the mass transfer coefficient in two phase
bubble flow, the results presented in chapter 5 may be
used to estimate the coefficient.

Interfacial surface area is calculated from a knowledge of
the gas void fraction and a volume-surface mean bubble
diameter. The program must be supplied with a mean bubble

diameter at standard conditions in order to predict the
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surface area. Noting that the diameter ofa(spherical)
bubble decreases as the 1/3 power of the pressure applied
to the bubble, the interfacial surface area in the first
increment £s given by the formula

1/3
(3Ev/a_) (P/P)

{
where dO is the diameter of the bubble at atmospheric
pressure, Po; V is the volume of the incremental section,
and P the average pressure in the section. The driving
force, (A*—AO), is calculated from the partial pressure of
the reacting gas species in the bubble, and the
concentration of the species in the liguid bulk. The
partial pressure of the species in the bubble 1is
calculated from the product of the pressure in the
incremental section, and the mole fraction of the species
present in the input gas. Concentration of the species in
the liguid bulk depends on the kinetics of the reaction

system in question.

Once the program has been used to predict the pressure
change over the length of the increment, and the quantity
of mass transferred within the first incremental volume,
the second’increment may be addressed. Gas superficial
velocity is adjusted for both the loss of mass from the
gas phase, and the change in pressure, and the

hydrodynamic calculations are repeated. The gas

composition is adjusted to calculate the partial pressure
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of the reacting species in the second increment, and the
mean bubble diameter is adjusted to account for the loss
of gas volume from each bubble. The change in composition
of the liquid phase is calculated from a knowledge of the
reaction kinetics, and the overall transfer of mass in the

second increment is evaluated.

The program proceeds along the entire reactor length by
this process. The drift velocity term in the Zuber and
Findlay drift-flux model must be altered to account for
the different relative velocities in the downcomer,
horizontal section, and riser. 1In downflow, the drift
velocity term is equated to the negative of the bubble
rise velocity in an infinite continuum, in horizontal flow
the drift velocity term is zero, and in upflow it is given
by the bubble rise velocity. Losses in fittings may also

be taken into account where they are present [45,110,229]).

At the end of the numerical calculation, the pressure and
gas and liguid compositions at the top of the riser are
reached, and compared with desired values. Initial
conditions are then altered, and the incremental process
repeated, so that the design proceeds by trial and error

P

methods.
There are, however, two factors for which this method may

not account, the coalescence of bubbles and the

non-uniform depletion of the reacting species in bubbles
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of different size. Bubble coalescence is likely to occur
over a great length of pipe where gas void fractions are
high, and this will serve to reduce the available surface
area. Doubling the bubble diameter will halve the
available surface are per unit volume of gas. Coalescence
may be minimized by keeping the horizontal section short,
so that no stratification of the phases takes place, and
by maintaining a sufficiently high mixture velocity in the
pipe. Placing distributors in the pipe at intervals will
also serve to break up larger bubbles, but will lead to

higher pressure losses around the reactor.

Smaller bubbles in the reactor present higher surface area
per unit volume of gas than do larger bubbles, and will
therefore be depleted of reacting gas species sooner than
the larger bubbles. The result will be that mass transfer
will proceed at a slower rate than the program predicts
some distance along the reactor, where much of the surface
area can no longer be exploited for mass transfer due to
the preferential depletion of the reacting species in the
smaller bubbles. Clearly the extent of this error will
depend on both the bubble size distribution and the
anticipated‘consumption of the reacting species over the

reactor length.

Nevertheless, sufficient information is available for the
confident design of a narrow bore Deep Shaft Reactor for

mass transfer applications.
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The usefulness of the plug flow model is best demonstrated
by using a computer program to predict the variation of
pressure, void fraction, bubble diameter, and gas
composition, over the length of a D.S.R. A simple D.S.R.
system was chosen, and the plug flow computer model used
to predict the variation of these variables for the

following operating conditions:-

Reactor diameter: 50 mm i.d.

Reactor length: 40 m (riser and downcomer 20 m each,

neglecting the turning distance)

Sparger position: At top of downcomer

Gas inlet composition: 20% oxygen

Reaction system: Sulphite oxidation, assume no oxygen

dissolved in liquid bulk

Bubble diameter: 2 mm at atmospheric pressure and 2GOC, at

sparger. Assume no coalescence

Reactor Temperature: 20°¢

Liquid Superficial Velocity: 2 m/sec.

Free gas superficial velocity: 9.5 m/sec.

Pressure at sparger: 150 kPa absolute.

The plug flow model solution is shown in figure 6.1. A
discontinuity exists in the gas void fraction plot at the
base of the reactor (20 m length), because the bubble rise
velocity changes direction abruptly at this point, and

causes a change in the solution to the Zuber and Findlay
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‘

[243,244) drift-flux equation. The first derivative of
both pressure and bubble diameter is also discontinuous at

this point, due to the reversal of the hydrostatic head.

Figure 6.1 serves to illustrate the use of a plug flow
numerical solution in D.S.R. design. Solution is rapid
and accurate, and can be readily extended to include more

complex reaction systems and reactor geometries.

6.2 CLOSED SOLUTION

Besides the computer solution to the D.S.R. design, it 1is
possible to use a closed solution for D.S.R. applications
where depletion of the gas phase is small. This solution
will also provide approximate initial values for use in
the computer solution by solving the basic hydrodynamic
design of the reactor, neglecting gas loss due to mass
transfer. 1In addition, the closed solution presented
below has been proposed by Clark and Meloy [(57] and Clark
et al. [56,59] as a method for the design of air-1lift

pumps and o0il well gas-lifts.

The basic problem in the hydrodynamic design of a D.S.R.
involves the prediction of change in pressure with height
in the riser and downcomer. The closed solution considers
the general case of bubble flow in a vertical pipe, and
describes the relationship between height and pressure at

any station in the pipe, given values for height and
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pressure at any other station.

Consider a tube carrying a vertical bubble flow. The
overall pressure change along the pipe may be ascribed to
hydrodynamic, accelerational, and frictional pressure loss
terms. Pressure drop over the height of the tube causes a
change in volumetric flowrate of the air phase, and hence
a change in the velocity of both the gas and liquid phases
in the pipe. This gives rise to a momentum change, which
is exhibited as a pressure loss, the acceleration effect.
However, acceleration effects in bubble flow are generally
small, and are neglected in most analyses. Hence the
total differential for the pressure in the pipe may be

given by

-dp = {plg(l - E) + Pldx 6.2

where E is the cross-sectional average air void fraction,
and F is the irreversible loss per unit length, at a
height x in the pipe, and where the head due to air
density is neglected. By integrating equation 6.2 between
some station in the pipe for which the pressure is known,
(x=xO,P=PO), and another station with unknown pressure,
(x=x2,P=P23, it is possible to obtain an explicit formula

to predict the relationship between x, and P,. However,

2 2
to integrate, both the average air void fraction and the
frictional pressure loss must be predicted as a function

of air and liquid flowrates. Stenning and Martin (2147,
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in their analysis of slug flow air lift pumps, chose to
evaluate the void fraction, E, at the mean pressure in the
tube, but this approach may be inaccurate for a long riser
or downcomer, where E may vary significantly over the tube

height.

In vertical two phase bubble flow one may not simply
equate the in situ air void fraction, E, with the
volumetric flowing air fraction, Wg/(Vﬁ;ﬁFI), because the
velocity of the air and liquid phases differ in the pipe.
Firstly, the bubbles of air rise relative to the liquid,
and secondly, the bubbles are more concentrated in the
central region of the pipe, where the flow is faster than
at the pipe walls. Zuber and Findlay [243] perceived that
both of these factors must be taken into consideration,
and presented the "drift-flux" model to predict air

holdup.

Wg/E = con + Ugm 3.14

where Wﬁ is the total superficial velocitiy in the pipe.

To derive t@e hydrodynamic design equation for a D.S.R., a
functional form for the pressure loss must also be
proposed. Lockhart and Martinelli [147] argued that two
phase frictional pressure loss per unit length in the
pipe, (dP/dx)tp, is given by the product of a two phase

flow multiplier, wlz, and the frictional pressure loss,
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(dP/dx) which would occur in the pipe if the liguid

ll

alone were flowing in the pipe.

1 for simplicity in

the derivation of the design equation below.

where F = (dP/dx)tp and D = (dP/dx)

The pressure loss per unit length which would occur with

the liquid flowing alone is given by
D = 40, fW 2/20 ’ 6.4
1771 p .

where f is the friction factor, found from a conventional
friction factor diagram. Orkizewski [174] presented a
model for the prediction of the two phase multiplier from

the air void fraction in the pipe

®2 _ /(1 - E)t-8

and various models similar to eguation 6.5 have been
presented in the subsequent literature, as described in
chapter 4 above. To simplify the derivation, equation 6.5
was-expanded-as a Maclauren series and truncated after the

second term, so that the frictional loss was given by

F = D(1 + 1.8F) 6.6
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The error incurred in truncating the series after the
second term is small. In bubble flow the air void
fraction at any point would usually be less than 28%, and
the average air void fraction in the D.S.R. below 1d%. At
an air void fraction of 10%, the error in frictional loss
prediction is only 4%, and since the frictional loss is
typically an order of magnitude smaller than the
hydrostatic head in D.S.R.'s8, the overall error would
amount to less than one half of a percent. However, at
low velocities, models such as that of Orkizewski [174]
may underpredict the frictional pressure loss, so that
equations 6.5 and 6.6 may be inapplicable at low flow
vélocities. However, at low velocities the frictional
loss is small with respect to the hydrostatic head, so
that the underprediction of frictional loss will cause

only a small error in the overall pressure gradient.
Combining equations 6.2 and 6.6
-dp = {plg(l - E) + D(1 + 1.8F)}dx. 6.7

Equation 3.14 for the prediction of air void fraction is
substituted into the total pressure differential, equation
6.7. Cleaély the superficial air velocity in eguation
3.14, Wg' will vary with pressure, and account must be
taken of this variation in the total differential. Where

the mass flowrate of air in the two phase flow is G, the

superficial air velocity, Wg is given by
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W = GP_/A_P 6.8
g o/ BpPPq

where Po is atmospheric pressure, Ap is the pipe cross
sectional area, and pg is the density of the air at
atmospheric pressure and at the temperature of the
reactor. Setting M = GPO/A‘@' and combining equations

3.14, 6.7 and 6.8,

ap= ogf1-__ " +D |1+ 1.8 dx 6.9

co(wlp)mgmp co(M+Wlp)+Ung

Multiplying through by the term CO(M+W1P)+Ung, and
collecting pressure terms on the left hand side of the
equation,

COM + (cowl + Ugm)P

dPp +dx =0 6.19

POCM = P|gM + DC M + 1.80M + (plg+D) (cowlmgm)P

Integrating between the points (x=xO,P=PO) and

(x=x2,P=P2).
P, - P_ 1.80M - p,gM R + (p,g+D)SP
2 o _ 17 {1og 1 2 +x,=x 6.1
2
(olg+D) (plg+D) S R + (plg+D)SPo

where R = plgM(Co—l) + DM(CO+1.8) and § = C W, + Since

.
gam
every variable except X5 is known in equation 6.11, an

explicit equation for the evaluation of x, has been

2
developed, thus avoiding the use of incremental methods in

the design of a D.S.R. However, since the drift velocity,

-266-



Uém' changes between the riser and downcomer, the D.S.R.

must be designed in at least two sections.

The closed solution, egquation 6.11, reduces correctly to
the single phase pressure differential when the air rate
is zero. Equation 6.11 takes into account both the
variation of slip velocity and the presence of frictional
loss, and may therefore be applied over a wide range of
operating conditions for DSR's in bubble flow. Equation
6.11 has been tested against two phase slug flow data in
tall air lifts [45], and has found good agreement with
experimental results. Although the closed design equation
obviates the need for an incremental computer solution for
D.S.R. design, it cannot account for mass transfer in the
reactor. Moreover, the speed of modern computing
equipment does not detract from a numerical solution to
the design, so that the incremental method is likely to be

preferred.
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6.3 LIST OF VARIABLES

Cross sectional area of pipe (mz)

AP

Cq Profile constant in drift-flux model (-)

do Diameter of bubble projected to atmospheric
pressure (m)

D Liquid-only frictionél loss per unit

Dp Pipe diameter (m)
length (pam™1)

E Gas void fraction (-)

£ Friction factor (-)

F Two phase frictional loss per unit length (Pam—l)

g Acceleration due to gravity (ms-z)

G Mass flowrate of air (kgs—l)

M Product of air superficial velocity and
pressure (Pams 1)

P Pressure (Pa)

R Variable grouping used for convenience

s Variable grouping used for convenience

Ugm Drift velocity (ms™ 1)

\Y Volume of incremental pipe length (m3) )

w Superficial velocity (ms™ 1)

0 Density (kgm-3)

Subscripts

g Gas
Liquid
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Total

At atmospheric pressure
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CHAPTER 7

7. CONCLUSION

The investigation of D.S.R. design has provided sufficient
information for confident design of a narrow bore D.S.R.,
a device which may find wide application in the field of
gas-liquid mass transfer. In addition, much of the work
is also applicable to the design of air-lift pump aerators
and the prediction of two phase flow behaviour in chemical
and nuclear engineering processes. The conclusions of

this thesis are reviewed briefly below.

7.1 FLOW REGIME

D.S.R.‘s for mass transfer operations should operate in
the bubble flow regime, because the bubbles provide a
large surface area for contact between the two phases.
Moreover, bubble flow is associated with high liguid
holdups, so that the hydrostatic head at the base of the
reactor will be large, thus encouraging absorption of gas
from the bubbles. However, coalescence of bubbles causes
a transitiog from bubble flow to slug flow, a regime where
large gas buﬁbles span the whole pipe diameter. Slug flow
is not desirable in D.S.R.'s because it provides a small
interfacial area for mass transfer, and may cause cyclic
hammer in fittings. It is therefore necessary to predict

whether a D.S.R. will operate in bubble or slug flow under
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given operating conditions.

Survey of the literature revealed disagreement over the
locus of the bubble flow to slug flow transition boundary,
a fact attributed to subjectivity in the definition of
transition, the type ¢of sparger used, and the extent to
which the reported flow was developed in structure. It
wag shown that sparger design played an important role in
setting up a steady bubbly flow in the device, and that
the mechanism of bubble production at the sparger differed

between the cases of up and downflow.

Although Herringe and Davis [91,92] have reported the
development of two phase flow structure downstream of the
sparger for a variety of sparger types, further work of
this nature should be undertaken to predict the influence
of the sparger on the flow regime. The pipe length
required for the flow to develop has not yet been modelled

satisfactorily.

The operation of spargers in downflow has received little
attention. Athough a short falling film flow was observed
as a transitory effect below the sparger in both this
thesis work: and the work of Barnea {14], no report of
this effect has yet been found in the literature. An
investigation of the falling film flow as a sparger

afterbody effect is essential for the understanding of the

mechanism of bubble production at the sparger in downflow.
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Nevertheless, sufficient information has been presented in
this thesis for the design of a sparger to produce a
downward bubble flow, as required in the construction of a

D.S5.R.

7.2 GAS HOLDUP

Gas void fraction was well predicted using the equation of
Zuber and Findlay [243], equation 3.14. The gas holdup is
predicted with sufficient accuracy by using a value of
0.25 m/sec for the drift term and 1.1 for the profile

constant.

The Zuber and Findlay model was less accurate in
predicting holdup in the larger bore apparatus, where the
profile constant was dependent on the average gas void
fraction in the pipe. This dependence has been explained
in terms of the distribution of bubbles across the pipe
diameter. 1In upflow, the distribution is saddle shaped at
low average gas voidages, and becomes parabolic at higher
voidages. In downflow, it is suggested that this trend is
reversed. However, it may be debated whether or not such
voidage distribution dependence may be due to the
developing structure of the flow; the work of Petrick and
Kurdika [178] would suggest so, while the work of Herringe

and Davis [91,92] has shown that saddle shaped profiles

exist after 198 pipe diameters, where the flow should be
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well developed. This dispute may be resolved only by
further measurement of the local properties of flows. In
particular, the local properties of downward flows have

received little attention.

7.3 FRICTIONAL LOSSES

Prictional pressure drop was difficult to predict, being
dependent on bubble size and the nature of waking, but was
shown to vary significantly from the single phase flow

case only at low liquid flowrates and high voidages.

Deviation of pressure loss from the accepted models at low
flow velocities has been explained by the generation of
additional turbulence in the wakes of the bubbles rising
in the flow. Mixing length theory has been used to show
that this additional turbulence becomes significant only
at low flow velocities. Although the new mixing length
theory provides the first accurate model of low velocity
bubble flow pressure losses, more data is required for a
wider range of pipe sizes and fluid properties before
universal) constants for the model can be proposed.
However, conventional models will provide a pressure loss
prediction which is sufficiently accurate at the flow

ve;ocities found in D.S.R.'s.
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7.4 MASS TRANSFER

Mass transfer rates in the D.S.R. were found to be an
order of magnitude higher than those found in bubble
columns and industrial scale stirred tanks. Turbulence
due to the flow velocity in the pipe serves both to
increase the mass transfer coefficient, and inhibit bubble
coalescence. Bubble coalescence would reduce the surface
area available for mass transfer, and thus reduces mass

transfer performance.

The mass transfer coefficient was found to be 20% higher
than the correlation of Lamont and Scott [140] would
predict, and to vary approximately as the square root of
the Reynolds number. However, the effect of pipe diameter
has not been fully assessed. Since frictional losses
increase as the square of the Reynolds number, the
relationship between mass transfer coefficient and
Reynolds number implies that the use of very high

velocities in D.S.R.'s may not be to economic advantage.

7.5 REACTOR DESIGN

P

The development of a general closed solution to describe
the hydrodynamics as a function of length along the D.S.R.
has been presented for the case of constant gas mass flow.
However, a plug flow computer solution provides a rapid

and accurate means of design, and is able to take account
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of mass transfer in the reactor.

Design criteria are not readily presented, because
economic optimization will depend on the reaction system
involved and the degree to which the gas must be absorbed,
as well as attaining a balance between capital cost and
operating costs. Whereas a high velocity, narrow bore
reactor will be cheaply constructed, pumping costs will be
higher than those in a larger bore reactor with a lower
flow velocity. The plug flow computer program provides
the best means for preparing preliminary designs for

economic evaluation.
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APPENDIX A

DESCRIPTION OF 58 mm BORE APPARATUS

Refer to figure A.1l

A tank, h, of 580 litre capacity, fed a Warman C32 pump
driven by a 10kW motor geared so that the pump delivered a
maximum of 458 litres/minute to the flow loop. The flow
passed from the pump through a rotameter, a, which had
been previously calibrated with a stopwatch and a vessel
of known volume. Liquid passed down a 15 m length of 50
mm nominal bore galvanised waterpipe, termed the
downcomer. True pipe internal diameter was 52mm. The
pipe was flanged at intervals so that a glass observation
section, d, could be fitted into the apparatus at various
heights. Air was introduced into the ligquid phase
approximately 1.5 m down the dAowncomer, through a sparger,
c. The sparger used in the holdup and pressure loss work
consisted of two identical 8.45 m lengths of 6 mm copper
tubing, perforated with 6.5 mm holes, and situated
axially, one above the other on the pipe centre-line.
This sparger was replaced with a similar sparger of
stainless steel construction for the mass transfer work,
since coppe;'could affect the liquid side reaction.

Various other spargers, described in detail in chapter 2,

were employed in the flow regime study.

A 5 m section of the downcomer could be isolated with two
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full bore ball valves, e, which were linked and
synchronised with a tie-rod of adjustable length. The
valves were closed rapidly using an air ram, g. A small
bore sight glass was attached to the 58 mm pipe between
the valves to determine the relative quantities of gas and

liquid in the isolated section.

The downcomer fed a 1.5 m horizontal section at the base
of the loop. This was in turn connected to the riser,
which returned fluid to the header tank. The
gquick-closing valves and glass section were moved from the

downcomer to the riser for upflow studies.

The whole loop was drilled at 1 m intervals to take
pressure tappings. These were fitted with either pressure
gauges, or to 6 mm water-purged lines, which connected to
pressure transducers. The transducer signals were
monitored by a computer. Transducers were calibrated with

water manometers.

The header tank, h, was fitted initially with copper
cooling coils connected to a 3kW refridgeration plant, to
sink the heat generated by frictional losses in the loop.
Later, for masé transfer work, these coils were re-made
with stainless steel tube. Further modifications to the
header tank for mass transfer work are described in

section 4.7.
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APPENDIX B

DESCRIPTION OF 184 mm BORE APPARATUS

Refer to figure B.1l

This apparatus was used for holdup studies, and to a

lesser degree, for flow regime study.

A tank, capacity 300 litres, fed a Warman C32 pump, b,
driven at 2009 r.p.m. by a 15 kW motor, to deliver up to
1000 litres/min. The liquid flow was monitored by a brass
sharp-edged orifice, n, fitted to British Standard [34)
specification in a 75 mm line attached to the pump
discharge. Pressure drop across the orifice was monitored
using a glycerine-filled 150 kPa gauge, with a dead volume
to limit fluctuations. For some downflow runs, a similar

orifice was used in position m.

The flow passed through valvegear, d, which could be set
to cause either upflow or downflow in the vertical test
section. These valves, together with a pump bypass valve,
p, were used to control the flowrate.

The 75 mm line was stepped up to 10 mm line at points f
in the horizontal sections. Air was fed through a
rotameter, h, to one of the two spargers, q, according to
whether the test section was used in upflow or downflow

configuration. The spargers consisted each of four 9.5 m
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long tubes of 6 mm copper pipe, Adrilled with 1 mm holes.
These were linked to a common air source, and situated in
parallel in the pipe, each approximately 2.5 cm from the
pipe centre line, and arranged so that they were
positioned at the corners of a square in pipe

cross-section.

Holdup work was conducted by isolating a 4 m section of
the vertical 100 mm pipe with two full bore ball valves,
e. These were synchronised with a tie-rod of adjustable
length and closed by a high-pressure air ram. A sight
glass of small bore, r, permitted observation of the
liquid level in the test section after it had been
isolated. Puring runs when visual observation was
required, a 9,7 m glass pipe section was fitted into the
test length. |

The flow returned from the test section, wvia the
valvegear, to an air disengagement tank, ¢, and was

finally returned to tank a.

-309-



APPENDIX C

THEORETICAL EXAMINATION OF PRESSURE PROFILES WITH RESPECT
TO HEIGHT AND TIME IN HOLDUP APPARATUS

1. INTRODUCTION

The holdup apparatus consists of a length of the deep
" shaft reactor which may be isolated by means of
pneumatically operated ball valves. This action 1is
carried out while an air-water mixture is flowing in the
system in order to determine the average void fraction of

the two phases in the test section.

It is necessary that the ball valves are closed both
rapidly and simultaneously, so that the flow trapped in
the isolated section is a true representation of the flow
immediately prior to closure. A method for synchronizing
the valves using a pressure balance technigue, presented
in appendix D, requires the analysis of pressure change

presented below.

One may examine (as an approximation to this holdup
apparatus) the case of an air-water column in an isolated
chamber, which is subject to separation of the phases with
respect to time. Pressure changes with respect to time
are important in the synchronisation of the two ball
valves, and critical in the interpretation of the voidage

data.
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Figure C.1 provides the nomenclature for this theoretical

study.

2. NECESSARY ASSUMPTIONS
2.1 The friction head loss is constant over a short column

length.

Prior to isolation of the holdup section, frictional
losses wil]l have some contribution to the axial pressure
and voidage gradients over the test section length. The
frictional loss is firstly not of great magnitude in
comparison with the hydrostatic head, and secondly, at the
low gas voidages treated in this study, is influenced
little by the changing voidage along the section. One may
accordingly assume that the pressure loss per unit length
of pipe due to friction is constant over the short length

involved.
2.2 The holdup ratio is constant over the column length.

Zuber and Findlay [243)] (see chapter 3) show that

where Ugm is a drift velocity, CO is the profile constant,
and W_, —Wl are the superficial velocities of the gas and

water phase respectively.
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From equation C.1,

T = Wg/{co(wg-l-wl)-ﬁTgm} _ - C.2

Now, for an ideal gas phase,

wg = wgopo/p | c.3
where Wgo is the "free" volumetric air flux, evaluated at
atmospheric pressure, PO. Hence, from equations C.2 and
Cc.3, v

'E = {WgOPO/P}/{CO(Wl + (wgoPO/P)) + ﬁgm)} C.4

For the bubble flow regime, Wé is generally an order of
magnitude maller than Wl. Noting also that the pressure,
P, in the test section will not vary greatly over the
short test length, we may assume the gas flux in the

denominator to be constant, and set

E, = wgo/{co(wl * Wy ) + Ugm} C.5
where W = wgo?o/Pm' and Prn is a mean pressure in the

test section.

.

From equations C.4 and C.5,

E = EOPO/P C.6
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so that E is the voidage in the test section where the
pressure in the test section is P. Equation C.6 implies a

constant holdup ratio over the length of the test section.
3.3 Surface tension effects are negligible.

The excess pressure in a bubble due to surface tension is
given by
P = 2(Surface Tension)/bubble radius

e

which implies, for an air-water system, with the surface

tension of 7.3*].@_2 Pam,

P, = 146 .8 /bubble radius (mm) Pa C.7

which is a negligible pressure, since the average bubble

diameter in the apparatus approached 3 mm.
4. PRESSURE GRADIENTS

The irreversible (frictional) axial pressure gradient is

given by
~-dP = Ddx c.8
where D is the pressure loss per unit pipe length.
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The hydrostatic head is given by

-dp = plg(l—fﬁdx Cc.9

where p is the liquid density, and the contribution by the
air is neglected. Excluding acceleration effects, which

are small, the total gradient 1is

-dP = (plg(l—E) + D)dx = (plg(l-EoPo/P)+D)dx c.19

A solution for the above equation is found in terms of a
Taylor expansion. The first three derivatives of P with

regpect to x are given by

dPp/dx = A + B/P

dzP/dxz -BA/p2 —B/p3
d3p/dx3 = 28A2/93 + 5AB2/P4 + 333/95

for A = —(olg+D). and B = olgEOPo

The Taylor series is observed to be alternating with terms

(2n+1)

in 1/P as high as 1/pP for the nth. derivative.

An approximation may be made by truncating at the third

term. Expanding about the point Xyt
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P(x) = P(xo) + {A +B/P(xo)}(x-xo)
- {BA/PZ(XO) + 32/93(xo)}(x-x0)2/2 . c.12

Applying this to the column at time t=0, and expanding

about the point x=0@, at the base of the column,

P(x,8) = P(9,9) + {A +B/P(0,9)}x

- {BA/Pz(@,ﬁ) + 82/P3(@,0)}(x2/2) C.13
When the flow is stopped, frictional losses no longer play
a part in the profile, and equations C.12 and C.13 hold
with A = -Dlg, B = PlgPoEo.

5. VOID FRACTION GRADIENTS

From equation C.6

dap

2. =
-{EOPO/E }aE
Thus equation C.1@ may be written

dE

2 =3
{(plg+D)E /EOPO - p,9E /EOPo}dx C.14
. =2 =3
setting dE = (CE” + FE™ )dx : - c.15
an analogous expansion to that of P in x is found.
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Truncating after three terms, this expansion is written,

E(x,8) = E(0,0) + [CE2(0,0) + FE2(8,0))x

+ (2¢%E%(2,0) + SCFEY(@,0) + 3P2E°(2,0)) (x%/2) c.16

For the case where flow is stopped, equation C.16 holds,

with C = Dlg/EoPo, D = - lg/}-:opo.

The analysis given above demonstrates that both pressure
and voidage profiles may be represented as polynomials in
axial pipe length, x. The error incurred in truncating
after the third term may be examined. An alternating,
converging, series should have a truncation error smaller
than the next term. Consider the fourth term in the

pressure expansion.
(x3/6)[2BA2/P3(0,0) + 5AB2/P4(6,@) + 333/P5(0,ﬁ)}

The "worst case” for bubble flow might be,

P(9,08) = 100kPa; E, = @.2; D = 2kPa/m.

in which case the fourth term has é magnitude of 6.8x3 Pa.
This implies that the error increases approximately as the
cube of the distance from the point about which the
expansion is developed. Thus the error incurred over 4
meters would be less than 1% of the total pressure

gradient in the pipe. Considering the nature of the
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alternating series, the actual error will be less than

this predicted quantity.

Calculation has shown that the error in the case of the

voidage expansion is of similar proportion.
5. ANALYSIS OF THE SYSTEM AFTER PHASE SEPARATION

The object is to predict the value of the final pressure,
P(x3,t1) in the ullage formed at the top of the column by
the disengaged gas. The height of the gas-liquid

interface, xl(tl), is also of interest.

Let A be the cross-sectional area of the column. The
volume of liquid present in the closed column must remain
constant, taking the liquid as incompressible. Thus the
gas volume may also not vary. Let the gas volume be Vg.
Equating gas volumes before phase separation (t=0 ) and

after complete separation (t=t1), yields the relationship

X=Xy
V. = Ax,(t,) = E(%x,0 ) dx C.17
g l 1 =0

from which xl(tl) may be found.

"The mass of air in the column is also constant, so that
the pressure-volume product for the gas phase must be
constant over the disengagement, assuming an ideal gas,

and assuming that no mass transfer takes place between the
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phases.

x=x3

VgP(x3,tl) = Alé;g(x,z YE(x,0 ) dx

X=X3

A xig(x,ﬂ-)EOPo/P(x,G-)}dx

APOEO(x3-xO)
Therefore
P(x3,t1) = POEO(Vt/Vg)

where Vt is the total volume of the column.

into equation C.17,

P(x3,tl) = POEOVt

X3
A fE(x,(a')dx
x=0

so that

X3

x3/P(x3,tl) = f1/Pp(x,0 )lax
x=¢

c.18

Substituting

So that the final ullage pressure is determined by an

harmonic integral mean of the pressure prior to valve

closure.

The final pressure at the base of the column is given
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il

simply by the sum of the final ullage pressure, and the

hydrostatic head of the ligquid in the column.
P(ﬂ,tl) = P(x3,tl) + plg(vt-vg)/A_ C.21

No analytic solution for the description of the ullage

pressure from time t=0 to time t=t, has been found,

1
although two simultaneous equations, one an integral
equation, are available for numerical solution. The rise
in ullage pressure after valve closure has been determined

experimentally in this thesis (see section 3.2.3 and

figure 3.4).

The relation between final ullage pressure, and ullage
pressure prior to valve closure, is necessary for the
development of a valve synchronization technique presented

in appendix D.
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APPENDIX D

PREDICTION OF FINAL ULLAGE PRESSURE FROM PRESSURES
DURING FLOW

Pressure, voidage, and height nomenclature developed in

appendix C is retained.

To obtain representative holdup data by isolating a two
phase flow between quick-closing valves, the valves must
be accurately synchronised. A method is presented below
for synchronosing the valves by egquating the final ullage
pressure in the isolated section, to a function of the
pressure monitored at three tappings in the test section

prior to valve closure.

It was demonstrated in appendix C that a a sufficiently
accurate solution to the pressure gradient, equation C.14Q,
was obtained by using a Taylor expansion truncated after
the third term, as given by equation C.13. A similar
solution exists to describe the inverse of the pressure
gradient, as a solution to equation C.19. The Taylor
series is expanded about the point x = @ at the base of

the test section.
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1/P(x,2") = 1/P(0,0 )

+ [{(pyg+D)/P?(8,87)} - (o gE_P_/>(8,07)}]1x

2 2

2
2( p,g+D) 50,9E P (p,g+D) 30,°9g°P_E
+ 1 _ 170" 0™ "1 + 1 oo x2/2
p3(a,07) pt(a,07) P°(2,07)
D.1

The fourth term typically has a value less than £.91% of
the value of 1/P(x,8 ), so that the truncation is well

justified.

Equation D.1 may be re-written as

1/P(x,8 ) = B + Cx + Fy2 D.2

with B,C and F constants for a particular flow. The
arguments leading up to equation 3.23 in the text, and
equation C.20 in appendix C, have demonstrated that the |
final ullage pressure after phase separation in the
isolated section is given by a harmonic integral average

of the pressure in the test section prior to valve closure

x
3
xa/P(x3,tl) = xié/P(x,@)}dx C.20

‘with X4 the length of the test section.

An approximate solution to C.20 exists by substituting the

polynomial relationship, equation D.2, into the integral
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-oa the right hand side of equation C.28. In practice, it
is possible to find suitable values for the constants B,C,
and F by monitoring the pressure at three pressure
tappings in the test section. Designating these tappings

with heights Xar X and X above the base of the test

b
section, one may obtain the corresponding values of
l/P(xa,ﬂ-), l/P(xb,ﬂ-) and l/P(xc,ﬁ-) at the three
tappings. Substitution of these three data points into
equation D.2 permits simultaneous solution for values of
B, C and F. From equations C.28, D.2, and the matrix

solution for B, C, and F, the following relationship

arises.
;/P(x3,tl) = G/P(xa,ﬂ ) + H/P(xb,ﬁ ) + I/P(xc,ﬂ ) D.3

where G, H and I are constants depending only on the
values of Xar X o Xy and X From a single calculation,
the constants G, H and I are evaluated, so that the final
ullage pressure, P(x3,t1), may be predicted by monitoring
only three pressures during flow, and employing equation
D.3. Eguation D.3 is naturally true only when the valves
are correctly synchronised, so0o that a test for
synchronisation involves predicting the final ullage
pressure using equation D.3, and comparing this value to
the measured value of the final ullage pressure after the
phases have completely separated in the isolated section.

The tie-rod, which links the two valves, is adjusted in

length until the predicted and measured values agree, at
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which time the valves are synchronised.

This method of synchronisation is best illustrated by a

numerical example due to Clark and Flemmer [58].

Consider the three pressure tappings to be situated in a

test section, length x and let xa=0, X, = x3/2, and xc =

3’ b
X3. P(xa,ﬂ-) is the pressure at the height X prior to
valve closure (t=0 ), and the pressures at the other two

tappings are similarly defined.

The simultaneous equations arising from equation D.2 are

1/P(x_,07) = B + C X 0.0 + F X (8.0)°
-\ _ 2
l/P(xb,G ) =B + Cx3/2 + F(x3) /4
1/P(x_,d ) = B + Cx., + Fx 2
c’ 3 3

These may be solved to yield‘
B = 1/P(xa,a )

Cxy = _l/p(xc,g‘) -3/p(xa,z‘) +4/P(xb,0")

Fx32/2

1/P(xc,0 ) + 1/p(xa,0 ) -2/P(xb,ﬂ )
Substituting into equation D.3 gives the relationship
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1/P(xy,ty) = (1/6)[1/P(x_,87)] + (4/6)[P(x,,0 )]
+ (1/6)[1/p(x_,87)]

The symmetry of the solution is due to the symmetry of the
pressure tappings on the test length. The solution
demonstrates that, within the accuracy of the polynomial
approximation, P(x3'tl) depends only on the pressures at
the three stations, so that only one calculation of the
type given above is regquired for an apparatus with fixed

configuration.
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APPENDIX E

DISCUSSION OF THE PROFILE CONSTANT WITH SPECIFIC REFERENCE

TO THE WORK OF PETRICK AND KURDIKA

Zuber and Findlay [243,244] in their analysis of holdup

have chosen to use void and velocity distributions of the

form
E/E, = 1 - (r/R)L/D E.1
and
Wo/Wo =1 - (r/R)L/m E.2

With R the pipe radius, r the radial distance from the
pipe centre, and the subscript ¢ denoting the condition at
the pipe centre. These eguations imply that the profile

constant,

C, = (Ewm)/(E)(wm) E.3

is given by
Co =1 + 2mn/(m+n+2mn) - E.4

In equations E.l1 and E.2, high values of m and n imply a

high value of Co, whereas low values of m and n represent
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flat void and velocity profiles, where the value of Co is

low.

Bankoff [13] used different power law relationships to

describe the void fraction and velocity distributions:

E = Ec(y/R)l/p E.S
and

_ , 1/aq
W= Wmc(y/R) E.6

with y = R-r.

Using profiles given in E.5 and E.6, Co would be given by

Co = (p+l)(p+2)(q+l)(q+2)/2(p+q+l)(p+q+2) E.7

In Bankoff's analysis, high values of p and g imply flat
distributions, so that CO is close to one in wvalue,
whereas low values of p and g correspond to distributions
with maxima at the pipe centre, so that the value of S

will be high.

Thus the power law relationships of Bankof {13] and Zuber
and Findlay [243] are quite distinct, and values for the
power law exponents may not simply be exchanged between

the two systems.
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Petrick and Kurdika [178) performed measurements of void
profiles, and concluded that, for fully developed flow,
the exponent p in equation E.5 varied with voidage and
superficial velocity according to the relationship

1/p = 6.0159(1?1)0 +67g-1

This implies that p increases with increasing voidage, so
that the void fraction distribution will become flatter
with increasing voidage, and the value of Co will drop
with increasing voidage. This conclusion is in contrast
to the upward flow results of this thesis, and the trends
which may be inferred from the work of Serizawa [194],
Galaup [811, Galaup and Delhaye [82], and Drew and Lahey
[76]. However, Petrick and Kurdika [178] have used the
variable "n" interchangably in their paper to represent
the variables p and n, as well as the inverse of p, as
used in this thesis. Such loose definition of terms may

have caused confusion in the interpretation of equation

E.gi

Petrick and Kurdika [178] have also presented void profile
plots for developing flows, which demonstrate the
characteristic high bubble concentration at the pipe wall
for flows with a low average void fraction. If this is
so, equation E.8 suggests that this trend is reversed once

the flows are fully developed, since equation E.B8 states
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that fully developed flows with a low void fraction will
have the gas concentrated more at the pipe centre than
will flows of higher quality. Further investigation of
local two phase flow properties will be required to

resolve this issue.
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APPENDIX F

KINETICS OF THE OXIDATION OF AQUEOUS SODIUM SULPHITE
AND PROBLEMS ENCOUNTERED IN USE OF THE REACTION

1. SUMMARY OF LITERATURE

Use of the oxygen-sulphite method for measuring mass
transfer performance has been the subject of two detailed
reviews [67,145], and the kinetics of the reaction have
been the_subject of several papers [73,170,182,191,237].
A synthesis of this work, insofar as it is applicable to
determining mass transfer coefficients in the D.S.R., is

given below.

The reaction is usually studied using the sodium salt, in

which case the balanced reaction equation is

2 Na,80, + O > 2 Na,sO

A pure sulphite solution will oxidise slowly if exposed to
the atmosphere, but the reaction is catalysed by some
metal ions of variable valency, notably copper and cobalt.
Iron and manganese may also form complexes which enhance
the reaction rate. However, some oxidation states of
these metals can also retard the reaction, for example the
Cuprous ion (Cu+), Stannous ion (Sn++), and Ferrous ion

++

(Fe ). For this reason, copper and iron are considered

to be unsuitable as catalysts, and copper catalysis is not
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generally reproducible. By far the most attention has

been given to cobalt as a catalyst.

The reaction rate is zero order in sulphate from 8.5 to
0.8 molar [73)], although this range has been extended to
lower concentrations [67,145]. Through this range of
sulphite concentration, for oxygen concentrations of less
than 3.6"’125_4 molar, the reaction is second order in
oxygen. Experiments conducted in this range have shown
that the second order reaction rate constant, k2, is
proportional to the concentration of cobalt ions in the
solution, and is also dependent on temperature and pH.
Data are available for cobalt concentrations between 10_5
and 18”2 molar. Data are not available for higher
concentrations of cobalt, because cobalt salts are
precipitated in the solution above 10‘3 molar. The useful
pH range is considered to be between 7.5 and 8.5. Most
existing data are due to Reith and Beek [182], whose
results are reproduced in figure F.l, together with the
recent results of Ogawa et al. [(170), over a temperature
range of 15 to 66°C. 1In addition, these results have been
tabulated by Danckwerts [67]. Linek and Vacek (145)] have
observed that the results of Reith and Beek [182] yield
too high a value of kz, since too low an oxygen solubility
was used in calculation, and this would affect k2 by the
third power of the error. However, in the reaction region

chosen for study of the D.S.R., the discrepancy was small,

as explained in appendix G. In figure F.1, Reith and
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Beek's results have been adjusted to account for the

correct solubility.

2. PROBLEMS ENCOUNTERED IN USING THE REACTION

Mass transfer results using the oxidation of agqueous
sulphite in the 58 mm D.S.R. apparatus were scattered, and
data was not accurately reproducible. The variation in
data was too large to be explained by variation in gas and
liquid flowrates, or by a change in gas-liquid interfacial
area due to varying surfactant effects. It was concluded
that variation in the reaction rate had caused data
scatter. Because no previous mass transfer coefficient
déta exist for the case of vertical bubble flow, it was
not possible to determine whether the reaction rate was
being retarded, so that the concentration of oxygen in the
liguid bulk was not very small, or whether the reaction
rate was being enhanced, so that reaction was occurring in
the film near the interface. Figure F.2 illustrates four
regimes of the sulphite oxidation reaction, as given by
Linek and Vacek [145] and Sherwood et al. [198]. 1In
region I, the reaction is so slow that the oxygen
concentration in the bulk liguid is significant. 1In
region II, in which the D.S.R. was projected to be
operating, bulk oxygen concentration is negligible, yet
the reaction is not so fast that it causes significant
reaction in the liquid film. In region II, the absorption

of oxygen from the gas is controlled entirely by physical
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transfer in the apparatus. -In region I1II, enhancement of
absorption due to the reaction is significant, and in
region 1V, allthe reaction occurs in the film, sé that the
rate of absorption is independent of local hydrodynamic

conditions.

Although the reaction rate was supposed to be in region 11
in the apparatus, it was possible that the rate had fallen
into either region I or region IITI. The first
experimental runs had been conducted with copper and brass
fittings still present in the D.S.R., and it was suspected
that dissolution of copper was affecting the reaction,
which had been catalysed with cobalt salts. Atomic
aBsorption analysis indicated a significant amount of
copper (up to three times the cobalt concentration)
present in the solution after an experimental run.
However, it was still not known whether copper catalysis
was driving the reaction from region II to region III, or
whether the copper was retarding the cobalt catalysis, so
that the apparatus was operating in region I.
Determination of the effective oxidation state of copper
is difficult, as Linek and Vacek [1457] point out that
interface conditions may differ significantly from those

in the bulk.

To reduce the copper contamination in the apparatus, all
copper and brass fittings were removed from the apparatus,

and stainless steel parts were substituted. However, the
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results were still scattered, so that a more thorough
investigation of the reaction rate was undertaken. This

is described in detail below.

2.1 VARIATION IN THE ABSORPTION RATE WITH COBALT

CONCENTRATION

An experimental run was conducted using the usual guanties
of sulphite, under the usual operating conditions, but no
cobalt was added. Over the duration of the run, cobalt
was added to increase the concentration in a stepwise
fashion, up to a maximum of 1.2%10"° molar cobalt.
Hydrodynamic conditions remained unaltered throughout the
run. For each cobalt concentration, the outgoing oxygen
concentration was noted, and the rate of oxygen consumed
was plotted against cobalt concentration, figure F.3.
This curve assumed the correct shape to infer that at low
cobalt concentrations the mass transfer was operating, as
desired, in region II, and served to show that the

reaction rate was not far from the desired value.
2.2 THE EFFECT OF COPPER AND IRON IN SOLUTION

Tests similar to that outlined in section 2.1 above were
performed using copper and iron salts, to determine their
effect on cobalt catalysis. Sudden additions of both
cupric and ferrous ions catalysed the reaction, but in

both cases the effect was lost over a short period of
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time. The copper served eventually to retard the
reaction, while in the case of iron, the reaction rate
returned to its original value before the iron addition.
When a large concentration of copper was present in
solution (4—*121.'4 molar), even the addition of additional
cobalt did not enhance the reaction, so that the copper
appeared to poison the cobalt catalysis. It was concluded
that both copper and iron might affect the reaction, the

former to a greater degree.

2.3 EFFECT OF TEMPERATURE AND pH

Tests varying the temperature and pH by small amounts from
the usual operating point had little effect on the
absorption rate of the oxygen in the apparatus. It was
concluded that these variables were not the primary cause

of data scatter.

2.4 CONCLUSIONS ON DATA SCATTER

Although some metal ions present might be affecting the
reaction, lack of reproducibility might be explained only
by variations in the chemical content of the solution
between different experiments, or by the presence of a
highly sensitive equilibrium in the system. Commercial
grade sulphite might vary in its content of impurities
from bag to bag. To obviate differences in chemical

composition, 150 kg of dry sulphite powder was well mixed
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to produce a stock of set composition, and stored in al
nitrogen atmosphere, so that the top of the stock was not
oxidised more than the remainder. In addition, commercial
grade sulphuric acid, used to hold the pH at 7.5, was used

from a single batch for further mass transfer runs.

Atomic absorption analysis was used to determine the
origin of impurities in the solution in the D.S.R. Both
local tap water, and a 6.8 molar solution of the sulphite
stock, in distilled water, were both tested. Results are
given in table F.1l. It was noted that c¢obalt present in
the sulphite was already sufficient to bfing the reaction
into region II, Lsing the work of Reith and Beek [182] to
pfedict the reaction rate from the cobalt concentration.
To avoid enhancing the mass transfer by moving the
reaction rate into region 1II, no cobalt catalyst was
added to runs after this analysis. The presence of both
copper and iron in the solution was disturbing, but
economic factors and the size of the apparatus prevented
the use of reagent grade chemicals and distilled water in
the D.S.R. Besides the iron present in the initial
solution, iron would be leached from the pipes into

solution during a run.

Despite the mixing of the sulphite, and more stringent
control of temperature and pH, data scatter was still
evident in the mass transfer results. A test indicated,

moreover, that the reaction rate during one run was time
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SPECIES CONCENTRATION, mg/1

TAP WATER 0.8 M SULPHITE TOTAL
Chrome 0.0 2.0 2.0
Iron 0.1 3.2 3.3
Copper 0.2 0.2 0.4
Manganese 0.0 Trace (0.07) Trace
Cobalt 0.0 1.0 1.0

TABLE E.1: ATOMIC ABSORPTION ANALYSIS OF TAPWATER, AND OF A
0.8 MOLAR SOLUTION OF SULPHITE IN DEIONISED WATER,
TO DETERMINE SOURCE OF METAL SPECIES IN APPARATUS
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dependent, as shown in figure F.4. The data scatter could
be reduced no further, and the scatter was attributed to

the following causes

(i) Iron might be causing erratic behavior in the
apparatus. Examination of a Pourbet diagram for pH=7.5
and the electrochemical potential of sulphite indicated
close proximity to the ferrous-ferric hydroxide boundary.
The effect of the two iron valency states is different, so
that this might be the cause of different reaction

behaviour between two runs.

(ii) The copper present in the commercial grade sulphite

might also affect the reaction.

(iii) The reaction rate constant, k,, was probably
different from that found using pure salt, in the
literature. Linek and Vacek [l145] have noted that
commercial grades may differ in performance from pure

solutions by up to 30%.
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APPENDIX G

CALCULATING THE SOLUBILITY OF OXYGEN IN SULPHITE SOLUTION

The method of Van Krevelen and Hoftijzer, as presented by
Danckwerts [67], is used to determine the solubility of a
gas in an ionic agueous solution. The Henry's law
constant, He, for the solution of a gas in an agueous
solution is related to the constant for solution of the

gas in pure water, Heo, by the equation
log (He/Heo) = hI
10 A !

where h is determined from the sum of contributions of
positive, negative, and gaseous species in solution, and
where I is given by

_ 2
I =0g.5 % cizi .

where =N is the concentration of ions of valency Zg.

For the case of a 0.8 molar sulphite solution, values

reported by Danckwerts [67] are

Sodium, Na+: h+ = #.091

Sulphite, 503=, is taken to be the same as sulphate: h_ =
0.922

Oxygen, 02: hg = 0.016
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Thus h P.091 + 9.022 + 0.016 = £.129

for z; = 1 (sodium), cy = 1.6 molar

for z, 2 (sulphite), e; = 2.8 molar

Therefore

log, ,(He/He®) = #.3096,

and He/He® = 2.939

Taking the solubility of oxygen in water at one atmosphere
and 35° ¢ as lﬁ.94*10-4 moles per liter, the ratio of
He/He® implies a solubility of oxygen of 5.39%1¢0 4
moles/liter under the same conditions in a 6.8 molar
gsulphite solution. _

This value of solubility compares favourably with actual

values reported in the literature

Linek and Vacek [145], experimental..........‘3.6‘9*125'_4
moles/liter
Danckwerts [67], interpolated from table....5.67%18 4
moles/liter

4

Linek and Vacek [145], solubility equation..5.59*1¢

moles/liter

The method of van Krevelen and Hoftijzer is accptably

accurate for the operating conditions in the D.S.R.
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