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ABSTRACT

The majority of supercritical processes utilise carbon dioxide (CO,) as the principal solvent, because
CO; has many attributes that make it an ideal supercritical fluid (SCF) solvent. This study investigates
the possibility of replacing CO, with trifluoromethane or hexafluoroethane, because of the poor
performance of CO, in cases where more polar and heavier molecular weight solutes must be
extracted. Several applications in the petroleum industry, such as oil sludge treatment and the

treatment of contaminated soils, are discussed.

Due to the large number hydrocarbons present in such applications, a selection of solutes that could
be used to simulate a simplified stream were chosen for these investigations. These selected solutes
were n-hexane, n-heptane, n-octane, n-nonane, n-decane, n-undecane, 1-hexene, 3-methylpentane,
methylcyclohexane, toluene and water. High-pressure vapour-liquid equilibria and vapour-liquid-
liquid equilibria for binary systems containing either trifluoromethane or hexafluoroethane, with
these solutes were measured using a static-analytic apparatus at temperatures of between (272.9 and
313.2) K. For several systems, the phase equilibria data were verified using bubble-point pressures

measured with a static-synthetic, variable-volume cell.

Parameters for thermodynamic models were obtained by regression of the experimental data for the
binary systems. The models provide a good representation of the majority of the systems
investigated, and were therefore also used to estimate portions of the critical locus curves. These
critical locus curves were compared to the critical loci that were extrapolated from the sub-critical
coexistence data as well as critical loci that were measured with a critical point determination
apparatus. There is satisfactory agreement between the calculated, the extrapolated and the

measured critical loci.

The thermodynamic models were used to simulate the separation of several hydrocarbon-water
emulsions using either CO,, trifluoromethane, hexafluoroethane or mixtures thereof. The simulations
confirmed that trifluoromethane, hexafluoroethane as well as mixtures thereof, provide improved
performances (recoveries and yields) when used as alternative solvents in the SCF extraction of these
systems. An economic analysis of a SCF extraction process was performed to investigate the
performance of the solvents, and if such SCF extraction processes, using a mixture of trifluoromethane
and hexafluoroethane, would provide an economically competitive treatment process for

hydrocarbon-water emulsions.
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1. INTRODUCTION

Many specialist separation techniques have been developed specifically with petroleum refineries in
mind. The numerous complexities present in the separation of the components of crude oil have
promoted innovative and efficient separation schemes. There remain further process advances for
the petroleum industry that are yet to be developed. This is most pertinently the case with the

processing of petroleum waste streams.

Supercritical fluids (SCFs) are a fairly new field. Many new technologies have been envisaged with the
use of a SCF solvent as the chief innovation. The applications of SCFs range from extraction processes

to particle formation processes.

The purpose of this chapter is to provide a background into some of the difficult separations found in
the petroleum industry, to which supercritical fluid extraction (SCFE) could possibly be applied. The
advantages in the use of SCFs are discussed, along with several current applications of SCFs in industry.
Finally, the possible applicability of SCFs to effect difficult separations found in the petroleum industry

are reviewed.

1.1. PETROLEUM INDUSTRY PROCESSES

The feedstock to any crude oil refinery is possibly one of the most complex mixtures for which a
separation is required. A large fleet of processes is required in order to fractionate and convert the
raw feedstock into the required products. Research is ongoing in attempts to develop new and
improved processes to separate a given feedstock into the required products. This is especially
challenging given the dramatic variability of the feedstock. The fleet of processes used on a crude oil
refinery produce a vast number of intermediate process streams, product streams and waste streams.
A new interest, in an effort to improve the efficiency and to reduce the environmental impact of the
petroleum industry, is the development of new methods for the processing of streams, with little
value, that were previously seen as waste. Examples of these waste streams include oil sludge and

contaminated soils.

1.1.1. OILSLUDGE
Oil sludge, or refinery sludge, describes a broad range of residues that are produced by the oil and
petroleum industries. The mixture of petroleum residues, water and sand which is produced during
exploration and development of oil fields is known as oil sludge (Jing et al., 2011). So too is the sludge

from the wastewater treatment facility of an oil refinery (Glingéren et al., 2007), as well as the sludge



removed from the bottom of crude oil storage tanks (Avila-Chévez et al., 2007). In general, therefore,
an oil sludge is any stable colloidal suspension containing oil-in-water or water-in-oil emulsions along
with suspended solids and a number of other minor components arising from activities related to the
petroleum industry (Jing et al., 2011). The sludge often also contains small concentrations of toxic
heavy metals, which means that care has to be taken during oil sludge processing and disposal

(Kriipsalu et al., 2008).

Due to the broad spectrum of sources of oil sludge, it is difficult to present a generalised characteristic
for all oil sludge. Each process produces a different sludge, with the composition of the oil sludge also
being highly dependent upon the crude oil from which it is produced (Schmidt, 1986). Regardless of
this fact, information on the components present in a sludge and the concentration of each
component in the oil sludge are vital for the design of efficient processes for the recovery of valuable

components.

It is therefore necessary to analyse the characteristics of each of the oil sludges that are to be
processed. This has led to a substantial number of investigations into the characteristics of oil sludge

from numerous of sources. Examples of several of these investigations are given in Table 1.1.

Table 1.1: Investigations characterising various oil sludge.

Authors Investigation

Altgelt and Boduszynski (1994) Reviewed modern methods for the analysis of heavy petroleum fractions

Carbognani et al. (1999) Characterised the oils and separated solids from Venezuelan oil wells and

storage tanks

Carbognani et al. (2001) Characterised the crude oil and solid deposits from the PST crude oil field in

eastern Venezuela

Kriipsalu et al. (2008) Performed a component-based analysis of the oily sludge from the

flocculation-flotation unit of a waste water treatment plant of a Swedish oil

refinery
Heidarzadeh et al. (2010) Evaluated several oil sludge samples from a Tehran oil refinery
Wang et al. (2010) Determined the compositions of oil sludges from two Chinese oil fields
Zhang et al. (2011) Characterised the oil sludge from an electric hydrator

1.1.1.1.  SOURCES
Oil sludge is produced during the extraction of the crude oil (oil field sludge) and in the refining of the

crude oil (refinery sludge).



Refinery Sludge

van Oudenhoven et al. (1995) listed the main sources of oily sludge in an oil refinery as:

e Process water and surface run-off via flocculation-flotation units,
e Excess activated sludge, and

e Accumulated sludge in the bottoms of rail, truck and storage tanks.

Van Oudenhoven et al. estimated that sludge produced by refineries account for as much as 0.12% of
their throughput. Based on this estimate, an average 100 000 barrel per day refinery would produce

120 b/d, or 14.3 m3/d, of oil sludge.

A number of different units within the oil refinery utilise or produce water within the process.
Examples of these processes include the desalination and the cracking processes. Much of this water
can be recycled, but a substantial amount must also be disposed of, or at the least, the oil sludge must
be removed from this water before reuse. All of the storm-water run-off from the process areas of oil
refineries must also be collected and treated (Da Silva et al., 2012). The volume of the oil sludge that
is collected from the plant must be reduced in pre-treatment processes to enable easier processing
and disposal. The pre-treatment processes include gravity separators, flocculation-flotation units,
centrifuges, filters, and thermal, electrical or acoustic dewatering units (dehydrators) (van

Oudenhoven et al., 1995; Zhang et al., 2011).

Alongside the oil and water emulsions, oil sludge also contains solids, such as mineral particles, which
are formed during the drilling of the oil wells and are entrained in the crude oil during production.
These particles are very fine, and remain in suspension during transportation of the crude oil, until
such time as they are stored in storage tanks (Wang et al., 2010). Asphaltenes present in crude oil are
absorbed onto any hydrophilic solid particles present at the oil-water interface (Kriipsalu et al., 2008).
As these particles absorb the asphaltenes, they become larger and heavier and settle to the bottom
of the tank as a sludge. This sludge accumulates at the bottom of any tank containing crude oil, and

must occasionally be removed, as the tank capacity would otherwise be reduced.

Due to the few possibilities for the disposal or recycling of oil sludge, many refineries and other crude
processing facilities have large stockpiles, which are stored in semi-permanent land-fills or sludge

ponds (Kam, 2001).

1.1.1.2.  FORMATION MECHANICS
The two most common hydrocarbon components that are found in oil sludge are asphaltenes and

paraffinic waxes. Asphaltenes were defined by Pfeiffer and Saal (1940) as the heptane-insoluble,



toluene-soluble fraction of petroleum. The main building blocks of asphaltenes are polynuclear
aromaticrings. Attached to these aromatic rings are alkyl side chains and heteroatoms such as oxygen,
nitrogen and sulphur. Asphaltenes are generally the most polar components in crude oil (Yang and
Kilpatrick, 2005). The paraffinic waxes are the most aliphatic and non-polar components found in the
crude oil, but they generally have extremely high molecular weights and marginal solubilities in the

crude oil itself (Yang and Kilpatrick, 2005).

Currently, there is no widespread consensus or understanding on which components in a crude oil
stream will precipitate or deposit, and therefore, what the exact composition of an oil sludge derived
from a specific crude oil would be. The initialisation steps for the formation of the oil sludge are also
not well understood. This poor understanding is due to the complex nature of the crude oil and of the
asphaltenes and paraffinic waxes therein (Musser and Kilpatrick, 1998). Some of the current

reasonings for the formation of the sludge are discussed in Table 1.2.

Table 1.2. Oil sludge formation theories.

Asphaltenes The polar portions of the functional groups present in the asphaltenes are suspected to be
responsible for the aggregation of the asphaltenes, and thus the formation of oil sludge
(Yang and Kilpatrick, 2005). Wang et al. (2010) found that oil sludge generally contains
higher concentrations of asphaltenes and polar molecules than the crude oils from which
they were derived. This indicates that there is a definite aggregation and accumulation of
the asphaltenes, creating the sludge. The polar asphaltenic molecules also accumulate
preferentially at the oil-water interface, and are therefore likely to be responsible for the
formation of the oil-water emulsion in the sludge.
Paraffinic Some of the waxes precipitate out of the crude oil when the thermodynamic solid-liquid
Waxes boundary is crossed. These precipitating waxes entrain other shorter chained paraffins in
the process (Yang and Kilpatrick, 2005), resulting in them being found in the oil sludge.
Mineral Yang and Kilpatrick (2005) and Sztukowski and Yarranton (2005) claimed that along with the
Particles asphaltenes, any fine solids present in the crude oil were also responsible for the stability
of an oil-water emulsion. Langevin et al. (2004) reported that mineral particles can become
oil-wet after lengthy contact with the crude oil. These particles, if sufficiently tiny, stabilise
the oil-water emulsion. However, during long term storage, it is suspected that the droplets

from the emulsion aggregate and settle to the bottom of the tank, forming emulsified

sludge.




1.1.1.3.

TREATMENT TECHNIQUES

There are many different oil sludge treatment techniques available, although this number has

diminished over the years due to economic and environmental reasons (Kam, 2001). Simultaneously,

not many alternative processes have been developed, which has led to limited options being available

for the treatment and disposal of oil sludge.

The recovery of hydrocarbons by each of the treatment process differs substantially. Some processes,

such as incineration and land-farming, do not intrinsically allow for the recovery of hydrocarbons, but

are simply a means of waste reduction and disposal.

Other techniques, such as pyrolysis and

extraction, were developed with the aim of recovering at least a portion of the useful components.

Brief descriptions of some of the more common treatment techniques are given in Table 1.3.

Table 1.3. A brief summary of current oil sludge treatment techniques

Process

Description

Centrifugation

Electro-

demulsification

Extraction

Incineration

Landfill

Centrifugation is used to separate a gaseous phase, an aqueous phase and a
hydrocarbon phase from the oil sludge (Da Silva et al.,, 2012). The separation is
dependent on the different densities of the phases present in the mixture. This

technique is not capable of processing ‘oil-wet’ mineral particles.

A voltage is applied across an oil sludge, causing the fine particles that are absorbed at
the droplet surface to precipitate (Elektorowicz and Habibi, 2005). Once these particles
are removed, the separation of the phases can proceed, because the applied voltage

also reduces the interfacial surface tensions.

A liquid or a supercritical solvent is used to extract the hydrocarbon components from
the sludge. When using liquid solvents, the recovery of the solvents is often difficult.
The solvent is therefore often re-processed alongside the extracted solutes. Several

investigations have been undertaken into the use of SCFs to perform the extraction.

The incineration of oil sludge is a simple method for reducing the volume of waste.
However, there are no reusable products and the combustion is also highly polluting,
producing both a flue gas and a fly ash. The presence of heavy metals in the oil sludge

means that the combustion products are often toxic.

The oil sludge is buried underground, within impermeable ‘cells’. These cells prevent
the sludge from entering and contaminating any underground water sources. The
sludge is allowed to decompose naturally. This is one of the most cost effective sludge
disposal techniques, but requires availability of empty land for the landfill, and does not

allow for the hydrocarbon portion of the sludge to be recovered.




Process Description

Land Farming In land farming, the oil sludge is added to the top layer of soil in small concentrations,
and the sludge is degraded by microorganisms and by natural weathering. This
technique can only be used where there are large tracts of unused lands, which is
generally in areas where the climate does not allow the land to be used for agricultural

activities, such as in arid deserts.

Pyrolysis The oil sludge is heated to high temperatures in the absence of air,producing light
hydrocarbons from the hydrocarbon portion of the sludge. The light hydrocarbons can
be utilised as a synthesis gas. A small amount of fly ash is also produced, which must

be disposed of safely.

A more detailed description of these techniques for the treatment of oil sludge is given in Appendix

Al

1.1.2. CONTAMINATED SOILS
During the production, transportation and refining of crude oil and its products, spillages and leaks
are unfortunately commonplace. These spillages and leaks, if not contained lead to the contamination
of the surrounding soil. If soil contamination occurs, techniques for its remediation are required. The
recovery of the valuable hydrocarbons from the contaminated soils being remediated is sometimes
also of interest. The established conventions and regulations with regards to soil remediation, either
in-situ, on-site or elsewhere, vary drastically from country to country (Wilson and Jones, 1993). Many
regulations are concerned with how the remediation process affects the surrounding environment.
Established conventions are often based upon the cost of the various techniques. In many soil

remediation applications, the cost remains one of the most important considerations.

1.1.2.1.  COMPOSITIONS AND SOIL STRUCTURES
In controlled studies of soil rehabilitation, two distinct types of contaminated soils are usually
investigated; those containing “total petroleum hydrocarbons” (TPH), and those containing only
“polycyclic aromatic hydrocarbons”, or PAH (Avila-Chavez and Trejo, 2010). The contaminated soils
used in the studies are often created by the addition of a hydrocarbon mixture to a ‘clean’ soil, in a
technique known as spiking. TPH contaminated soils contain a broad spectrum of hydrocarbons,
which are comparable to the compositions of crude oil, and include both aliphatic and aromatic
components (Michelsen and Boyce, 1993; Kostecki, 1999). PAH contaminated soils are soils that have

been contaminated with only heavy, polycyclic aromatics. The removal of these high molecular weight



aromatics from soil matrices is the most difficult soil remediation application, and according to Wilson

and Jones (1993), has not as yet been performed to a satisfactory degree with current technology.

The structure and type of the soil matrix that has been contaminated also contributes towards the
ease with which the hydrocarbons can be separated from it. The unique properties of soils from
different locations mean that no two separations will be the same (Brady et al., 1987). The differences
in the soils are further enhanced by environmental factors, such as temperature, amount of rainfall
and amount of sunlight. Many contaminated soils form complex matrices with the contaminating
hydrocarbons due to weathering. The separation of such weathered contaminated soils cannot be
adequately analysed by using “spiked” soils (Barnabas et al., 1995). Laboratory studies are therefore

made more difficult, as real samples are needed in order to obtain authentic results.

1.1.2.2.  TREATMENT TECHNIQUES
Although there is a necessity for the treatment of soils and sediments contaminated with petroleum
products, there are not very many economically and technically feasible technologies available
(Anitescu and Tavlarides, 2006). A fair number of processes have been suggested, but many of these
have been shown to be financially unsustainable, or damaging to the environment. Some techniques
are performed in situ, and do not require removal of the soil, whereas other techniques require the
soil to be excavated for treatment. Several techniques that have been used on a large scale are

described in Table 1.4.

Table 1.4. A brief summary of the treatment techniques for contaminated soils

Technique Description

Biodegradation Although this technique is essentially a case of leaving the contaminated soil ‘as-is’,
the degradation of the contaminants can be accelerated by aeration of the soils, or by
the addition of nutrients for the microorganisms.

Excavation and The contaminated soil is excavated and disposed of in a landfill site. Soil that has been

landfill

sourced from elsewhere is used to replace the excavated soil. This technique is by far

the fastest and simplest option, but can often be costly.

Incineration The contaminated soil is excavated and is burned in a furnace. Any combustible
organic material present in the soil is combusted. This is an expensive treatment
technique, and is generally only used for the treatment of small amounts of soil. This
process is also highly polluting, unless scrubbing of the flue gas is performed, in which

case, it becomes substantially more expensive.




Technique Description

Liquid extraction The contaminated soil is washed with a liquid solvent. The solvent must then be
separated from the soil by filtration and drying. Residual amounts of the solvent will
remain in the soil, and the contaminants must be separated from the solvent by further

separation processes, making this technique unpopular.

Phyto-remediation Phytoremediation is similar to biodegration in that it uses natural processes to degrade
the contaminants. The difference being that vegetation, rather than micro-organic
activity, is used to perform the degradation. This technique is slow, but is also cheap

to implement.

Soil washing or Surfactants are added, in situ, to the contaminated soil in an aqueous solution. The
flushing surfactants improve the solubility of the organic contaminants in the water. The ‘wash
liquid’ is then removed from the soil through wells that are drilled into the ground.
This technique is not favoured, as it is not possible to remove all of the wash water
from the soil, and this could enter underground water sources, contaminating them

with the surfactant.

Supercritical A SCF is used to extract the contaminants from the soil. The high pressures required
extraction for the SCF mean that this technique cannot be undertaken in-situ. The contaminants
are easily separated from the solvent, by altering the pressure or temperature of the
solution, thereby reducing their solubilities in the solvent. A large number of
laboratory scale SCF treatments have been performed, but there have been few

industrial scale processes reported that make use of this technique.

Further discussions on these techniques for the treatment of contaminated soil are provided in

Appendix A.2.

1.1.3. DESULPHURISATION OF CRUDE OIL
Hiyoshi et al. (2010) proposed that supercritical carbon dioxide (CO;) could be used to remove
aromatic sulphur components from fuel oils. These components require removal because they
contribute towards sulphur oxide emissions ensuing the combustion of the fuel oils. The present
desulphurisation process, catalytic hydrodesulphurisation, uses a Ni-Mb or Co-Mb catalyst, in
conjunction with high temperatures and pressures, to remove the sulphur as hydrogen sulphide, H,S
(Topsge et al., 1996). The H,S formed in the catalytic hydrodesulphurisation process is toxic, and

therefore must be separated from the off-gases by means of a scrubber.

The study of Hiyoshi et al. focused on the removal of the aromatic sulphur components, as these were
found, by Wang and Prins (2009), to be least reactive in hydrodesulphurisation, and therefore the
8



most difficult to remove. It was found that supercritical CO, could be used to reduce the concentration
of aromatic sulphur compounds in a mixture with hydrocarbons. The question remains, however, as
to whether this process would be economically feasible, particularly when including all of the ancillary

equipment required for the recovery of the solvent.

1.1.4. DEHYDRATION AND DESALINATION OF CRUDE OIL
Untreated crude oil contains substantial amounts of water and salts, which are entrained during the
production and transportation of the crude oil. The salts, which consist mostly of chlorides of sodium,
magnesium and calcium, are dissolved either in any water droplets present in the crude oil, or else in
the water portion of the emulsion (ASTM Committee D-2, 1949). The water, along with the dissolved
salts, must be removed before distillation, as the salts, in the presence of water, can undergo
hydrolysis upon heating, forming hydrogen chloride (HCI). The HCI causes corrosion of the process
piping where accumulation occurs. Even salts that do not undergo hydrolysis can be damaging to the

integrity of the process equipment, as they can cause fouling or catalyst deactivation.

1.1.4.1.  CURRENT TECHNIQUES
The most commonly used technology at present for the removal of the water and the accompanying
dissolved salts from the crude oil is electric demulsification, in which an electric field is passed through
the crude oil, causing the coalescence of the water droplets. Further details into the theory behind
the operation of an electrical demulsification unit are given by Ichikawa (2007). If the water content
in the crude oil is too high, the efficiency of electrical demulsification is reduced. This is because of an
increased electrical conductivity of the fluid between the electrodes. Samedova et al. (2011) proposed
a pre-treatment process for cases such as this to desalinate and dehydrate crude oil before sending it

to the crude oil fractionation column. Their process utilised supercritical carbon dioxide.

Samedova et al. did not present any mechanisms behind their dehydration and desalinisation
technique. It was therefore not possible to ascertain whether the supercritical CO, was used as a
solvent to selectively extract the water and dissolved salts, or whether it was used as a coagulant,
reducing the surface tension of the water droplets, and allowing their coalescence. The likelihood of
carbon dioxide having a higher selectivity for water than for the hydrocarbons, at any given process
conditions, is low. Itis therefore more likely that, for this process to function, the supercritical CO; at
high pressures performs the role of a coagulant. A major concern with the use of supercritical CO;
with a fluid with high water content would be the formation of carbonic acid. Curiously, no mention

of the acidity of the solution was made by Samedova et al.



A pilot plant for this process was constructed, and Samedova et al. (2011) claim that the technical-
economical calculations for this new dehydration and desalinisation process reveal a substantially
lower energy expenditure. This would equate to lowered operational costs for a refinery using this

process.

1.1.5. OIL SANDS
The unconventional crude oil that can be obtained from oil sands is of a low-grade and requires
significant upgrading before it can be used in conventional petroleum applications (Brough et al.,
2010). Oil sands contain a mixture of sand and clay with water and bitumen. There are substantial
variances in the physical and chemical properties of the bitumen with location (Subramanian and
Hanson, 1998). For oil sands processing, there have been two fields in which the use of SCFs has been
investigated. The first area is the separation of the bitumen from the sand, clay and water as was
investigated by numerous authors, such as Subramanian and Hanson (1998), Kotlyar et al. (1990) and
Hartzell and Guigard (2012). The second area of interest is the use of SCFs in the upgrading of the

bitumen into lower molecular weight hydrocarbons, as investigated by Brough et al. (2010).

1.1.5.1.  CURRENT TECHNIQUES
Some of the processes that are currently used for the extraction of the bitumen from oil sands are
damaging to the environment, and improved techniques must be developed, to reduce the impact of
petroleum extraction on the environment. An example of one of the current, environmentally
damaging, separation techniques is the method used to extract the bitumen from the Athabasca oil
sands in Northern Alberta, Canada (Hartzell and Guigard, 2012). This technique comprises treating
the oil sands with a ‘hot water extraction process’, which uses large volumes of hot water to separate
the bitumen from the sands (Government of Alberta, 2014). Unfortunately, in this process, not all of
the water can be recycled due to economic restraints. Another example is the extraction of bitumen
from Utah oil sands, also using a hot water process (Miller and Misra, 1982). There are a number of
differences between these two processes, due to the different oil sand properties. However, both of
these processes have high water consumption rates, as well as high operational temperatures in
common (Subramanian and Hanson, 1998). In both processes, the spent oil sands and water are sent

as slurry to large, environmentally hazardous, tailings dams.

SCFs have also been used to extract the bitumen from the oil sands in a manner similar to the method
of extracting hydrocarbons from oil sludge. The main solvents that have been investigated are pure
carbon dioxide, carbon dioxide with a co-solvent (Hartzell and Guigard, 2012), ethane (Rose et al.,

2000) and propane (Subramanian and Hanson, 1998). Some of the advantages of using a supercritical

10



solvent to separate the bitumen from the oil sands are the ability to recycle and reuse a much greater
percentage of the solvent, the reduction in the temperature of the process, and the improved yield
and quality of the bitumen (Hartzell and Guigard, 2012). These advantages could lead to a reduction
in the environmental impact of the process, as well as improving the economics of the process. The
biggest problem with the solvents that have been investigated thus far are their low polarities, which

results in low solubilities, and therefore high solvent to feed ratio requirements.

1.2. SUPERCRITICAL FLUIDS: AN ADVANTAGE

As seen with some of the examples from the petroleum industry, SCFs offer an alternative to
conventional solvents. According to Erkey (2000), the disadvantages of the commonly used industrial

solvents include:

e High viscosities,

e Specific gravities of close to unity, making the separation of the product from the solvents
more complex,

e The solvents that are used are often surface active agents (surfactants) and therefore form
emulsions,

e The amount of solvent that must be used must be of a substantially greater volume than the
volume of the product, thus requiring large amounts of solvent, and

e There is often residual contamination of the products and by-products with the solvent.

The difficulties with the high viscosities, the specific gravities of close to one, and the amount of
solvent required, can most often be overcome by using diluents. The use of diluents does not,
however, prevent the residual contamination of the products with the organic solvent (Erkey, 2000;

Perrut, 2000).

With SCF processes, the solvents are generally gases at lower pressures (Adrian et al., 1997). This
gives SCF processes an advantage in solvent recovery, and inhibits residual solvent contamination of
the products. A reduction in the pressure of the extract stream causes the solvent to leave the
supercritical state, in turn causing a substantial decrease in the mutual solubilities of the product in
the solvent and the solvent in the product (Palmer and Ting, 1995). The amount of residual solvent
remaining in the product is substantially less than when a liquid solvent is utilised, and the solvent

recovery is correspondingly increased (Jonas and Lamb, 1987).

Rizvi et al. (1986) list some of the important characteristics of SCFs which make them useful for

industrial processes. These were said to include, “their high densities, low viscosities and diffusivities
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that are intermediate between gases and liquids”. The densities of SCFs are of the same magnitude
as liquid densities. This leads to enhanced solubilities of the solutes in the SCFs in comparison to

conventional solvents (Jonas and Lamb, 1987).

Sheng et al. (1992) listed some of the factors that should be considered in the selection of a SCF solvent
as:

e The cost and availability of the solvent,

e The operational pressures required,

e The toxicity of the solvent, and

e The flammability of the solvent.

The major disadvantage in the use of SCFs are the high pressures that are required to achieve the
supercritical state. These high pressures are often a deterrent from using SCFs in industry. This is due
to the high costs for the construction of process equipment capable of withstanding these pressures,
and the safety concerns that accompany the high pressure operations. Chordia (2008) reasoned that,
in order for SCFs to become accepted in mainstream chemical processing, they need to be applied in
high-volume, low capital cost technologies. This was disputed by Teja and Eckert (2000), who instead
suggested that the niche markets in which SCFs have a foothold could become substantially more

common in the future, thereby increasing the contribution of SCFs to industry.

1.3. INDUSTRIAL APPLICATIONS OF SUPERCRITICAL FLUIDS

Although solvent extraction is by far the most common application of SCFs, there are a large number
of alternative processes in which they offer improvements over conventional processes. Some
advantages of using SCFs are due to the comparatively high diffusivities and densities that are
obtainable. Other advantages are linked to the large variations in the fluid properties that are
achievable with only small changes in the process conditions close to the critical point. Additionally,
supercritical processes are often viewed as belonging to the field of ‘green chemistry’ (Poliakoff et al.,

1999), which makes them popular in the so-called ‘green’ industries.

Green chemistry was defined by Anastas and Warner (1998) as the development of novel processes
that produce similar volumes of chemical products, but use and generate less hazardous substances,
than the original process. Most of the research into SCF processes could therefore be classified as
‘green chemistry’, as the aim is to replace conventional solvents with SCFs, which are generally less

hazardous and generate less waste products.
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Desimone and Tumas (2003) identified carbon dioxide as one of the principal solvents with which
green chemistry can be achieved. Since the early 1980’s, carbon dioxide has become the ‘ultimate
solvent’ for supercritical processes, mainly because it satisfies all of the desired criteria for a
supercritical solvent (Sheng et al., 1992). There has therefore been little impetus for research into
other gases for use as supercritical solvents. However, over the last few decades, it has been
advocated that the increased release of “greenhouse gases” such as carbon dioxide, methane and
other refrigerants, into the atmosphere are responsible for climate change (Osman et al., 2012). The
greenhouse effect theory has meant that the opinion of SCF processes, especially those using solvents
with high greenhouse warming potentials (GWPs), such as carbon dioxide have become tarnished.
These SCF processes now require additional solvent capture after the extraction processes, to prevent

the emission of so-called ‘greenhouse gases’.

Some applications of SCFs, alternative to extraction, are given below in Table 1.5. It is believed that
there is further scope, even within these applications, for different supercritical solvents that exhibit

affinities for solutes that differ from those exhibited by CO..

Table 1.5. Applications of SCFs in industry

Application Description
Analytical SCFs are used in a number of analytical applications (Saito, 2013). The most common of
applications

these applications is supercritical fluid chromatography (SCFC). It is seen in some cases to
be an extension of high pressure liquid chromatography (HPLC). Advantages of SCFC
include the abilities to separate chiral components and the high throughput capabilities
(Taylor, 2009). However, SCFC with non-polar CO2 as the principle solvent does not

provide a good separation of polar compounds.

Dry cleaning SCFs have been used to dry clean a number of different items. An interesting application
of SCF dry cleaning is its use to clean antique textiles without causing damage to the fibres

(Sousa et al., 2007).

Extraction The most common application of SCFs in industry is for extraction processes. The SCFs are
used as replacements for conventional liquid solvents. Extraction processes could take
the form of a single stage extraction or a multiple stage fractionation.

Painting and SCFs have been used to reduce the viscosity of thick liquid coatings. The solution can then

dyeing sprayed on a surface with ease, achieving a good, even distribution of the coating (Hoy,

1991). SCFs have also been used as a solvent for dyeing fabrics, improving the efficiency

of the process, and reducing the amount of waste that is produced.
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Application

Description

Particle
production

Polymer
manufacture

Preservative
Infusion

Reaction
Medium

SCFs have been used to form particles with very particular and uniform properties, as well
as to produce particles that are free from any residual solvent (Tom and Debenedetti,
1991). There are a number of different techniques that are used to form the particles.
The technique that is used depends on the properties of the substrate and the desired

properties of the particles.

Similarly to the use of SCFs in particle production, they can also be used for polymer
manufacture to produce polymers with altered properties or structures (Teja and Eckert,
2000). The polymers that are formed with SCFs as the solvent have very narrow molecular
weight distributions, and therefore, high degrees of polymerisation are possible. A special
capability when using SCF solvents is the production of co-polymers containing two

polymers that are mutually insoluble in conventional solvents.

SCFs can be used to infuse pesticides, biocides and preservatives into the structure of
wood (Acda et al., 1996). The infusion of these chemicals into the wood protects the wood
from any internal damage, which is not possible when the chemicals are applied only to

the surface.

A new application of SCFs is their use as a reaction medium (Machida et al., 2011). The
reactions are performed in the SCFs, which have far higher mass transfer rates and
molecular densities than conventional solvents. Thus, the reaction rates, the selectivity
and the yield are all improved. The separation of the products from the solvent is also

simplified with SCFs.

A more detailed discussion of these applications is presented in Appendix A.3.

1.4. SUPERCRITICAL FLUID EXTRACTION

In solvent extraction, a liquid solvent is contacted with the solid or liquid from which some of the

components are to be obtained. These components are soluble in the liquid and therefore dissolve

and can be recovered from the solvent. With SCFE processes, the liquid solvent is replaced with a

fluid, which, at the high pressures at which the plant is operated, is in its supercritical state.

The majority of industrial SCFE processes are involved in the extraction and purification of

nutraceuticals, food supplements and active pharmaceutical ingredients from solid raw materials

(Sihvonen et al., 1999; Teja and Eckert, 2000). Palmer and Ting (1995) provided a comprehensive

update on this industry up until 1995. Other reviews of SCFs were performed by Rozzi and Singh

(2002), and by King (2014). Many of the applications for the food industry were developed as a
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response to pressure applied by government regulations and consumer demands, encouraging the
replacement of organic solvents with more benign alternatives (Teja and Eckert, 2000). Carbon
dioxide is by far the most prevalent solvent used in the current applications, and will likely remain as
such for the foreseeable future, as consumers will have no reservations about consuming a product
that could contain residual quantities of carbon dioxide (Teja and Eckert, 2000). There would,
however, remain many reservations if the solvent was a more ‘exotic’ gas, such as a hydrocarbon or a
fluorinated hydrocarbon refrigerant. For this reason, the investigation was limited to processes in

which the products would not be used for human consumption.

SCFE uses the solubilities of various solutes in the SCF, at specified temperatures and pressures, to
remove them from their original solution. The two applications of SCFE are the production of a
product containing chosen solutes from a mixture which also contains insoluble components, or the
separation of solutes based upon their different solubilities in the SCF. The first application is by far
the most common, and is considered the principal application of SCFs within industry. The second
application, known as supercritical fluid fractionation (SCFF), remains a relatively obscured technique,
with little industrial penetration. Examples of research into SCFF include the proposal of Espinosa et
al. (2002) for the separation of fish oil fatty acid ethyl esters by SCFF, and the SCFF scheme of Crause

and Nieuwoudt (2003) for the separation of heavy paraffin waxes.

One of the major advantages of SCFE is the ability to operate at temperatures close to ambient
temperature. These temperatures mean that SCFs are attractive for use with heat sensitive systems
(Nieuwoudt, 1996; Wypych, 2001). There is also a substantial saving in utility heating costs that can
be achieved if operating a process at near ambient temperatures as opposed to the elevated
temperatures often used in conventional processes. These reduced energy costs for heating are one

of the factors that make SCFs economically viable.

1.5. SCFE IN THE PETROLEUM INDUSTRY

The petroleum industry is well versed in the construction, operation and maintenance of high pressure
equipment. The high pressure requirements for SCFE cannot therefore be seen as a deterrent for the
petroleum industry. A lack of understanding of the properties and fundamentals of SCFs, and how
they behave in separation processes, is likely the major reason behind them not being used commonly

in the petroleum industry.

There are a large number of possibilities for using SCFE in the petroleum industry, with most of the
processes discussed in Section 1.1 being likely candidates for improvement by using SCFE. SCFE has

an advantage over other solvent extraction techniques in that the solvent recovery can be achieved
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simply by altering the process conditions. With liquid solvents, the usual practice is to blend the
extract stream (both the solvent and the solutes) with the feed to a given fractionation column
(Biceroglu, 1994; Trowbridge and Holcombe, 1995). This increased feed to the fractionation column
reduces the volumes of fresh feed that can be processed, or alternatively, a column with a larger
diameter is required. The larger throughput in such a column would also require increased utility

useage and thus increased processing costs.

The solubilities of various components in SCFs are highly sensitive to the temperature and pressure at
which the extraction is being performed (Palmer and Ting, 1995). This is useful for obtaining very
specific splits of products. It also raises the possibility of producing multiple products of different
compositions from a single extract. In cases such as the treatment of contaminated soils, where it is
desired to treat a component such that it can be returned to the environment, the extremely low

residuals remaining after SCFE provide a huge advantage over conventional liquid solvent extraction.
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2. SUPERCRITICAL FLUIDS

The thermodynamic critical point for a pure component is the combination of pressure and
temperature at which the separation between the vapour and the liquid phases suddenly ceases to
exist. Figure 2.1 gives the P-V-T diagram of a pure substance, extracted from the work of Brignole and
Pereda (2013). On the P-T plane projection given in this figure, it can clearly be observed that for a
given pure component, any combination of temperature and pressure above the critical point will

generate only a single fluid phase, termed a ‘supercritical fluid’.

Figure 2.1. P-V-T diagram of a pure substance and its projection on the P-T and P-V planes (Brignole and

Pereda, 2013)

Supercritical fluids display some properties that are usually attributed only to gases, in that they have
no phase boundaries, and therefore have no surface tension, and yet have densities that are closer to

the densities of liquids than those of vapours (Berche et al., 2009).

2.1. HISTORY

Supercritical fluids were first discovered by Cagniard de la Tour in 1822 by the heating of a sealed glass
tube, filled with ethanol under pressure (Cagniard de la Tour, 1822). Cagniard de la Tour found that,
at first, the liquid expanded, and thereafter, at a certain temperature, the demarcation between the
liqguid and vapour phases simply disappeared. Upon cooling of the tube, first a cloudiness (critical

opalescence) appeared and thereafter the liquid meniscus re-appeared.
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Andrews (1869) investigated the pressure-volume relationship of the ‘vapour-liquid co-existence line’
using carbonic acid. It was found that, upon increasing the pressure to partially liquefy the carbonic
acid, and thereafter, heating it, “the surface demarcation between the liquid and the gas became
fainter, lost its meniscus and thereafter disappeared entirely”. The temperature and pressure at this
point was named the ‘critical point’. Andrews noted that if the pressure or the temperature were to
be suddenly decreased, the fluid that formed demonstrated a phenomenon of moving and flickering
bands and lines (striate). An interesting observation that was made by Andrews was that it was
possible to take a fluid from its vapour state to its liquid state without any ‘breaches of continuity’,

simply by manipulation of the temperature and the pressure.

The discovery of a ‘fourth phase of matter’ was considered, at the time, to be a phenomenon peculiar
to the substances involved. However, Curie (1891) showed that the concept was in actual fact a
universal phenomenon while investigating the demagnetisation effect on ferromagnetic materials at

temperatures above the critical temperature.

Hannay and Hogarth (1879) expanded upon the investigation of Andrews (1869), by examining the
solvent properties of SCFs for non-volatile solids. The solubilities of a number of solids in a
supercritical solvent were compared to the solubilities in the same solvent in its liquid and vapour
states. Hannay and Hogarth showed that the presence of a solid in the solution altered the critical

pressure and temperature of the solution.

After the initial discovery of supercritical fluids, little interest was shown in using SCF for industrial
applications (Schwarz, 2001). Other than the research conducted by Todd and Elgin (1955), into the
solubilities of solids in supercritical ethylene, little research was conducted with regards to SCFs until
the 1970’s. A notable process developed in the 1970’s by the Kerr-McGee Corporation was the
“Residual Oil Supercritical Extraction” (ROSE) process of Gearhart and Garwin (1976). Authors such as
Zosel (1978), Hubert and Vitzthum (1978), Schneider (1978) and Peter and Brunner (1978) then began

to recognise the advantages that were posed by using supercritical carbon dioxide as a solvent.

In 1981, Worthy published a paper where SCF solvents were suggested as useful for effecting
separations within the chemical processing industry (Worthy, 1981). Shortly thereafter, research into
supercritical fluids began to gain traction with Bott (1980), Brunner and Peter (1981), Brogle (1982)
and Randall (1982) all publishing papers relating to supercritical fluid extraction with carbon dioxide.
During the 1980s, the majority of research into supercritical fluids related to the extraction of natural
products, and was conducted in Germany. At the time, there was very little competition from

elsewhere (Perrut, 2000).
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Despite the research that was gaining traction in Germany, Basta and McQueen (1985) questioned
four years later why there had still been no major new industrial applications of supercritical fluids.
One of their hypotheses was that one of the major deterrents for industry in adopting supercritical

processes was the unfamiliarity with the design and operation of high pressure equipment.

Most SCF research branched into two streams after the early discoveries. These two fields were the
phase behaviour of a fluid in and around its supercritical state and the industrial applications of SCFs
(Squires and Paulaitis, 1987). These two fields were not merged up until the 1980s, when researchers
began to utilise phase behaviour measurements to predict the separation efficiencies of SCFE. This
merging of the two fields has led to SCF research becoming a more conventional branch of chemistry

research.

From the late 1980’s and forward, a substantial amount of research was conducted into SCFE,
beginning with authors such as McHugh and Krukonis (1986), Charpentier and Sevenants (1988) and
Lira (1988). As more and more systems are investigated, the complexity of the systems under
investigation has also increased (Johnston et al., 1989). Additional applications of SCFs, apart from

SCFE have been developed as the properties and behaviour of SCFs have become better understood.

2.2. THERMODYNAMIC BEHAVIOUR

To understand the solubilities of solutes in different supercritical solvents, the behaviour of the
solvent-solute binary system around the critical region needs to be understood (Knox, 2005). van
Konynenburg and Scott (1980) utilised the van der Waals Equation of State (vdW EOS) to predict the
phase diagrams for a wide range of binary mixtures. They determined the binary critical locus in the

pressure-temperature-composition space by solving exactly a series of equations.

The various types of loci that were obtained, yielded a number of possible phase diagrams, which van
Konynenburg and Scott classified according to their characteristic projections onto the P-T plane. This
gave rise to the van Konynenburg and Scott (VKS) classification system. The projections of the loci
yielded a number of interesting phenomena, such as lower and upper critical solution temperatures,

lower and upper critical end points (LCEPs/UCEPs) and tri-critical points.

A lower critical solution temperature (LCST) occurs when a homogeneous phase separates into two
distinct phases upon an increase in the temperature of the solution. The LCST is the minimum
temperature on the isobaric co-existence curve. An upper critical solution temperature (UCST) occurs
when two phases become a single phase solution with an increase in the temperature. The maximum
temperature along the isobaric co-existence curve is the UCST. Systems with large positive molar
excess enthalpies are most likely to exhibit UCSTs, whereas systems with negative excess enthalpies

and large positive excess Gibbs free energies are most likely to exhibit LCSTs.
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In a binary system, the critical end points occur at the intersection of a VLLE line and a critical locus
curve (O'Connell and Haile, 2005). The critical locus curve could contain loci of liquid-liquid critical
points or of vapour-liquid critical points. In the case of the occurrence of a liquid-liquid critical locus
curve, the vapour phase and one liquid phase from the three phase solution become homogeneous,
whereas in the case of the occurrence of a vapour-liquid critical locus curve, the two liquid phases in
the heterogeneous solution become homogeneous or miscible. The UCEP occurs at a maximum
temperature on the VLLE line, whereas a LCEP occurs at a minimum temperature on the VLLE line.
Tricritical points are those points at which three coexisting phases become identical (Widom, 1973;

Griffiths, 1974)

The system classifications that were proposed by van Konynenburg and Scott (1980) are divided into
three distinct classes. The first class of systems exhibit a continuous critical locus, which joins the two
pure component critical points. In the second class of systems, which are usually binary systems
containing two components with very different critical temperatures, there is no continuous line
joining the individual pure component critical points in the P-T-x space. As well as this discontinuity
in the critical locus curve of class Il systems, these systems could also exhibit LCSTs, which are caused
by strong interactions between the two components. These theoretical LCSTs are often found at
temperatures lower than the melting temperature of the solution (Heidemann and Khalil, 1980),

meaning that these systems are difficult to distinguish from one another.

The VKS classifications of phase diagrams for binary systems with equal sized molecules are given in
Table 2.1 and Table 2.2. Table 2.1 describes the class 1 types of phase diagrams and Table 2.2

describes the class 2 types of phase diagrams.

Table 2.1. VKS class 1 classification of van Konynenburg and Scott (1980) for binary systems consisting of

equally sized molecules.

Type VKS Description Explanation

| One critical line: C1 to C2  The simplest possible phase behaviour. The critical locus curve occurs

(g=1) between the critical points of the individual pure components.

I Two critical lines: C1to C2  This phase diagram consists of a gas-liquid critical locus between the
(g=1); Cmto UCEP [g + (1 pure component critical points, and a second critical line; the locus
=h)] describing the UCSTs, starting at a fictitious ‘critical point at infinite

pressure’, and ending at an upper critical end point (UCEP). This is the

upper temperature limit of the three phase equilibrium region.
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Table 2.2: VKS class 2 classification of van Konynenburg and Scott (1980) for binary systems consisting of

equally sized molecules

Type VKS Description Explanation
11 Two critical lines: C1to  Two critical locus curves are present in this type of system. The first
UCEP [l1 + (g = I2)]; Cm curve moves from the critical point of the first component to a gas-
toC2[(I=1)to (g=1)]. liqguid UCEP. The second curve occurs between the critical point of the
Three phase line: second component and a critical point at infinite pressure. This locus
(P, 7)=(0,0) to UCEP curve transitions from a liquid-liquid critical loci to a gas-liquid critical
loci along its length. A three phase line runs froma UCEPtoP=0,T=0
between the pure component vapour pressure curves.
IIkHA  Three phase line: (P,T)  The three phase line runs from a UCEP to a point at (P, T=0 MPa, 0 K)

=(0,0) to UCEP does at lower temperatures than the one component vapour pressure

not lie between the curves, producing ‘heteroazeotropic’ behaviour.

pure component

vapour pressure

curves.

v Three critical lines: C1 For this type of system, the first critical locus curve (gas-liquid) moves
to UCEP [l1 + (g = I2)]; from the critical point of component one to the UCEP. The second
LCEPto C2 [(I=1)to(g= (liquid-liquid) curve moves from the UCEP to a critical locus at infinite
1)]; Cmto UCEP [g+ (l1= pressure. The third critical locus curve travels from the critical point of
12)] the second component to a LCEP. This curve changes from gas-liquid

critical loci to liquid-liquid critical loci along its length.

\Y Two critical lines: C1to  The lack of the low temperature UCST (Cm to UCEP) is the only

UCEP [l1 + (g = I2)];
LCEPto G2 [(I=1)to (g =
]

difference between type IV and type V phase diagrams. It is often
difficult to distinguish between type IV and type V diagrams because
the UCST critical line could be hidden below the melting point of the

solution.

In addition to these classes, type I, Il and V systems also have subclasses, denoted I-A, 1I-A and V-A in

which azeotropic behaviour is observed at sub-critical conditions. The type | azeotropes are negative,

whereas the type II-A and V-A azeotropes are positive. With a negative azeotrope, at a fixed pressure,

the boiling temperature of the azeotrope is greater than the boiling temperatures of the individual

components. With a positive azeotrope, the opposite is true.

The graphical explanation of these types of systems is provided in the form of several global phase

behaviour plots on the P-T plane in Figure 2.2 from the work of Martinez (2007).
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Figure 2.2. P-T planes of the global phase behaviour diagrams for the VKS classification system (Martinez,

2007)

van Konynenburg and Scott (1980) also predicted the phase behaviour of binary mixtures containing
molecules of unequal sizes, but they found that the phase diagrams that were developed did not differ
substantially from those identified using equal sized molecules. The unequally sized molecules did
however mean that the azeotropic composition became a function of both the temperature and the

pressure. There were also a number of cases in which double azeotropes were predicted.

Three important and occasionally useful phenomena that occur with supercritical fluids are critical

opalescence, retrograde condensation and the ‘cross-over’ effect.

2.2.1. CRITICAL OPALESCENCE

Critical opalescence is a light scattering phenomenon that occurs universally at the critical point of a
fluid (pure or multi-component). This causes the fluid to appear opaque, often with striae moving
through the fluid, caused by the large fluctuations in the properties of the fluid in the approach to the
critical point (Gopal, 2000). The occurrence of critical opalescence allows easier observation of the
critical point. A more detailed explanation of the critical opalescence phenomenon was given by Gopal

(2000).
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2.2.2. RETROGRADE CONDENSATION

Retrograde condensation occurs at temperatures and pressures close to the critical region (Palmer
and Ting, 1995), and is the formation of a liquid phase upon a decrease in pressure while the
temperature remains constant (Park et al.,, 1987). W.ith retrograde condensation, at a given
temperature (always greater than the critical solution temperature), an increase in pressure results in
a decrease in the solubility of the solute in the supercritical fluid. This can be observed in Figure 2.3,

which is reproduced from the work of Park et al. (1987).

Figure 2.3: (A) The pressure-temperature plot and (B) the corresponding pressure-composition plot for a fluid

exhibiting retrograde condensation. This figure is reproduced from the work of Park et al. (1987).
2.2.3. THE CROSS-OVER EFFECT

The ‘cross-over’ effect is a phenomenon in which, for the simplified case of a binary mixture, one
solute will have a higher solubility in the supercritical fluid at all pressures up to a certain point, after
which the solubility of the second solute becomes greater than that of the first (Park et al., 1987). This
‘cross-over’ effect is extremely useful, as it means that a process can be designed which would require

only small pressure swings in order to obtain completely different separations.

2.3. DENSITY AND TRANSPORT PROPERTIES

The solubility of a component in a supercritical solvent has a complex dependency upon the

temperature, pressure and density of the fluid (Haghbakhsh et al., 2013). Investigations into the
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variations in the density of a SCF as a function of the temperature and pressure can provide insight
into the conditions required to achieve the desired solubilities (Chrastil, 1982). The subcritical and
supercritical densities, of both the pure component, and of the mixture, are therefore important.
Generally, the solubility of a compound in a SCF increases as the density of the fluid increases. The
subcritical densities can be predicted fairly accurately by thermodynamic models, but for supercritical
densities, the current models are empirical, and rely on being tuned using experimental data. These
correlations include those of Chrastil (1982), Guigard and Stiver (1998) and Hernandez et al. (2011),

to name a few.

The transport properties of the SCFs are of importance in the design of a SCF process (Lavanchy et al.,
2006). As well as being useful in the design of the pumping and piping requirements of a plant, these
properties also play an integral role in the dynamics behind any extraction or reaction that occurs.
Utilising the equilibrium conditions of the process makes the assumption that equilibrium is attained
immediately. In almost all cases, however, there is a period of time required for the equilibrium
conditions to be attained. Transport properties, such as the diffusivities, viscosities and surface
tensions of the mixtures are thus of importance, as they affect the speed at which equilibrium is

attained. Many of the transport properties are also interdependent.

The viscosity of a fluid is a measure of the extent to which energy is lost by the fluid when it is forced
to flow, and is strongly dependent upon the temperature (Stephan and Lucas, 1979). This
temperature dependency is, however, influenced by the density of the fluid (Zabaloy et al., 2005).
According to Zabaloy et al., the viscosity of a fluid at high densities will decrease as temperature
increases, whereas the viscosity of a fluid at a low density will increase as temperature increases. At
intermediate densities, there is the possibility for local extrema in viscosity to occur. Upon heating of
a sample of a liquid, the viscosity of the liquid will decrease rapidly as the critical temperature is
approached. Once the sample becomes a SCF, changes in the viscosity with changes in temperature
are very small, when compared to those occurring in the liquid phase. These variations can be
observed in Figure 2.4 from the work of Chen et al. (2014). In this plot, the temperature and pressure
dependency of the dynamic viscosity can be observed. A 2.5 MPa variance in the pressure of the fluid
near to the critical locus could cause the viscosity of the fluid to double. This phenomenon is useful

in tailoring the conditions for a specific SCF application.
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Figure 2.4. The temperature and pressure dependency of CO: viscosities at pressures of: —, 7.5 MPa; ——, 8.0

MPa; - -+, 9.0 MPa; —- — - — , 10 MPa. This plot was extracted from the work of Chen et al. (2014).

Although from Figure 2.4, it appears as if the viscosity of the supercritical fluid remains fairly constant
with variations of temperature and pressure, Figure 2.5, obtained from the work of Zabaloy et al.
(2005) proves otherwise. This plot demonstrates that the viscosity of CO, continues to decrease as
the temperature is increased. At the same time, however, increases in the pressure at isothermal

conditions can cause the viscosity to increase.
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Figure 2.5. Viscosity-pressure plot for COz at temperatures of between (310 and 900) K, as reported by Zabaloy
et al. (2005). Experimental data (0, o, A) was from the study of Stephan and Lucas (1979), with the fitted

curves calculated using the correlation of Zabaloy et al.
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2.4. SOLVENTS

A number of considerations must be made when selecting a supercritical solvent system. These
include safety and operational considerations. Additionally, solvent selection must be based upon the

supercritical properties of the solvent and its ability to perform the required separation.

2.4.1. SOLVENT SELECTION

An imperative for a SCF solvent is that its critical temperature be in close proximity to room
temperature. Without this, any SCF process would require additional heating, which would impact on
the economic viability of the process. The operational temperatures therefore drastically reduce the
number of solvents that can be utilised, as there are only a handful of compounds that fulfil the
requirement. Some of the more likely candidates as SCF solvents are low molecular weight
hydrocarbons, such as ethane. Freons were also suggested by Hawthorne et al. (1992) as alternative

fluids for SCFE, as some Freons exhibit most of the properties desired for SCF solvents.

2.4.2. POLAR SOLVENTS

Wirths and Schneider (1985) investigated the effect that polarity had on the critical phase behaviour
by observing the critical behaviour of a number of hydrocarbons in CF4 (a non-polar compound) and
CHFs (a highly polar solvent with a dipole of u = 1.65 D). Their investigation provided data points at

fixed compositions (isopleths), with varied pressures and temperatures.

Wirths and Schneider discovered that CHFs in binary mixtures with straight chained alkanes behaved
differently to CF, systems with the same straight chained hydrocarbons. In contrast, the phase
behaviour of CHF3, and CF,4 in binary mixtures with decalin, squalane and tetralin had many similarities.
The systems containing CF4 exhibited higher mutual solubilities with shorter chained n-alkanes, but,
as the n-alkane chain length increased, the solubility of n-alkanes in CHF; became greater than the
solubility in CF4. These two observations were explained by Wirths and Schneider as being due to the
poor miscibility between fluorocarbons and hydrocarbons, the temperature dependence of CHF; self-
association, and the occurrence of dipole or induced dipole interactions between CHF3 and segments
of the n-alkane chains. The similarity between the phase behaviour of the systems containing either
of the two solvents with the cyclic hydrocarbons, in comparison to the straight chained alkanes is
possibly due to the inability of CHF; to induce a dipole moment within the cyclic hydrocarbons, thereby

giving them similar interactions as with the non-polar CF,.
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2.4.3. CO-SOLVENTS
As an alternative to the replacement of the entire solvent system, many processes have overcome low

solvent polarities by the addition of a polar co-solvent to the solvent.

Kurnik and Reid (1982) were some of the first authors to investigate the use of co-solvents, in a study
into the solubility of synthetic mixtures of solids in supercritical CO,. They found that the solubility of
some of the solids was enhanced by up to 300% when in a multicomponent solute system, as
compared to the solubility of the solute in the pure solvent without additional components present.
This was attributed to the co-solvent effect. Brunner (1983) also found that the solvent power and

the solubility were improved upon addition of a co-solvent or ‘entrainer’.

Dobbs et al. (1986) measured the solubility of a number of solids in supercritical CO,, with the addition
of liquid alkane co-solvents. They discovered that the solubility of the solids in the solvent mixture
was significantly increased, even with the addition of only small amounts of co-solvents. It was
postulated that this phenomenon was due to the fact that supercritical CO is less polarisable than all
of the hydrocarbons other than methane, and therefore the addition of the co-solvents enhanced the

‘polarisability’ of the solvents.

The addition of the co-solvents was found to further enhance the solubility with an increased chain
length of the co-solvent. It was theorised that this enhanced solubility was due to the attractive forces,
caused by the improved ‘polarisability’, outweighing the increased repulsive forces related to the van

der Waals volume (Dobbs et al., 1986).

LiQuiD CO-SOLVENTS
The most common type of co-solvents that are used are polar organic liquids, such as short chain-
length alcohols. According to Kordikowski and Schneider (1993), when using liquid co-solvents, the

following criteria are necessary for co-solvency effects to occur.

e The components with low volatility (i.e. the solute and the co-solvent) must be chemically
different and should contain different functional groups.

o The differences between the critical pressures of the constituent binary systems must be small
for isothermal co-solvency effects.

e There must be no specific interactions such as hydrogen bonding between the components.

Scheidgen and Schneider (2000) provided a ternary isothermal phase prism for the CO, + 1-octanol +
hexadecane system at 313 K to depict the co-solvency effects. The phase prism for this system, as

reported by Scheidgen and Schneider (2000), is given in Figure 2.6.
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With this system, the two non-volatile components are chemically different, with one being an alcohol
and the other an n-alkane. The critical pressures of the binary border systems are fairly close (15.8
MPa against 16.4 MPa), and there is therefore a substantial co-solvency effect. The minimum critical
pressure of the ternary system is 10.4 MPa, 5.4 MPa less than the critical pressure of the CO; + 1-

octanol binary mixture.

Figure 2.6: Isothermal phase prism for the carbon dioxide + 1-octanol + hexadecane system at 313 K. This

figure was reproduced from the work of Scheidgen and Schneider (2000).

Co-solvency effects can result in complex systems in which closed, homogeneous regions (miscible
regions) are completely surrounded by heterogeneous regions (immiscible regions) on an isobaric
diagram. According to Pohler et al. (1996) and Kordikowski and Schneider (1993), the largest
miscibility windows occur when the shapes of the critical locus curves of each of the binary border

systems are similar.

SUPERCRITICAL CO-SOLVENTS

Rather than the use of a liquid co-solvent, there is also a possibility to use a gaseous co-solvent. An
example is an azeotropic mixture of CO, and a refrigerant. The addition of a polar refrigerant as a co-
solvent could possibly improve the efficiency of the separation, while at the same time; lower the
pressure at which the separation must be performed. The addition of azeotrope forming co-solvents
to the CO; could result in a solvent that is ‘green’ and is easy to recover (Beckman, 2004). At present,

not much investigative work has been conducted into this type of co-solvent. There have been,
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however, a number of phase equilibrium measurements conducted for binary CO; and refrigerant
systems (Roth et al., 1992; Shiflett and Sandier, 1998; Valtz et al., 2007; Nasrifar et al., 2008), although

most of these measurements were undertaken in attempts to discover improved refrigerants.

2.5. SuB-CRITICAL THERMODYNAMIC MODELLING

Sub-critical modelling is a relatively mature field, with a large number of reviews and summaries
having been conducted over the years. A number of highly detailed reviews of chemical
thermodynamics, have been conducted by authors including Walas (1985), Raal and Mihlbauer (1998)

and Prausnitz et al. (1999).

2.5.1. MODELLING METHOD

There are a number of approaches to the modelling of sub-critical systems. The simplest model for
describing the sub-critical behaviour of a system is Raoult’s law (equation 2.1.), as given by Smith et
al. (2005). Raoult’s law does not allow for any ‘non-idealities’ within the system, and therefore can
only be applied with a measure of success to systems at low pressure and with highly similar
components. Examples of such systems include those containing isomers or adjacent members of a

homologous series.

yiP = x;P} 21

If the assumption that the liquid phase is an ideal solution is abandoned, and an activity coefficient
term (y;) is included in the model, to describe the liquid phase ‘non-idealities’, the modified Raoult’s
law is produced (equation 2.2). This liquid phase activity coefficient is evaluated from excess Gibbs’

energy (GF) expressions.

yiP = Xi]/ipio 2.2

The modified Raoult’s law still does not have the ability to account for vapour phase ‘non-idealities’,
and therefore also only applies to low pressure systems. A more generalised model for vapour-liquid
equilibria would also require a term to account for the vapour phase ‘non-ideality’. If the vapour-

phase fugacity coefficient (¢)) is utilised, then the gamma-phi (y-¢) model is developed (equation 2.3).

yidiP = xy;P? 2.3

An alternative approach to the gamma-phi method is to introduce the fugacity coefficient to describe
the non-idealities of both the vapour (¢*) and liquid phases (¢/). For this method, termed the phi-phi

(d-d) approach, the fugacity coefficients for both phases are calculated using equations of state (EOS).
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For high pressure phase equilibria, either the gamma-phi or the phi-phi (equation 2.4) models can be

used to describe the systems.

yip? = xi9f 24

One difficulty of the gamma-phi method occurs when the system temperature is above the critical
temperature of at least one of the components (Smith et al., 2005). Since a fluid does not have a
vapour pressure when it is in its supercritical state, the fugacity of the pure liquid cannot be calculated,
since the fugacity is a function of the vapour pressure. This does not, however, prevent the fugacity
of a sub-critical mixture at temperatures and pressures above the critical points of the pure

component from being calculated.

2.5.2. EQUATIONS OF STATE
For this work, cubic EOS were utilised to evaluate the fugacity coefficients describing the vapour phase
non-ideality. Two of the more commonly used EOS are the Soave-Redlich-Kwong and the Peng-

Robinson EQS (Table 2.3).

SOAVE-REDLICH-KWONG (SRK) EOS
The Redlich-Kwong (RK) EOS (Redlich and Kwong, 1949) was a precursor to the SRK EOS (Soave, 1972),
but it could not always perform accurate vapour-liquid equilibrium calculations because the liquid

phase non-ideality could not be accurately calculated.

Soave (1972) modified the equation, improving the accuracy of the correlation of vapour-liquid
equilibrium (VLE) data for non-polar and slightly polar systems as well as the vapour pressure
calculation of hydrocarbons. A further modification of the temperature dependence of the attraction
term of the EOS (Soave et al., 1993) meant that the calculation of the vapour pressures for both polar

and non-polar solvents was also improved.

The SRK EOS still has a number of limitations, most notably, the inability to accurately predict the
specific volume of the liquid phase. The SRK EOS over predicts the specific volume of the liquid phase
by up to 27% in certain cases (Peng and Robinson, 1976). Another shortfall of the SRK EOS was the

decreased accuracy of the predictions at points close to the critical point.

PENG-ROBINSON (PR) EOS
Peng and Robinson (1976) proposed an alternative modification to the cubic EOS of van der Waal, in
an attempt to satisfactorily predict the liquid density and to improve the accuracy of predictions close

to the critical point.
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The PR EOS did not full address the issues of poor prediction of the liquid density, but it did allow a
good prediction of the VLE of hydrocarbon systems close to the critical point. A large number of
further short fallings of the SRK EQS and the PR EOS were discussed by both Abbott (1979) and by
Martin (1979).

Table 2.3. A summary of the SRK and the PR EOS.

Equation of state Mathematical form
Soave-Redlich-Kwong (SRK) _RT a(T) 2.5
~ (V-=b) VI +b)
Peng-Robinson (PR) p RT a(T) 2.6

T W=b) VWV+b)+b(V —b)

ALPHA FUNCTION

Several authors have suggested the alteration of the alpha function for the cubic EOS in attempts to
improve the accuracy of the correlation of phase equilibria data for mixtures (Twu et al., 1991). The
standard PR alpha functions are “adequate for hydrocarbons and other non-polar compounds”, but
lack accuracy for polar compounds (Aspen Technology, 2012). For any light gases at high temperatures

(T/T.>5), the standard alpha function also provides unrealistic results.

The reason for these unrealistic results is theorised to be due to the boundary conditions used for the
derivation of the function. The function was developed on the basis that attractions between
molecules become infinitesimal as temperature increases. The value for alpha would therefore
correspondingly trend towards zero as temperature was to increase. This assumption was corrected

by Boston and Mathias (1980) in their proposed alpha function.

Alpha functions that provide improved accuracies above the critical point are the Twu generalised
alpha function (Twu et al., 1991; 1992) and the Mathias-Copeman (MC) alpha function (Mathias and
Copeman, 1983). Other alpha functions, such as the Schwartzentruber-Renon-Watanasiri (SRW) alpha
function (Schwartzentruber et al., 1990) and the Boston-Mathias (BM) alpha function (Boston and
Mathias, 1980) are not capable of functioning above the critical points of the pure components, due

to their formulations.

Twu Generalised alpha function (Twu et al., 1991; 1992)

The Twu generalised alpha function is currently recognised as the best available alpha function (Aspen
Technology, 2012). It is a theoretically derived function. It behaves the best of the available alpha
functions at supercritical conditions when the system exhibits large acentric factors. There is,

however, no limit on the minimum value for the acentric factor, making this a versatile alpha function.

Mathias-Copeman alpha function (Mathias and Copeman, 1983)
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The Mathias-Copeman (MC) alpha function provides accurate correlations of the vapour pressure for
polar compounds. There are two forms of the MC alpha function, that for below the critical
temperature and that for above the critical temperature. For the use of the MC alpha function above
the critical point of one of the components, the second term and higher must be neglected by setting

them equal to zero.

Both the Twu alpha function and the Mathias-Copeman alpha function are described in Table 2.4. An
important note to make when using these generalised alpha functions capable of being applied to any

cubic EOS is that the regressed parameters will differ for different EOS with the same component.

Table 2.4. A summary of the alpha functions discussed in this study.

Alpha function Mathematical form

Twu generalised alpha function a(Try w;) = TrN(M—l)exp[L@ — T,M)] 2.7

where L, M and N are fitted parameters
P . 2
Mathias-Copeman alpha function ay(Trp ;) = [1 + (1 - \/K) + 11— \/K) 2.8

+15(1 - VT

where k,, k,, and k5 are fitted parameters

2.5.3. MIXTURES AND MIXING RULES

The original EOS were developed to describe the phase behaviour of single component systems
without needing any phase equilibrium data. As such, they require only the pure component critical
point (P, T) to enable them to describe the properties of a pure component. For multiple component

systems, the pure component parameters must be combined by using empirical mixing rules.

There have been many mixing rules that have been developed over the years, each with different
applications and peculiarities. Raal and Miihlbauer (1998) reviewed a number of the more common
mixing rules. All of the available mixing rules are empirical, as no theory has been developed to relate
the composition dependence of the parameters from EOS to the molecular interactions within a

system.

VAN DER WAALS MIXING RULES
The simplest of the mixing rules are the van der Waals (VDW) mixing rules (Smith et al., 2005). These
mixing rules use a quadratic equation to calculate am, and a linear equation to calculate bn,. For simple

binary systems, the geometric mean of the pure component parameters provides satisfactory results.
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SOAVE MIXING RULES
Soave (1972) made use of the van der Waals mixing rules, but rather than using a geometric mean

combining rule, defined a new combining rule.

WONG-SANDLER (WS) MIXING RULES

In their findings, referred to as the Michelsen-Kistenmacher Syndrome, Michelsen and Kistenmacher
(1990) pointed out a problems with regards to invariance and dilution effects, when the original VDW
mixing rules are applied to multi-component mixtures (Herndandez-Garduza et al., 2001). These

problems were also identified by Adachi and Sugie (1986) and Stryjek and Vera (1986).

To overcome the problem with most mixing rules that was highlighted by Michelsen and
Kistenmacher, Wong and Sandler (1992) made use of the excess Helmholtz free energy, rather than
the more conventionally used excess Gibbs’ energy. The excess Helmholtz free energy at infinite
pressure was equated to that calculated from an activity coefficient model. This ensured that the
model provided the correct low and high density limits, while remaining independent of the density.
An activity coefficient model is used within the mixing rules in order to describe the excess Helmholtz

free energy at infinite dilution. This improved the accuracy of the model in the dilute regions.

The binary interaction parameter, kj, for this mixing rule, must be obtained from the regression of

experimental VLE data.

2.5.4. LiQuUID PHASE NON-IDEALITY

The liquid phase ‘non-ideality’ is described by the activity coefficient in thermodynamic phase
equilibria calculations. The activity coefficient is most often determined from correlations for the
excess Gibbs’ energy. The excess Gibbs’ energy describes the deviation from ideal mixing behaviour
of the system, and is primarily a function of composition and system temperature (Oonk and Tamarit,

2005).

As with the EOS, there are a vast array of available correlations for calculating the excess Gibbs energy
of a system. These correlations can be divided into three classes; empirical models, local composition
models and group contribution models. The group contribution models are sometimes looked upon
as a subset of local composition models (Mollerup, 1981; Smith et al., 2005). Mollerup (1981) showed
that all of the local composition models developed up until 1981 could be derived from a local

composition version of the van der Waals EOS, simply by altering the assumptions that were made.

Empirical models for the excess Gibbs’ energy include the Margules equations, the van Laar equation
and the Redlich/Kister expansion (Redlich et al., 1952). These models have little to no theoretical

footing, and therefore are not often used, because of their poor ability to predict the behaviour of
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multicomponent systems (Smith et al., 2005). They are, however, substantially simpler than the local

composition or group composition models.

The local composition models attempt to account for any differences in the molecular sizes of the
different components, as well as any the intermolecular forces that occur (Wilson, 1964). The model
that was proposed by Wilson (1964) was one of the first of this series of activity coefficient models.
The local composition models have an advantage in their application to multi-component systems, as
no additional parameters are required for multi-component systems other than those required for

each of the constituent binary systems (Smith et al., 2005).

Other popular local composition models that have been developed include the Non-Random Two-
Liquid (NRTL) equation (Renon and Prausnitz, 1968) and the Universal Quasi-Chemical (UNIQUAC)
equation (Abrams and Prausnitz, 1975). Both of these equations are complex, with the UNIQUAC

equation being considerably more so.

WILSON MODEL

The Wilson equation was proposed by Wilson (1964) for the representation of the excess free energy
of mixing of a system. The Wilson activity coefficient model contains two parameters, Az, and Az,
which must be regressed from experimental phase equilibrium data. Interestingly, the Wilson

equation conforms to the Henry’s and Raoult’s laws at limits of x; = 0 and x; = 1 respectively.

NON-RANDOM Two-LiQuiD (NRTL) MODEL

The three adjustable parameters for the NRTL equation are a, by,, and b,;. The binary interaction
parameters, b, and b,,, are obtained by the regression of experimental data. Renon and Prausnitz
(1968) provided some guidelines for selecting values for a, which describes the randomness of the
mixture. Raal and Mihlbauer (1998) claimed that there was no conclusive evidence for the selection
of a value for a, and that it should rather also be fitted by the regression of experimental data.
Previous to this, Walas (1985) had suggested that, if an estimate of a had to be made, a value of 0.3
should be used for non-aqueous systems and a value of 0.4 be used for systems containing both

aqueous and organic components.

As is inferred by its name, the NRTL equation is able to predict immiscibility in the liquid phase, and
because it takes into account the sizes of the molecules, as well as the interaction between them, it is
capable of representing highly non-ideal systems. Walas (1985) also showed that the NRTL equation
can be used to represent systems for which the plot of the natural logarithm of the activity coefficients

against the liquid mole fraction has either a maximum or a minimum.
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UNIVERSAL QUASI-CHEMICAL (UNIQUAC) MODEL

The UNIQUAC model, developed by Abrams and Prausnitz (1975) uses a combination term, g€ and a
residual term, g%, in the calculation of the excess Gibbs energy of a system. The calculation of the
binary interaction parameters, tj, introduces a temperature dependency to the model. The binary
interaction parameters are not equal, and the parameters must be obtained by the regression of
binary experimental data. The calculations of the activity coefficients for a binary mixture with the

UNIQUAC model are substantially more complex that those of the Wilson and the NRTL models.

Anderson and Prausnitz (1978) modified the original UNIQUAC model for systems which contained
water or shorter chain length alcohols. This model is known as the modified UNIQUAC method. The
modification made use of optimised values for the relative molecular surface area, denoted g/, to

improve the agreement between experimental data and the fitted models.

2.5.5. REGRESSION ROUTINES

A number of different regression routines have been developed for the regression of the parameters
of thermodynamic models to VLE data. The regression routines include the objective functions that
are used, the algorithm used to minimise these objective functions, and the types of parameters that

are fitted.

OBJECTIVE FUNCTION

Many objective functions exist, but the choice of the objective function is based upon the data that is
being regressed. Aspen Plus V8.0 (Aspen Technology, 2012) provides several objective function
options, including maximum likelihood, ordinary least squares, Barker’s method and modified Barker’s
method objective functions. Other more specialised objective functions are also provided for, such as
those formed using activity coefficients or equilibrium constants. The objective functions that are of

interest for this study are listed in Table 2.5.

In this study, the modified Barker’s method objective function, which is a form of a bubble flash
calculation, was utilised for the regression of (P-x-y) VLE data and the Barker’s method was used for
the regression of (P-x) bubble pressure data. This enabled a similar type of method to be used for

both types of data that was available.
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Table 2.5. Some of the objective functions available in Aspen Plus V8.0.

Objective function Fitted Fixed Comments

variables variables

Maximum likelihood PT,xy none Residuals from all four variables must be considered
when evaluating a model fitted to experimental data
with the maximum likelihood objective function.
Temperature is often found to be over flexible, due

to its relative magnitude.

Ordinary least squares P,y T, x Residuals of P and y need to be evaluated.

(bubble flash)

Ordinary least squares P, x Ty Residuals of P and x need to be evaluated.

(dew flash)

Barker’s method (Barker, P Ty x Only a single fitted variable, but still able to correlate
1953) VLE data precisely (Abbott and Van Ness, 1975).

Useful for the correlation of bubble pressure (P-x)

data.
Modified Barker’s method P,y T, x Similar to the ordinary least squares bubble flash
(Barker, 1953) objective function, but with the ability to correlate

VLE data precisely (Abbott and Van Ness, 1975).

REGRESSION ALGORITHM

In addition to the choice of the objective function, three regression algorithms are available within
Aspen Plus V8.0 (Aspen Technology 2012). These algorithms are the Britt-Lueke algorithm, the
Deming algorithm and a weighted least squares algorithm. The Britt-Lueke algorithm is recommended
by Aspen Technologies, and is a rigorous maximum likelihood method. The least-squares algorithm is
available, but appears to not be favoured by Aspen Technologies. ldeally, each of the algorithms

should be utilised until such time as the absolute minimum of the objective function is obtained.

TEMPERATURE DEPENDENCY

The parameters for the thermodynamic models can be regressed either as temperature dependent or
temperature independent parameters. In the case of isothermal data being regressed with
temperature dependent parameters, all of the isothermal data sets are regressed simultaneously. On
the other hand, with temperature independent parameters being regressed, each isotherm must be
regressed separately. The binary interaction parameter from the mixing rule, ki, is used to include the
temperature dependence into the model. The temperature dependent binary interaction parameter

is directly proportional to the temperature.
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2.6. CRITICAL POINT MODELLING AND ESTIMATION

The prediction of the critical point of a multi-component system is important for thermodynamic
phase equilibrium measurements, as the accuracy of thermodynamic models often decreases as the
critical point is approached. It is also difficult to accurately determine the critical point of the multi-

component systems experimentally.

A number of techniques have therefore been developed for the prediction of the critical point or
critical loci of mixtures. These techniques can be divided into three categories; empirical methods,

indirect methods and direct methods (Stockfleth and Dohrn, 1998).

Empirical methods use ‘pseudo-averages’ of the critical temperatures and molar volumes of the pure
components within an EOS to determine the critical pressure of the mixture. The use of purely
empirical methods was predicted by Hicks and Young (1975), to decrease as progress was made with
the theoretical prediction. These methods only apply to the system types for which they were

developed (Elliott and Daubert, 1987), most of which are simple systems (Kolaf and Kojima, 1996).

Spencer et al. (1973) conducted an investigation into the performance of a number of empirical
methods for determining the critical locus points of multi-component systems. They recommended
methods for both multi-component hydrocarbon systems and ‘hydrocarbon + non-hydrocarbon
mixtures’. For the critical temperature, the method of Li (1971) was recommended; for the critical
pressure, the method of Kreglewski and Kay (1969) was recommended, and if all three critical
properties were required for a non-polar mixture, it was recommended that the method proposed by

Chueh and Prausnitz (1967) be used.

The indirect methods involve the extrapolation of experimental phase envelope data up to the critical
point. These methods are less common than the empirical or direct methods, as they involve a large
number of phase equilibrium calculations for the determination of a single critical point (Stockfleth
and Dohrn, 1998). These methods are also generally not as accurate as the direct method. An example
of an indirect critical locus point estimation technique is the indirect scaling law of Ungerer et al.

(2005), as used by El Ahmar et al. (2011).

The direct method involves the use of rigorous thermodynamic criteria to determine the critical points
of a system. An example of a direct method is the method of Heidemann and Khalil (1980). This
method uses an EOS fitted to subcritical experimental data to determine the critical locus points of
multicomponent systems, and was based upon the earlier work of Gibbs between 1876 and 1878, as
detailed by Gibbs and Bumstead (1906). This method was shown to be more efficient and more robust

than other methods and was further optimised by Michelsen and Heidemann (1981).
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Elliott and Daubert (1987) compared several of the direct and empirical methods for determining the
critical loci of mixtures with data obtained from a number of sources, including the compilation of
Hicks and Young (1975). They found that the critical pressure calculations for binary systems were
substantially more accurate when the direct method was used than when other methods were used.
For the determination of the critical temperature of binary mixtures, there was no single method
providing the most accurate results. In the case of determining the critical volume of a binary mixture,
none of the direct methods or empirical methods provided results similar to the experimental values.
Modifications to the direct method, by the inclusion of a correction factor were required in order to

obtain reasonable critical volume values.

Overall, Elliott and Daubert found that the direct methods appeared to be more reliable, as well as
offering better versatility. They are also useful for the prediction of anomalies that empirical methods
are not capable of correlating. On the other hand, these methods are generally substantially more
computationally intensive. They also importantly rely on the fit of the thermodynamic model to the

experimental data.

2.6.1. THE HEIDEMANN AND KHALIL DIRECT METHOD

The derivation of the method which was proposed by Heidemann and Khalil (1980) begins with Gibbs’
condition for thermodynamic stability (Gibbs and Bumstead, 1906). A criterion for the critical point is
derived from this condition, such that, the tangent plane distance, D, is positive for any isothermal

change.

m
D= |A- Ay + Py(V—Vy) — leio(ni - "io)]
i= T

i=1 o

2.9

where A is the Helmholtz energy of the system, P is the system pressure, V is the system volume, y; is
the chemical potential of component /, and n; is the number of moles of component i. The subscript
‘0’ denotes the conditions of a phase that is stable for any isothermal change as long as D is positive,

and ‘m’ denotes the number of components present in the mixture.

The Helmholtz energy, A, is expanded to two terms in a Taylor series expansion around the ‘zero’
state, at a constant total volume, and the thermodynamic identity relating the fugacity to the

Helmholtz energy (equation 2.10) is used in this expansion.

RT(G(Inﬁ-)) _ < 924 )
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2.10
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where f; is the fugacity of component i.

The expansion of equation 2.9, using equation 2.10 yields equation 2.11.

m m m m m
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2.11
The double summation portion of equation 2.11 can be expressed in matrix-vector notation, as

expressed by the three equivalent equations, 2.12, 2.13 and 2.14. This portion of the equation must

vanish, and therefore the solutions must be found such that all three equations are satisfied.

*An"QAn = 0 2.12
det(Q) =0 2.13
Qin =0 2.14

If there is a non-zero An that provides a solution to the above equations, then the triple summation
portion of equation 2.11 need be considered. In the work of Michelsen (1984), it was suggested that

the triple summation be re-written in the form that is given by equation 2.15.

ZZZ(—‘) Aty A ZZ A, Z( ) Am,
{ anjank _ any Ve
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2.15

From this form, the triple summation can be calculated as a double summation (equation 2.16), which

reduces the computational requirements.

m

m m m az(lnﬁ) m .
ZZZ (’)nj—f)nk An;An;Any, = EZAniAani,j =0

T,V,Tll¢]"k i=1j=1

2.16

Stockfleth and Dohrn (1998) provided a detailed flowsheet of the computational procedure proposed
by Heidemann and Khalil for solving equations 2.12 to 2.14. This procedure estimates the critical
temperature and critical molar volume of the system using an EOS for which the parameters have
been obtained from the regression of experimental data. The starting value for V¢ is 3.85 b, where b
is the volume correction term from the EOS. The starting point for Tcis 1.5 },; z;T¢ ;. The flowsheet
for the Heidemann and Khalil calculation as given by Stockfleth and Dohrn (1998) is reproduced in

Figure 2.7.
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Figure 2.7. The Heidemann and Khalil critical point calculation procedure, as presented by Stockfleth and

new v

Dohrn (1998)
This procedure has two optimisation loops, both of which utilise the Newton-Raphson method to
search for the critical values that solve equations 2.12 to 2.14 or equation 2.16. According to
Stockfleth and Dohrn, this computational procedure converges in almost all cases involving vapour-
liquid critical points. For liquid-liquid critical points, different starting points for the critical
temperature and molar volume must be chosen. The method for choosing these different starting

points was, however, not disclosed.

The elements of matrix Q, (calculated to satisfy equations 2.12 to 2.14) in the first step must be
calculated using numerical differentiation. A four point differencing scheme was suggested by

Stockfleth and Dohrn (1998) for both differentiations.

El Ahmar et al. (2011) showed that this calculation procedure tended to over-predict their critical loci.
This over-prediction was in all likelihood due to the thermodynamic model that was applied to the
system, rather than due to the calculation procedure. The dependency of this method upon the
thermodynamic model used to describe the sub-critical phase behaviour is probably its biggest
weakness. When the thermodynamic model is capable of describing the sub-critical data with high
accuracy, the calculation procedure provides accurate critical locus curves. If the model poorly

describes the system, then the predicted critical loci could differ substantially from the real values.
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2.6.2. THE INDIRECT EXTENDED SCALING LAWS
El Ahmar et al. (2011) used the extended scaling laws of Ungerer et al. (2005) to determine the critical
loci for binary mixtures consisting of a perfluorocarbon and an n-alkane. This method predicted the

critical points with a reasonable degree of accuracy.

The method of Ungerer et al. uses the ‘near-critical scaling law’, extending it with a linear term. The

new extended scaling law is given as equations 2.17 and 2.18.
y—x= Al(Pc_P)+ M(Pc_ P)ﬁ
2.17

y+x
2

—Xc = AZ(PC_P)
2.18

The coefficients for the extended scaling laws, 11, 42, 1, and f, are regressed by fitting a set of co-
existence points (P, x, y) from the vapour-liquid equilibria below the critical point. The equations are

then used to solve for x; and P..

The extended scaling laws, though being an indirect method, provide a fairly accurate approximation
(£ 5 %) of the critical point with low computational requirements. This accuracy is highly dependent

upon the amount of data that is available, as well as the proximity of this data to the critical point.

2.6.3. THE DIRECT PSRK CRITICAL POINT PREDICTION METHOD

The disadvantage of most of the direct critical point calculation methods is that they require
equilibrium data to be available for the system, in order to obtain parameters for the EOS. Sadus
(1992) attempted to apply conformal solution theory to binary systems containing non-polar or only
weakly polar components, in order to predict the critical properties of the mixtures. This attempt was
shown to provide good agreement between the predicted and experimental critical properties.
Unfortunately, this only applied to non-polar and slightly polar systems, and there was therefore a

lack of a direct method for predicting the critical properties of highly non-ideal systems.

Kolar and Kojima (1996) therefore proposed the use of the Predictive Soave-Redlich-Kwong (PSRK)
EOS using the critical point calculation procedure of Heidemann and Khalil (1980) and the further
developments of Michelsen (1984) and Mollerup and Michelsen (1992) in order to predict the critical

points of multicomponent systems.

The PSRK method is based upon a revised form of the original UNIFAC Gibbs excess energy model
(Hansen et al., 1991). The UNIFAC group parameters were fitted to experimental data measured at

near ambient temperatures. The non-linear character of the PSRK functions results in frequent
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overprediction of the critical points, when extrapolating from near ambient temperatures to the
temperatures at which the mixture critical points exist. This overprediction can only be prevented by
regressing experimental critical point data (Kolar and Kojima, 1996), which contradicts the original

aims of predicting the mixture critical properties.

In the work of Garcia-Sanchez et al. (1992), the PSRK critical point predictions provided similar relative
average deviations from experimental data to those from the calculation of the critical properties

using the SRK EOS.

2.6.4. REDLICH-KISTER TYPE EQUATIONS
Soo et al. (2010) utilised Redlich-Kister (RK) type equations (Redlich and Kister, 1948) to obtain a model
describing the critical locus curves of binary mixtures. The equations for the mixture critical

temperature and pressure are given by equations 2.19 and 2.20 respectively.

n
Terz = x1Teq + 25T 5 + Z ajxyx, (206, — 1)771 2.19
j=1
n
Peiz = %P1 + XPc 5 + z bjx1x,(2x1 — 1/t 2.20
=1

Where T.; and P.; are the mixture critical temperature and pressure, T.; and P.; are the pure
component critical temperature and pressure, x; is the mole fraction of component i, n is the order of
the equation and by, by, ..., b, are the empirical parameters for the equation. The parameters can be
fitted to the data by minimising the sum of the mean relative deviations between the model and the
data. Generally, the order of the equation is increased until a reasonable fit of the correlation to the
data is achieved. These equations are entirely empirical in nature, and it is therefore not

recommended to infer too many conclusions from this model.
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3. SYSTEMS OF INTEREST

This chapter details the process behind the selection of the systems for which measurements were to
be undertaken for this study. Initially, the fluorocarbon solvents that had characteristics that were
best suited to the purposes of this study were selected. These desired characteristics are given in
Section 1.5.1. Thereafter, the solutes that would be most representative of systems encountered in
the petroleum industry were chosen. Solutes for which phase equilibrium data was available with

currently used SC solvents (such as CO; and ethane) were given preference in the selection process.

The phase equilibrium data for CO, with the chosen solutes was important for this study, as the
performance of the new solvents would have to be benchmarked against the performance of CO; as
a SC solvent. The various authors who have reported phase equilibrium data of CO, with the chosen
solutes were therefore presented, and their measurements were described. Lastly, it was equally
important to obtain literature data involving the selected solvents, in order to ascertain the methods
that have been used to measure and model this data. This data was useful in ensuring that

measurements that have been previously undertaken were not repeated.

3.1. SOLVENT SELECTION

A list of some of the possible candidates for SCFE is given in Table 3.1, alongside their critical
properties, their dipole moments and their NFPA 704 codes (National Fire Protection Asociation,

2012).

Of the solvents listed in this table, three had dipole moments greater than zero, with the remainder
of the gases being theoretically non-polar. The three polar gases of interest were 1,1-difluoroethene
(R-1132a), chlorotrifluoromethane (R-13) and trifluoromethane (R-23). As one of the aims of this
study was to remove the necessity for a polar co-solvent, it was desirable that one of these three polar

solvents be investigated as a SCF solvent.

The toxicity, flammability and stability of the various gases are categorised according to the NFPA 704
codes. The values of each of the three codes (health, flammability and stability/reactivity) for the
proposed candidates are tabulated in Table 3.1. These values characterise some of the important
characteristics for SCF solvents discussed in section 1.2. The values range from 0 (no risk) to 4 (highest

risk). The codes were used to determine which gases would be best suited as SCF solvents.

43



Table 3.1: Solvent candidates for SCFE

Dipole
ASHRAE T/ P/ Moment / Health Fire Instability
No. K? MPa? D Code? Code? Code?

1,1-Difluoroethene R-1132a 302.85 4.460 1.3893 1 4 2
Carbon dioxide R-744 304.26 7.377 0 3 0 0
Chlorotrifluoro- R-13 292.59 4,185 0.5 2 0 1
methane

Ethane R-170 305.35 4.884 0 1 4 0
Ethylene R-1150 282.65 5.076 0 1 4 2
Hexafluoroethane R-116 292.85 2.980 0 1 0 0
Trifluoromethane R-23 299.07 4.836 1.65 1 0 1

% Data obtained from Lide (2004)

b National Fire Protection Association Standard 704: Standard System for the Identification of the
Hazards of Materials for Emergency Response

R-13, although appearing to be a promising candidate as a SCF solvent, is considered harmful to the
ozone layer, and has subsequently been banned by the Montreal Protocol (UNEP, 2003). There was
therefore no logical purpose in pursuing any further investigation with this gas, as it would not be
possible to use it industrially. Of the two remaining polar gases, the use of R-23 posed significantly
fewer hazards than the use of R-1132a. This was due to the much lower flammability and reactivity

of the R-23, compared to the R-1132a.

Although hexafluoroethane (R-116) has a dipole moment of 0 D, which is due to the symmetry of the
molecule; the fluorine atoms present in the molecule are more electronegative than the carbon
backbone. Because of this, very weak intermolecular forces could still be present in solutions
containing R-116. Additionally, the low NFPA 704 ratings for R-116 make it a promising candidate.

The performance of R-116 as a SCF solvent was therefore also investigated in this study.

Consideration must also be given to the greenhouse warming potential (GWP) and the atmospheric
lifetime of the solvents, as these will also play an important factor in the selection of suitable SC
solvent. The GWP is an estimate of the global warming that could be induced by the molecules of the
given compound in the atmosphere when compared to the same mass of CO, molecules (Perrut,
2010). The atmospheric lifetime is the average time taken for molecules of the compound to
decompose when they are released into the environment. The GWP and atmospheric lifetimes for

the solvent candidates are presented in Table 3.2.
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Table 3.2. Greenhouse warming potentials and atmospheric lifetimes for the SCF solvent candidates

ASHRAE No. GWpP atmospheric lifetime /

years

1,1-Difluoroethene @ R-1132a 4 unknown

Carbon dioxide ® R-744 1 >10 000

Chlorotrifluoromethane © R-13 14 420 640

Ethane © R-170 5.5 12

Ethylene ¢ R-1150 3.7 1.45

Hexafluoroethane ® R-116 9200 10 000

Trifluoromethane © R-23 11700 270

2 Low and Sharratt (2015)
® Calm and Hourahan (2007)
¢ Forster et al. (2007)

The hydrocarbons, ethane and ethylene, exhibit the lowest GWP and atmospheric lifetime of those
listed in the table. R-23, although having a high GWP has a relatively short atmospheric lifetime, and
is probably the best halogenated compound. R-1132a has a low GWP, but due to poor fire and

instability codes, it was not considered as a supercritical solvent in this study.

Carbon dioxide, ethane, propane and a butane/pentane mixture have all been used previously as SC

solvents. The advantages and disadvantages of these gases are discussed below.

3.1.1. CARBON DIOXIDE
Carbon dioxide is cheap and readily available. It is also non-toxic and non-flammable. For these
reasons, it is by far the most common solvent used in supercritical fluid systems (McHugh and
Krukonis, 1986; Sheng et al., 1992). Carbon dioxide was, for many years, also considered to be an

environmentally friendly solvent, and was therefore seen as the best solvent for use in SCFE.

Rizvi et al. (1986) showed that dense CO, is more selective of low molecular weight lipophilic
compounds. These are those compounds that have an affinity for dissolving in lipids or non-polar
solvents, such as hydrocarbons, esters, aldehydes, etc. Schultz and Randall (1970) showed for liquid
CO,, and Stahl et al. (1988) for dense gaseous CO,, that within a homologous series of lipophilic
substances, the selectivity decreased with increased molecular weight or upon the addition of polar

groups to the molecules.

The major drawback for the use of carbon dioxide as the solvent for supercritical extraction is its low

polarity (Li et al., 2003). Because of the low polarity of CO,, additional co-solvents must be added to
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the solvent, in order to increase the polarity and thereby improve the extraction yields of the more
polar solutes (Knox, 2005). In systems in which water is present, the carbon dioxide dissolved in the
water can dissociate to form a slightly acidic carbonic acid solution (Wiebe and Gaddy, 1940). The
lowered pH of this solution is problematic when the process involves pH sensitive components, such
as enzymes (Beckman, 2004). Additionally, a reduced pH could result in unwanted side-reactions or
corrosion of the equipment. Carbon dioxide and water systems are therefore often avoided. In
addition to this, due to the relatively large solubility of water in CO,, systems with a water content in
the feed greater than 15 wt. % are usually dried prior to extraction to improve the yield (Shariaty-

Niassar et al., 2009). A further discussion of CO; is provided in section 3.3.

3.1.2. ETHANE
Investigations into the use supercritical ethane for extraction purposes have been undertaken to a far
lesser extent than the use of carbon dioxide. Authors who have investigated ethane as a supercritical
solvent include Moradinia and Teja Amyn (1987), Avila-Chavez et al. (2007), Avila-Chavez and Trejo
(2010) and Zamudio et al. (2011). Additionally, Singh et al. (2000) reported the critical temperature
and pressure for Cs to Cio n-alkanes in ethane at concentrations of up to 5.2 mol. %. Ethane has a
critical temperature that is close to room temperature, making it a useful supercritical solvent.
However, it is also non-polar and its use is therefore plagued by the same disadvantages as with the

use of carbon dioxide.

An additional hazard when working with flammable solvents such as ethane, is the control system that
must be implemented to prevent combustion or explosion. These controls are even more important
when considering the high pressures of operation. Ramirez et al. (2011) compared the Dow Fire and
Explosion Indices (FEI) for a number of SCFE processes with different solvents. They found that the
FEI for extraction processes using supercritical propane was of an order of magnitude higher than
when using supercritical carbon dioxide. The risks of operating with supercritical ethane would be of

a similar magnitude to using supercritical propane.

3.1.3. PROPANE
Propane was investigated as a supercritical solvent by Peters et al. (1992), Subramanian and Hanson
(1998) and on numerous occasions by Schwarz et al. (Schwarz and Knoetze, 2007; Schwarz et al., 2008;
Schwarz et al.,, 2011). Propane, however, has a critical temperature of 369.8 K (Ambrose and
Tsonopoulos, 1995), and is therefore not particularly useful as an alternative solvent, as the process
would require significant heating. Supercritical propane also has substantially higher fire and

explosion risks than CO, (Ramirez et al., 2011).
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3.1.4. BUTANE/PENTANE
The ROSE Process of KBR Technologies Inc. (2007) makes use of either butane or pentane to separate
very heavy crudes or residues from tar sand bitumens into an asphalt fraction and a deasphalted heavy
oil fraction (Knox, 2005). The conventional process for the upgrading of these very heavy oils is
delayed coking (Gearhart and Nelson, 1983). The utility costs for the operation of the ROSE® Process
are approximately one third of the costs of delayed coking. The solvent to feed ratio for the process
is approximately 5 to 1, but most of the solvent is recovered, and low utility costs are maintained
through process integration. Although the process has to be operated at temperatures above the
critical temperature of n-butane or n-pentane, these temperatures are still lower than those used in

delayed coking.

3.1.5. TRIFLUOROMETHANE
A small amount of research into the use of R-23 as a SCF solvent has been reported in literature. These

research activities are presented in Table 3.3 below.

Table 3.3. Examples of investigations into the use of supercritical R-23 as a solvent

Author Investigation

Taylor and King  Investigated the use of SC R-23 to recover organochlorine pesticides from food and
(1994) agricultural products without co-extracting fats. There was found to be a 100-fold

decrease in the co-extraction of fats with SC R-23 when compared to extraction with SC

COa.
Hillmann and Compared the SCF extraction rates of polar and non-polar pesticides from silanized glass
Bachmann beads with either CO2 or R-23 as the solvent. They found that R-23 provided a higher
(1995) recovery rate of the pesticides, but the selectivities of polar and non-polar pesticides did

not appear to differ.
Goldfarb and Analysed the performance of R-23 as a SC solvent for organic electrolytes. They found
Corti (2000) that the organic electrolytes that were investigated exhibited solubilities and electrical

conductivities that were sufficiently high in the SC R-23 to enable its use.

Cabafias et al. Used SC R-23 to deposit copper films, used in the microelectronics industry, by the
(2003) chemical fluid deposition technique.

Helfgen et al. Investigated the RESS solid preparation technique with a SCCO2and SC  R-23 as solvents.
(2003) Smaller particles were obtained when using R-23 as the solvent.

No pilot-plant or full-scale investigations into R-23 have been reported in open literature. Further

discussions on R-23 are given in section 3.4.
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3.1.6. HEXAFLUOROETHANE
The little research that has been conducted into the use of R-116 as a SC solvent has primarily been
into its use as a solvent in the electronics industry and in particle manufacture. Examples of the

research into SC R-116 are given in Table 3.4.

Table 3.4. Examples of investigations into the use of supercritical R-116 as a solvent

Author Investigation
Gallagher et al. Patented a process for the use of R-116 as a supercritical solvent for gas anti-solvent (GAS)
(1995) recrystallization of solids. The SCF was added to an organic solution containing the

dissolved solids inducing nucleation of the dissolved solids.

Cabafias et al. Used supercritical R-116 to deposit copper films, used in the microelectronics industry, by
(2003) the chemical fluid deposition technique.

McDermott et Patented a process for the removal of contaminants from the surfaces of semiconductor
al. (2008) electronic components using supercritical R-116.

Kim et al. (2011) Patented a process using supercritical R-116 for the transport of a quantum dot precursor
fluid to the surface of a thin metal oxide layer for the fabrication of transparent electrodes

in the manufacture of quantum dot sensitised solar cells.

There have also been no pilot-plant or full-scale-scale investigations into R-116 as a SC solvent. R-116

is further discussed in section 3.5.

3.2. SOLUTE SELECTION

In research into petroleum extraction and separation techniques, a number of authors, such as
Nagarajan et al. (1990), Polishuk et al. (2003), and Jiménez-Gallegos et al. (2006), have used members
of the n-alkane series to model various petroleum streams. Moradinia and Teja (1986; 1987) reported
that the odd- and even-numbered n-alkanes exhibited different trends in their properties. It was
therefore decided that it would be prudent to include a number of components from the n-alkane

series (both odd- and even- numbered) as solutes for these investigations.

Additionally, the behaviour of several solutes with additional functional groups was also of interest.
Therefore, one branched alkane, one alkene, one cycloalkane and one aromatic were also included in

the study.

It was also desirable to be able to benchmark the performance of the proposed solvents to the
performance of currently used solvents such as carbon dioxide or ethane. Above and beyond the

selection of solutes that would provide a good model system for a petroleum stream, emphasis was
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also placed upon choosing solutes for which binary phase equilibrium data with solvents such as
carbon dioxide or ethane was available. A literature search was performed, using the NIST Thermolit
Literature Report Builder for these systems. Table 3.5 provides the systems for which literature data

was available with either carbon dioxide or ethane as the second component in the binary mixture.

Table 3.5. Possible solutes for representative measurements with the number of studies that have been

conducted with systems of CO: or ethane and the solute.

Solute No. of Carbon Atoms CO: + solute Ethane + solute
n-propane 3 15 16
n-butane 4 16 8
n-pentane 5 7 4
3-methylpentane * 6 0
1-hexene * 6 3 0
benzene 6 13 4
cyclohexane 6 12 2
n-hexane * 6 13 4
1-heptene 7 0
methylcyclohexane * 7 3 1
n-heptane * 7 10 5
toluene * 7 32 1
n-octane * 8 14 4
n-nonane * 9 3 1
n-decane * 10 14 5
n-undecane * 11 2 1
n-dodecane 12 4 6
n-tridecane 13 3 0
n-tetradecane 14 6 1
n-pentadecane 15 5 0

* Solutes that were chosen for this study.

Water was included in addition to the ten solutes that were selected above, as many of the processes

for which SCF could be used in the petroleum industry would contain a water fraction.

3.3. CARBON DIOXIDE

A large amount of property data is available for binary CO, systems. This data includes phase

equilibrium data, densities, diffusivities and viscosities. CO; is also relatively cheap and easy to obtain.

3.3.1. PHASE EQUILIBRIA
There have been a substantial number of high pressure phase equilibria studies conducted for systems
involving carbon dioxide with liquid hydrocarbons. Several of the authors that have reported data for

CO;, with the solutes chosen for this study have been presented in Table 3.6. This table provides the
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temperature ranges at which the data was measured, the number of data points provided, the

equipment type and the data modelling approach used by each of the authors.

Table 3.6. Authors who have reported phase equilibrium data for CO2 with the solutes chosen for this study.

System Author T/K Data Equipment?® Modelling Technique
CO2 +n- Ohgaki and 298.09 to 20 SA cell RK EOS with Lewis rule
hexane Katayama 313.09
(1976)
Lietal. (1981) 313.2to 39 VV SA cell SRK EQS, flash-type objective function
393.2
Wagner and 303.14 to 26 SA cell PR EOS with classical mixing rules,
Wichterle 323.14 maximum likelihood objective function
(1987)
Chen and 303.15 to 25
Chen (1992) 323.15
CO2 +n- Kalra et al. 310.7 to 64 VV SA cell Henry’s constants evaluated
heptane (1978) 477.2
Lay (2010) 293.15to 25 VV SS cell PR EOS with 1 temperature dependent
313.15 parameter
CO2 +n- Weng and Lee  313.15to 22 DA cell Soave (1972), Patel-Teja (1982) and Iwai-
octane (1992) 348.15 Margerum-Lu (lwai et al., 1988) EOS with
quadratic mixing rules.
Equilibrium ratio errors objective function
with Levenberg-Marquardt algorithm
Jiménez- 322.29to 28 SA cell PR EOS using both classical and WS/NRTL
Gallegosetal. 372.53 mixing rule, Ordinary least squares objective
(2006) function
Yu et al. 313.2 to 47 VV SA cell PR, Peng-Robinson-Stryjek-Vera and Heilig-
(2006) 393.2 Franck EOSs, with VDW and
Panagiotopolous-Reid mixing rules
Objective function minimised pressure
deviations
Tochigi et al. 313.14 7 SA cell Modified SRK EOS (Sandarusi et al., 1986)
(2010) with Adachi and Sugie (1986) mixing rule
Least squares objective function
CO2 +n- Jennings and 343.25 6 DA cell
nonane Schucker
(1996)
Camacho- 315.12 to 38 SA cell PR EOS using classical and WS mixing rule
Camacho et 418.82 with NRTL model, Minimised ordinary least
al. (2007) squares objective function
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System Author T/K Data Equipment?® Modelling Technique
CO2 +n- Reamer and 292.9to 82 VV SS cell
decane Sage (1963) 510.9
Nagarajan and 344.3to 45 VV SA cell
Robinson 377.6
(1986)
Chou et al. 344.25 to 8 SA cell,
(1990) 377.15 vapour
recirculation
Iwai et al. 311.0to 5 DA with The PR EOS with classical mixing rules
(1994) 344.3 sampling Objective function minimised composition
deviations
Shaver et al. 344.3 26 SA cell Data smoothing with Wilson-Wegner
(2001) expansion (Charoensombut-amon and
Kobayashi, 1986)
Jiménez- 319.11to 29 SA cell PR EOS using both classical and WS mixing
Gallegosetal. 372.94 rules, NRTL model
(2006) Ordinary least squares objective function.
CO2 +n- Camacho- 314.98 to 42 SA cell PR EOS using both classical and WS mixing
undecane Camacho et 418.30 rules, NRTL model
al. (2007) Ordinary least squares objective function
minimised by Levenberg-Marquardt
method.
CO2 + 3- Mutelet etal. 293.15to 49 VV SS cell The Predictive Peng-Robinson (PPR78) EOS
methyl (2005) 383.15 with classical mixing rules
pentane
CO, + 1- Vera and 303.15to 25 SA cell The PR EOS with classical mixing rules
hexene Orbey (1984) 343.15
Wagner and 303.15to 22 SA cell PR with classical mixing rules
Wichterle 323.15 Maximum likelihood objective function
(1987)
Jennings and 309.3 to 45 DA with Patel-Teja and Treble-Bishnoi EOS with
Teja (1989) 332.3 recirculation  classical mixing rules
of vapour Objective function minimised composition
liquid deviations
CO2 + Ng and 311.0 to 31 SA cell PR EOS
methyl- Robinson 477.2
cyclohexane (1979)
Nasrifar et al. 269.17 to 63 SS cell PSRK EOS with MC alpha parameter,
(2003) 308.2 (Cailletet Holderbaum and Gmehling mixing rules and
apparatus) UNIQUAC activity coefficient

Objective function minimised pressure
deviations
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System Author T/K Data Equipment?® Modelling Technique
CO2 + Ng and 311.25to 34 SA cell PR EOS
toluene Robinson 477.05
(1978)
Sebastian et 393.3to 21 DA cell
al. (1980) 542.9
Fink and 308.16 to 50 DA cell PR EOS with 1 or 2 interaction parameters
Hershey 353.18 Two objective functions: Minimised
(1990) deviations in relative volatility and vapour
phase composition or minimised pressure
residuals
Muhlbauer 352.15 9 SA cell Combined method using the PR EOS with
and Raal the UNIQUAC equation or the truncated
(1991) virial EOS with the UNIQUAC equation
Naidoo et al. 283.15 to 43 VV SA cell PR EOS + Stryjek-Vera alpha function,
(2008) 391.45 WS/NRTL model
Ordinary least squares objective function
minimised by Marquardt method
CO2+ water King and Coan  298.15 to 22 DA cell Virial coefficients
(1971) 373.15
Bambergeret 323.2to 29 DA cell Modified PR EOS (Melhem et al., 1989),
al. (2000) 353.1 with Panagiotopoulos and Reid (1986)
mixing rules
Minimised vapour and liquid composition
deviations
Valtz et al. 278.22 to 47 SA cell PR EOS with van der Waals mixing rule
(2004) 318.23 PR EOS with MC alpha function, WS mixing

rule and NRTL activity coefficient model
Square-well version of SAFTR-VR theory
Objective function minimised composition
uncertainties by Simplex algorithm

2 DA, dynamic-analytic; SA, static-analytic; SS, static-synthetic; VV, variable-volume

3.3.2. CRITICAL LOoCI AND SYSTEM CLASSIFICATION

Martinez (2007) investigated systems containing CO, and n-alkanes with various carbon chain lengths.

It was found that systems involving carbon dioxide and n-alkanes with up to 12 carbon atoms were

VKS type Il systems, while those containing Ci> to Cis n-alkanes were most likely type IV systems.

Above this, the systems were estimated to be type V systems. The observations used by Martinez to

make these estimations were presented by Martinez in the plot shown in Figure 3.1.

With the higher carbon numbers (above C3), the dissection of the solid-liquid-liquid-vapour

equilibrium (SLLVE) line and the UCEP line means that the UCEP becomes obscured by solidification of
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the alkane. This point of dissection is clearly visible in Figure 3.1. The obscuring of the UCEP makes it

impossible to verify that binary systems with higher n-alkane chain lengths are indeed type V systems.

Figure 3.1. Phase transitions for binaries of CO2 with n-alkanes plotted as a function of number of carbon
atoms and temperature. The plot includes the VKS type classification of the systems. UCEP, upper critical end

point; LCEP, lower critical end point; 0 and dashed line, solid-liquid-liquid-vapour equilibria.

3.3.3. DENSITY AND VISCOSITY
As of 2013, there were more than 1240 measured pure SC CO; densities (with the corresponding
system conditions) that had been reported. These densities were measured at temperatures of

between (308 and 523) K, and at pressures of between (7.5062 and 46.8) MPa (Haghbakhsh et al.,

2013).
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Figure 3.2. Densities as a function of pressure for supercritical CO2. 0O, Laitinen and Jantti (1996); ¢, Miller et

al. (1996); A, Garcia-Gonzalez et al. (2001); x, Cheng et al. (2002); [|, Duarte et al. (2004); +, Hojjati et al. (2007).
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Temperature Colour Scheme: M, (300-305) K; M, (305-310) K; M, (310-315) K; H, (315-320) K; H, (320-325) K;
H, (325-330) K; I, (330-335) K; W, above 335 K.

The densities of SC CO; as a function of pressure and temperature from several of these authors
(Laitinen and Jantti, 1996; Miller et al., 1996; Garcia-Gonzalez et al., 2001; Cheng et al., 2002; Duarte
et al., 2004; Hojjati et al., 2007) are plotted in Figure 3.2. The densities of SC CO; are the highest at
temperatures close to the critical temperature and at high pressures. The largest density gradients

with changes in the pressure and temperature occur in the region close to the critical point.

In addition to the SC densities, there are an additional 204 sub-critical CO, densities reported by the
NIST ThermoData Engine (2013). These have been measured at temperatures of between (217 and
304.16) K. A substantial amount of density data was also available for sub-critical binary mixtures of
CO;, with the solutes of interest in this study (NIST ThermoData Engine, 2013). A fair amount of this
data was measured at low solute concentrations, in the regions at which operation of a SCF process
would be expected to operate. Several authors also measured the densities along the full composition

scale, from pure solvent to pure solute.

The viscosity of SC CO; has been measured by a number of authors, with several correlations having
been fitted to the data. Vesovic et al. (1990) provided an in depth discussion on these viscosities. At
a temperature of 298.15 K, and as the density approaches zero, CO, was shown by Vesovic et al. to

have a dynamic viscosity of approximately 1.5 x 10 Pa-s.

3.3.4. SOURCES
The major sources of CO; are by-products of a number of different industrial processes, such as the
production of ammonia and ethanol and the processing of natural gas (Parsons Brinckerhoff, 2011).
The CO; that is produced by power generation plants (the single largest source) is generally not
captured, as the technology for capture of CO; from flue gases remains expensive. The fact that there
remain largely untapped sources of CO, points to an abundant supply, which is not expected to come

under pressure from any increases in demand.

The major problem with the supply of CO; is the balancing the regional supply and demand. Often
the sources of CO, are far removed from where the demand exists (IHS Inc., 2015), and this causes
pricing disparities across regions. This should be considered when the location of a plant requiring a

supply of CO; is being selected.

3.3.5. EMISSION MITIGATION
At present, the release of carbon dioxide in volumes as utilised in SCFE processes is not covered by
any protocols or legislation. Thus it remains the most viable option to vent any carbon dioxide that

cannot feasibly be recycled.
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3.3.6. CosTs
The cost of gases such as CO; is dependent upon the willing buyer, willing seller principle, and can
therefore vary fairly dramatically from sale to sale. A handbook produced by SRI Consulting (2010)
provided approximate prices for CO,. The prices for bulk CO; from a variety of sources (ranging from
ammonia production facilities to coal gasification facilities) ranged between US$3 and USS20 per
metric ton. These prices include the transport costs via pipeline. These prices are for contracts
involving thousands of metric tons of CO,, and would therefore be substantially lower than the prices

that would be paid for the relatively small throughput of a SCFE plant.

Costs for the supply of only several tons per annum would incur significantly higher transport costs
per mass unit than larger supply contracts, as the gas would have to be transported by road, rather
than by a pipeline. Conservative estimates of the costs of CO, would therefore be between US$100

and US$200 per metric ton.

3.4. TRIFLUOROMETHANE SYSTEMS

Very little property data has been measured for binary systems containing R-23 as one of the
constituents. There is, however, a fair amount of pure component data. Most of this has been

measured for the characterisation of the refrigeration performance of R-23.

3.4.1. PHASE EQUILIBRIA
A few authors have investigated the phase equilibrium of R-23 with hydrocarbons, CO; and water.

These authors and a description of their study are listed below in Table 3.7.

Table 3.7. Authors who have measured phase equilibrium data for systems involving R-23

Author Investigation

Wirths and Measured pressure-temperature phase boundary curves for isopleths of binary R-23 +
Schneider hydrocarbon (n-hexane, n-octane, n-decane) systems at temperatures of between (273 and
(1985) 630) K and at pressures of up to 250 MPa.

The optical, high pressure autoclave of Alwani and Schneider (1969) was used.

No thermodynamic modelling was performed.
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Author

Investigation

Zheng et al. Measured the solubility of R-23 in water at temperatures of (278.15, 308.15 and 338.15) K
(1997) and pressures less than 0.1 MPa.
A stirred glass equilibrium cell was used, with the solubility being determined from the PVT
relationship.
Modelling approach of Zuo and Guo (1991), with both the SRK with VDW mixing roles and
the modified Debye-H(ickel model.
Poot and de Reported VLLE pressure-temperature relationships for binary systems of R-23 with n-alkanes
Loos (1999) (Ces, C7 and Csg), phenylalkanes (Cs, Cs, Cs, and Cs) and octanol at temperatures of between
(248 and 315) K and at pressures up to 5.86 MPa.
Glass tube Cailletet apparatus used (static synthetic).
No thermodynamic modelling. Determination of van Konynenburg and Scott classification.
Miguel et al. Measured the solubility of R-23 in water as a function of temperature between (288 and 303)
(2000) K, at atmospheric pressure.
The simple glass absorption vessel of Silva et al. (1997) was used. The P-V-T relationship was
used to determine the amount of gas absorbed.
A modified version of the PR EOS was used to model the data.
Zhang et al. Measured isothermal VLE data for ethane and R-23 at temperatures of between (188.31 and
(2006) 243.76) K and at pressures of up to 1.62 MPa.

Nasrifar et al.

(2008)

Bogatu et al.
(2009; 2010a;
2010b; 2011)

Used a * 300 cm?3 stainless steel equilibrium cell with vapour phase recirculation and vapour
and liquid sampling capabilities.

SRK EOS with Huron-Vidal (HV) mixing rule and NRTL model used to correlate data.

Measured the bubble and dew point curves for the binary system of CO2 and R-23 at
temperatures of between 263 K and the mixture critical point and pressures of up to 7.02
MPa.

Used a Cailletet apparatus (static-synthetic).

PR EOS with Stryjek and Vera modification (PRSV) and a Margules-type binary interaction

parameter.

Measured the bubble pressure phase equilibrium data for systems containing R-23 with (1-
phenylpropane, (2-methylpropyl) benzene, 1-phenyloctane or 1-phenyltetradecane) at
temperatures of between (245 and 400) K and at pressures of up to 15 MPa.

Used a Cailletet apparatus (static-synthetic).

Either the PR EOS or the SRK EOQS with 1 or 2 parameter classical (VDW) mixing rules. All four
systems were said to exhibit type Il behaviour of the van Konynenburg and Scott

classification.
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Author Investigation

Juetal. (2009) Measured the binary isothermal VLE data of R-23 with n-propane and n-butane at
temperatures of between (283.15 and 313.15) K and pressures of up to 4.78 MPa.
A 200 cm3 stainless steel equilibrium cell with two viewing windows and recirculation of both
liquid and vapour phases was used. Sampling of vapour and liquid phases was performed
with sample valves.

PR EOS with WS mixing rules and NRTL model was used to correlate the data.

A few interesting observations can be drawn from these summaries. Several of the investigations
measured only bubble pressure data using static-synthetic equipment. This was possible due to the
low solubilities of the liquids in the subcritical R-23. Other authors reported only the pressure-
temperature phase boundary curves, measured with a static-synthetic type of equipment. The
compositions of the phases present in the cell were not reported by these authors, as the equipment
did not have sampling capabilities. The only two authors who have reported isothermal P-x-y data
both used equipment that provided recirculation of the vapour phase, presumably to hasten the

approach to equilibrium. This suggests a slow absorbance of the refrigerant into the liquid phase.

The PR EOS and the SRK EOS were most commonly used to describe the phase behaviour of the
systems. Most of the authors combined the EOS with some form of mixing rules and an activity
coefficient model. Only Miguel et al. (2000) and Bogatu et al. (2009, 2010a, 2010b, 2011) used an EOS
with the classical (VDW) mixing rules, although the model of Bogatu et al. utilised two parameters for

the mixing rules.

Bogatu et al. (2010a) mention that the PR and SRK EOS were used because of ‘good qualitative results
in VLE calculations for highly non-ideal asymmetric systems’. Their reasoning for using the VDW two
parameter mixing rules stems from the fact that Polishuk et al. (1999) showed that a cubic EOS coupled
with a two parameter VDW mixing rule was capable of predicting the pressure-temperature behaviour
of VKS type | to type V systems. The VDW mixing rule with a single parameter was not capable of

providing a good prediction of the phase behaviour.

The VKS classification type for the systems was suggested by Poot and de Loos (1999) and Bogatu et
al. (2009, 2010a, 2010b, 2011). Both set of authors proposed that type Il or lll behaviour was displayed
by the binary systems. The systems with the second component having shorter carbon chain lengths
were classified as type Il systems, and those with longer carbon chain length as type Ill systems. Poot
and de Loos stated that the R-23 + n-hexane system was a type Il system, whereas the R-23 + n-
heptane was a type lll system. They investigated the system type of a quasi-binary R-23 + n-hexane +

n-heptane system, describing it as a type IV system. Thus, they propose that with the binary systems
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of R-23 with the homologous series of n-alkanes, the transition from type Il systems to type Ill systems
occurs via an intermediate type IV system. A similar phenomenon was found with CO, with the n-
alkane homologous series (Enick et al., 1985; Fall and Luks, 1985), as shown in Figure 3.1, reproduced

from the work of Martinez (2007).

3.4.2. DENSITY AND VISCOSITY
At least 216 sub-critical density data points for R-23 have been reported, measured at temperatures
of between (124.71 and 299) K. Measurements of the supercritical densities of trifluoromethane have
been undertaken by a small number of authors, including Hou and Martin (1959), Hori et al. (1982),
Ohgaki et al. (1990), Aizpiri et al. (1991) and Kamiya et al. (1995). There is no data reported in

literature of supercritical densities of mixtures involving R-23.

The data reported by Aizpiri et al. (1991) are plotted in Figure 3.3. A few sub-critical data points were
included in this work, and these are included in the plot. For this system, similarly to the CO; system,
the value for (ap/aP)T is large around the critical point. The SCF densities of R-23 are substantially
larger than those of CO, (approximately 1200 kg m™ for R-23 at 20 MPa in comparison to
approximately 850 kg m™ for CO,). This suggests that the solubilities of the solutes will be higher in R-

23 than in CO,, so long as the dependency of the solubility on the density of the fluid applies for these

systems.
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Figure 3.3. Density as a function of pressure for supercritical R23 as reported by Aizpiri et al. (1991).
Temperature colour scheme: [, (285-290) K; H, (290-295) K; M, (295-300) K; M, (300-305) K; M, (305-310) K;
M, (310-315) K; M, (315-320) K; M, (320-325) K.

The dynamic viscosity of R-23 gas at 298.15 K was reported to be 1.462 x 10 Pa.s by Dunlop (1994).

Although the temperature that the viscosity was measured was slightly above the critical temperature
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of R-23, the pressure was approximately atmospheric pressure, and therefore the fluid that was

measured was in its gaseous form.

3.4.3. SOURCES
The major source of trifluoromethane is as a by-product in the production of chlorodifluoromethane
(R-22) (McCulloch, 2004). The production of R-23 by this process has been minimised to a great extent
by process optimisation, but a considerable amount of R-23 is still produced. This must be captured
to be either sold or destroyed. In the R-22 production process, the R-23 is most commonly separated
from the R-22 in a distillation column, where the R-23 is removed as the distillate. Another newly
proposed capture process makes use of a zeolite molecular sieve to capture the R-23 (Corbin and

Shiflett, 2015).

Most uses of R-22 in the developed world are being phased out due to the restrictions of its use by
the Montreal Protocol (UNEP, 2003). These restrictions do not, however, apply to developing
countries, and China, in particular, has therefore recently experienced burgeoning production abilities
(McCulloch, 2004). In addition to this, the Montreal Protocol allows the indefinite use of R-22 in the
manufacture of polytetrafluoroethylene (PTFE). There is a substantial worldwide consumption of
PTFE, with annual production expected to reach 240 thousand tons by 2017 (Global Industry Analysts
Inc., 2014). The production of PTFE is expected to continue being buoyed by new opportunities for its
use that continue to be discovered. The sustained production rates of PTFE that are expected

translate into the continued production of R-22 and, as a consequence, R-23.

3.4.4. EMISSION MITIGATION
Whatever R-23 is to be sold is diverted from the recovered R-23 rich stream exiting the separation
process of a R-22 production facility. The remaining R-23 is destroyed in gas fired incinerators
(McCulloch, 2004). The R-23 must be incinerated because it is one of the gases of which emissions
are heavily controlled by the Kyoto Protocol (United Nations Framework Convention on Climate
Change, 1997). Were R-23 to be used as a SC solvent, a possible scenario for the prevention of the
emissions of the R-23 into the atmosphere downstream of the extraction process would be to
incinerate whatever R-23 could not be recovered in an economically feasible manner. The incineration
would produce products very similar to those from the combustion of the R-23 off-gases in the
production of R-22. Thus the use of the R-23 as a supercritical solvent would simply be a temporary

diversion of the R-23 between the capture and incineration stages.

3.4.5. CosTs
The typical price for R-22 in the USA and Western Europe ranges between $2100 and $2400 per ton.

Since R-23 is simply an unwanted side-product of the production of R-22, it would be expected that
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the R-23 would be available at price levels below or equal to those of the R-22. The likelihood of this
increases when considering that costs would be incurred in destroying the R-23, unless alternative

uses can be developed for it.

As a conservative estimate, allowing for transport and storage costs, it was considered that the R-23
would be available at the same price as the R-22 ($2400). The price of R-23 would therefore be

approximately 12 times that of CO,.

3.5. HEXAFLUOROETHANE SYSTEMS

As with R-23, the main understanding of the thermodynamic and transport properties of R-116 comes

from investigation into its use as a refrigerant.

3.5.1. PHASE EQUILIBRIA
There are less phase equilibrium data available for systems involving R-116 than is the case for systems
involving R-23. The few measurements that are described in open literature are listed in Table 3.8

below.

Table 3.8. Studies of the phase equilibrium data for systems involving R-116.

Author Investigation

Miller (1968) Measured the solubility of R-116 in cyclohexane at temperatures of between (280.1
and 305.5) K and at a pressure of 1 atmosphere.
The apparatus of Dymond and Hildebrand (1967) was used.

No thermodynamic modelling was performed.

Park et al. (1982) Investigated the solubility of 6 Freons, among them R-116, in water, at 298 K and 100
kPa.
A modified version of microgasometric apparatus of Scholander (1947) was used.

No thermodynamic modelling was performed.

Zhang et al. (2005) Measured isothermal VLE data for ethane and R-116 at temperatures of between
(199.64 and 242.93) K and at pressures of up to 1.26 MPa.
Used a + 300 cm? stainless steel equilibrium cell with vapour phase recirculation and
vapour and liquid sampling capabilities.

PR EOS with the Panagiotopoulos-Reid mixing rule used to model the system.
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Author Investigation

Valtz et al. (2007) Measured 6 VLE isotherms for the R-116 and CO2 system at temperatures of between
(253.29 and 296.72) K and at pressures of between (1.05 and 6.45) MPa.
A static-analytic cell with liquid and vapour phase sampling capabilities with two
ROLSI™ samplers was used.
PR EOS with MC alpha function, WS mixing rules and NRTL model used to correlate

the experimental data.

Ramjugernath et al. Measured 6 VLE isotherms for the system of R-116 and propane at temperatures of
(2009) between (263.3 and 323.2) Kand a pressure range of between (0.344 and 3.851) MPa.
Measurements undertaken in a = 12 cm?3 static-analytic microcell with pneumatic
capillary samplers for sampling both liquid and vapour phases.
PR EOS with MC alpha function, WS mixing rules and NRTL activity coefficient model

used to correlate data.

Ramjugernath et al. Measured VLE isotherms for the binary systems of R-116 with n-butane at
(2015a)Ramjugernath  temperatures of between (273 and 323) K.

I. (201 . .
etal. (2015b) Used the same apparatus and modelling approach as Ramjugernath et al. (2009).

Ramjugernath et al. Measured VLE isotherms for the binary systems of R-116 with n-pentane or n-hexane
(2015b)Ramjugernath  at temperatures of between (288 and 297) K.

I. (201 . .
etal. (2015a) Used the same apparatus and modelling approach as Ramjugernath et al. (2009).

For the phase equilibrium measurements of systems containing R-116, four authors have measured
P-x-y data, and the remaining two only measured the solubilities of R-116 in water and cyclohexane
at atmospheric pressure. The P-x-y measurements were correlated with the PR EOS with an associated
mixing rule. Zhang et al. (2005) made use of the Panagiotopolous and Reid mixing rule, while
Ramjugernath et al. used the WS mixing rule with the NRTL activity coefficient model. The PR EOS was

used because it provides a good accuracy, and its use is widespread in the chemical industry.

In a precursory work to that of Valtz et al. (2007), Coquelet et al. (2003) showed that their
experimental data for the difluoromethane + propane system was well represented by the PR EOS
with the WS mixing rules. This difluoromethane + propane system had similar behaviour to the R-116
+ CO; system measured by Valtz et al. The WS mixing rules required a model to provide the excess

Gibbs energy, and Valtz et al. used the NRTL activity coefficient model.

3.5.2. DENSITY AND VISCOSITY
There are only 42 data points that have been measured, and reported in literature for the density of

sub-critical pure R-116. These densities were measured at temperatures of between (175.01 and
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292.85) K. For the R-116, no experimentally measured SC densities were discovered. Data, which
were calculated from a model, were available (Lemmon et al., 2011). These data are presented in
Figure 3.4. The density of supercritical R-116 was shown to be similar to that of R-23, suggesting that
the solubilities of the various components that are to be investigated in this study will be similar with

these solvents.
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Figure 3.4. Density as a function of pressure for supercritical R-116, calculated by the procedure of Lemmon

et al. (2011). Temperature colour scheme: l, 295 K; l, 305 K; i, 315 K; l, 325 K; l, 335 K.

No density data could be found for binary systems containing R-116 and the solutes investigated in

this study at either sub- or super-critical conditions

Dunlop (1994) reported the dynamic viscosity of R-116 at 298.15 K to be 1.4 x 10°Pa-s. Although this
measurement was conducted at a temperature above the critical temperature of R-116, the pressure
was approximately atmospheric, and the fluid was therefore gaseous, and not a SCF. The viscosities
of the sub-critical CO,, R-23 and R-116 were therefore similar, with the CO; having the highest viscosity
and the R-116 exhibiting the lowest viscosity. The viscosities of these compounds in their supercritical

states could not be estimated from these values.

3.5.3. SOURCES
One of the major sources of R-116 is from the “anode effect” in the Hall electrolytic process for the
production of aluminium (Calandra et al., 1982). The off-gases from the Hall electrolytic process are
not captured, and approximately 1900 tonnes per year of R-116 are emitted. The off gases from this
process have high GWP, but despite this, it is unlikely that capture will be attempted in the foreseeable

future, due to the high costs that would be involved.

At present, the major use of R-116 is in the semiconductor manufacturing industry, where it is used

as a cleaning and etching gas (Ohno and Ohi, 2003). The R-116 that is manufactured for industrial use



is most commonly produced by fluorination processes, using electrolysis, metal fluorides, or hydrogen
fluoride in the presence of a catalyst. For the semiconductor industry, the etching gas is required to
be of a very high purity, to ensure high precision etching. There has, of late, however, been a trend
to replace R-116 with NFs, which is a more efficient fluorine source (Muhle et al., 2010). Although not
as readily available as other gases, such as CO,, it is fairly straightforward to obtain a supply of R-116,

with a large number of suppliers available.

3.5.4. EMISSION MITIGATION
The standard emission abatement technique used by the semiconductor industry is to recover as
much of the PFCs as economical viable, by cryogenic distillation or membrane separation techniques
(Tsai et al., 2002). The remainder of the gases are usually destroyed by using high temperature
plasmas (Hartz et al., 1998; Namose, 2005). The mitigation of emissions of the R-116 that cannot be
recycled in a SCFE process would thus provide serious challenges. Destruction of the R-116 using high
temperature plasmas would not be a viable option due to the low expected emission volumes.

Capture and recycle using membrane separations would in all likelihood prove a cheaper alternative.

3.5.5. CosTs
The high cost of R-116, is mostly due to the lack of demand. The major demand for R-116 is by the
semi-conductor industry, where extremely high purity R-116 (greater than 99.999 %) is required. The
lack of demand for lower purity R-116 means that it is not supplied. If the demand for lower purity R-
116 (approximately 99.5 %) were to increase, this grade would likely be made available at substantially

lower prices.

Subramoney (2008) researched the use of R-116 as a solvent for a different separation process, and
found that it was approximately 25 times more expensive than CO,. Beijing Starget Chemicals Co. Ltd.
(2015) quoted a price of USS 10 000 per ton of R-116. Central China Sepcial Gas Co. Ltd. (2015) gave
a price of USS 8 000 per ton. Therefore, the cost that was given by Subramoney appears to be a low

estimate. For this study, a price of USS 10 per kilogram of R-116 is probably a better estimate.
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4. MEASUREMENT TECHNIQUES

Development of new SCFE processes requires an understanding of the phase behaviour of the solvents
and the solutes at sub-critical, critical and supercritical conditions. Although predictive models allow
the behaviour to be approximated, a better understanding of the systems comes from models that

are based upon experimentally measured phase equilibrium data.

In this chapter, the types of equilibrium measurements that have been used for obtaining data
required by thermodynamic models are first reviewed. Thereafter, the equipment and procedures
that have been used to perform the measurements in this study have been summarised. Three
experimental apparatus were used to measure the experimental data for this study. Finally, the

methods for the estimation of the measurement uncertainties are presented.

4.1. SUPERCRITICAL EQUILIBRIUM MEASUREMENTS

A number of different analytical techniques have been used to investigate the phase behaviour of
systems involving a supercritical solvent with the desired solutes. These measurements are necessary
for the design of a SCF process plant, as would be the case with any chemical processing plant. Data
of a higher accuracy provides improved, more efficient designs, and it is therefore imperative that the

measured data be as accurate as possible.

The measurement of data for the design of a SCF process can generally be separated into two classes.
In instances where the solute comprises a vast range of components, it would be difficult and
extremely time consuming to measure the binary or ternary equilibrium data for each combination,
and therefore only the quantity and the composition of the soluble portion, at different process
conditions, are analysed. As an alternative, the binary or ternary equilibria data of a select few
‘representative’ components are measured, and these are then used to estimate the phase behaviour

of the entire system (Jiménez-Gallegos et al., 2006).

4.1.1. EXTENSIVE MEASUREMENTS
Extensive measurements refer to measurements in which only the quantity and composition of an
extract obtained at a given set of process parameters is investigated. In cases where the solute is a
mixture of hundreds, if not thousands of components, such as natural plant extracts, these

measurements are most commonly performed.

The aim of extensive measurements is to determine optimal parameters to obtain a particular
separation. The main parameters of interest are the temperature, the pressure, and the solvent-to-

solute ratio. These measurements are generally performed in transient, batch extraction units, in
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which the solute is loaded at the start of the measurements, and the solvent is passed through the

cell, stripping the soluble components out, while the insoluble components remain in the cell.

A list of some of the studies that have been undertaken with this type of measurement are provided

in Table 4.1.

Table 4.1. Measurements of complex real systems in SCFs (Extensive measurements).

Author Investigation

Gopalakrishnan Investigated the effect that the pressure, temperature, contact time and moisture
and Narayanan content of the feed had on the yield and compositional variance of essential oils
(1991) extracted from cardamom seeds using supercritical CO2. The authors found that the

concentrations of the non-volatiles and the chlorophyll in the extract varied with

changes in these operational parameters.

Reverchon et al. Both a laboratory scale apparatus and a pilot plant were used to investigate the

(1995) extraction of lavender essential oils using supercritical CO2. The plant matter was
packed into the pressure vessels, through which the supercritical solvent flowed. Three
separators, operating in series, were used to fractionate the product, by varying the
temperatures and pressures of the separations. The solvent was recirculated within the
pilot plant. The pressure, temperature, extraction time and solvent flow rate were all
investigated to determine the optimum operating conditions. The authors showed that
identical process conditions on the two apparatus produced extracts with identical
chemical compositions.

Ferreira et al. An extraction cell was used to investigate the fixed bed extraction of black pepper

(1999) essential oils by passing supercritical CO2 through the bed. The highest solubility was

obtained at the conditions at which the highest solvent density was achieved. A

maximum recovery of 70% of the total oil present was achieved at these conditions.

Al-Marzougi et al.  Investigated the use of supercritical CO2 for the extraction of hydrocarbons from an oil-
(2007) saturated soil obtained from the Sahel oil field in the United Arab Emirates. The effects
that the pressure, temperature and composition of the oil had on the extraction process
were investigated. The maximum extraction efficiency for the process was found to be

72.4%. This was at the maximum pressure (30 MPa) and at a temperature of 373 K.
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Author Investigation

Avila-Chavezetal. Used a solvent recirculating ‘flow-type’ SCFE unit for the study of the extraction of
(2007) hydrocarbons from sludge collected from the bottom of a crude oil storage tank. The
ethane (solvent) was added to the base of the extraction vessel and removed from the
top after having passed through the sludge sample. The pressure of this exiting stream
was thereafter decreased such that the solute and solvent separated, with the solvent
being re-used after re-pressurisation. The extraction pressure was varied between (10
and 17.2) MPa and the temperature between (308 and 338) K. It was found that the

supercritical extraction provided a significant upgrade of the liquid, with a recovery of

up to 58.5% of the hydrocarbons present.

Parra et al. (2010) The efficiency of the extraction of fractions from a typical vacuum distillation residue
using supercritical n-hexane was investigated at a pilot plant scale. Various fractions
were recovered by altering the pressure of the extraction process, while the
temperature was maintained at a constant value. The sulphur content of each of the

extracted fractions was also investigated.

4.1.2. REPRESENTATIVE MEASUREMENTS
Representative measurements use either solubilities or VLE data for a small number of components
in order to investigate the possibility of performing a specific separation. Thermodynamic models are
usually fitted to the measured data, enabling the prediction of the phase behaviour for a range of

process conditions, as opposed to only at the conditions at which the measurements were performed.

SOLUBILITY MEASUREMENTS

A significant number of authors have reported solubilities in SCF. The solubility refers to the amount
of solute that is present in the solvent-rich phase. It is reported alongside the pressure and
temperature at which it is measured. Many SCF solubility measurements are actually performed at
subcritical conditions, and are only supercritical with respect to the pure solvent. The solubilities both
above and below the mixture critical points are referred to as solubilities in SCFs, as the measurements

are being undertaken at conditions above the critical point of the pure solvent.

The solubilities above the mixture critical point cannot be correlated with an EQS, as is the case for
sub-critical mixtures (Akgln et al., 1999). Some authors have modelled the sub-critical data with EOS
models, but for many systems these models provide fairly poor correlation of the data. Several semi-
empirical correlations have been developed in an attempt to better describe the supercritical

solubilities.
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A few of the authors who measured the solubilities in SCFs are described in Table 4.2. Some
information on the equipment utilised for the measurements, as well as any modelling or correlation

that was performed are also given.

Table 4.2. Solubility measurements of single component solutes in SCFs.

Author Investigation
Kurnik et al. Measured the solubilities of five organic solids in supercritical CO2 and ethylene. The
(1981) measurements were undertaken using a single-pass flow-through extraction device

within which the solids were contained. These measurements assumed that the SCF
was saturated with the solute upon leaving the extraction device, with a number of tests
being performed to validate this assumption. A solute-solvent interaction parameter

for each system was determined by correlating the PR EOS to the experimental P-y data.

Kurnik and Reid Investigated the solubilities of organic solids extracted from binary mixtures using
(1982) supercritical CO2 and ethylene in a single-pass flow through extraction device. They
found that the mass ratios in the solid mixture did not affect the solubilities of the
individual components. The PR EOS was used to correlate the experimental data, using
binary interaction parameters reported in the previous study. For a number of the

systems, no satisfactory correlation of the ternary systems could be achieved.

Dobbs et al. Determined the solubility of hexamethylbenzene and phenanthrene in CO2, using a

(1986) “microsampling apparatus”.

Mitra et al. (1988) Measured the isothermal solubilities of pure naphthalene and pure dibenzothiophene,
as well as the solubilities of a binary mixture of these two components using a batch
equilibrium cell. The experimental data was correlated using the SRK and PR EOS. The

solubility data was used to calculate the partial molar volumes of the components.

Mukhopadhyay Investigated the solubilities of three binary mixtures of aromatic chemicals, of similar
and De (1995) molecular weights, in supercritical CO2. A batch equilibrium cell without continous flow
was utilised to perform the measurements. One of the pairs of chemicals was a liquid

at room temperature, while the other two pairs were solid binary mixtures at room

temperature.
Nieuwoudt and Measured the ‘dew point curve’ for systems involving CO2 and n-alkanes, using a
Du Rand (2002) variable-volume view cell. The solute mixture in the cell was pressurised isothermally

until there was only one phase present in the cell. The pressure was thereafter reduced
until the formation of a second phase was observed. This pressure was verified by a

number of observations, and was denoted as the ‘dew pressure’.
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Author Investigation

Lietal. (2003) Determined the solubilities of 2-naphthanol and anthracene in supercritical CO2, with
and without the use of co-solvents. The co-solvents that were investigated were
acetone, ethanol and cyclohexane. These co-solvents greatly enhanced the solubilities
of the solutes. A flow technique, was used in this investigation and no correlation of the

data was attempted.

Brandt et al. Measured the solubility of palmitic acid in supercritical CO2 using a view cell. The density
(2010) of the SCF was measured simultaneously with the solubility measurements in a vibrating
tube densitometer. The solubility and density were then correlated using the semi-

empirical density-based correlation of Méndez-Santiago and Teja (1999).

VAPOUR-LIQUID EQUILIBRIUM MEASUREMENTS

Other investigations into SCFE have involved the measurement of the VLE of the binary or ternary
systems. This VLE data is usually modelled using thermodynamic models. The correlated models are
then used to investigate the phase behaviour of the systems at near-critical conditions. A few of the

VLE measurement studies that have been conducted are briefly described in Table 4.3.

Table 4.3. VLE measurements for the characterisation of SCFE processes.

Author Investigation

Huie et al. (1973) Performed phase equilibrium measurements, investigating the VLE, VLLE and solid-
vapour-liquid equilibria (SVLE) of a binary mixture of CO2 + n-eicosane. The VLLE data
of a ternary system of CO2 + n-decane + n-eicosane were also measured. The authors
made the assumptions that the vapour phase was always pure CO2, and that the solid

phase was always pure n-eicosane, which caused inaccuracies in the data.

Chou et al. (1990) Isothermal VLE was measured for the binary systems of CO; + n-decane and CO; +
tetralin as well as the ternary mixture of CO2 + n-decane + tetralin at sub-critical
pressures. The measurements were performed in a cell with vapour recirculation and
sampling capabilities for both the liquid and vapour phases. The sampling was
performed through sampling valves which sampled volumes of approximately 30 ul of
each phase. The reported experimental data was not correlated to any

thermodynamic models.
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Author

Investigation

Nagarajan et al.

(1990)

Iwai et al. (1996)

Shariati et al.

(1998)

Scheidgen and
Schneider (2000)

Florusse et al.
(2004)

Measured the VLE, interfacial tensions and phase densities of a ternary system of CO»,
n-butane and n-decane using a constant overall molar composition. This work was an
attempt to develop a basis for the testing of various models for phase equilibria and
interfacial tensions. The data measured here was used to test the ability of the models
to describe systems involving more than two components. A cell with recirculation of
the liquid, which was developed by Hsu et al. (1985), was used for all of the
measurements. The fluid in the recirculation loop was sampled to analyse the
composition, interfacial tensions and densities. A scaling law was used to estimate the

system critical point properties.

Investigated the high-pressure phase equilibrium data for the system of CO2 and
limonene above the critical point of pure CO2 using a circulation-type cell. The PR EOS
with conventional mixing rules with two interaction parameters was used to correlate

the experimental data.

Measured the bubble point pressures for mixtures of Ce+ hydrocarbons in the presence
of approximately 25 mole % CO.. These measurements were performed in the high
pressure Cailletet apparatus described by Peters et al. (1993). The bubble point

pressures were correlated with the PR EOS.

Measured high pressure phase equilibrium data for systems involving CO», an 1-alkanol
with 10 or less carbon atoms and an n-alkane with 16 or less carbon atoms. The
measurements were performed using a cell developed by Konrad et al. (1983).
Additional measurements were made ‘quasi-synthetically’, to obtain datum points for
the ‘near-critical’ curves of the binary mixtures. This was possible because the
composition of the vapour phase was found to vary only slightly with increases in
pressure by the addition of CO2. The ternary systems was viewed as quasi-binary,
because the separation factors were very close to unity around the critical region. The
method of Pohler et al. (1996) was used to perform the ‘quasi-synthetic’

measurements.

Measured the phase equilibria of binary mixtures of CO2 with tributyrin, tricaproin and
tricaprylin at subcritical conditions using a Cailletet apparatus. The Cailletet apparatus
is a variable volume cell without sampling capabilities (i.e. synthetic) (Raeissi and
Peters, 2001). This work was performed in order to investigate the effect that the
molecular weight of triglycerides had on the phase behaviour. The ‘group
contribution’ (GC) EOS of (Skjold-Jgrgensen, 1984) was applied to the data reported

for this study.
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Author

Investigation

Jiménez-Gallegos et
al. (2006)

Gironi and
Maschietti (2008)

Kulik et al. (2008)

Sdnchez-Garcia et
al. (2011)

Mendo-Sdnchez et
al. (2012)

Studied the VLE for a CO2 + octane system and a CO2 + n-decane system in a cell
developed by Galicia-Luna et al. (2000), at temperatures above the critical
temperature of CO2. The PR EOS with either the classical mixing rules or the WS mixing
rules with the NRTL activity coefficient model was used to correlate the experimental
data. It was found that the model using the WS mixing rule gave a better

representation of the systems.

Measured the phase equilibria of CO2 and limonene at temperatures and pressures
above the critical point of pure CO: in a continuously circulated VLE cell. The data was

correlated with the PR EQS using the VDW mixing rules.

Investigated the phase equilibria of CO2 + pyrrole in a variable-volume view cell, at
temperatures and pressures above the critical point of pure CO2. The variable-volume
view cell that was used was developed by Crampon et al. (1999). Liquid-liquid
immiscibility was experienced for this system below the critical point of the pure CO»,
but not above it. The data was correlated with the PR EOS combined with the Mathias-

Klotz-Prausnitz mixing rule (Mathias et al., 1991).

Studied the isothermal VLE for two ternary systems; CO2 + n-decane with either n-
hexane or n-octane; at temperatures of between 312 and 376 K, using the ‘online
static-analytic apparatus with a movable ROLSI™ sampler’, developed by Galicia-Luna
et al. (2000). The authors utilised the temperature independent binary parameters,
fitted to the binary systems, to predict the behaviour of the ternary mixtures with the

PR EOS. The predicted behaviour was compared with the experimental data.

The apparatus developed by Galicia-Luna et al. (2000), was used to investigate the VLE
for ternary and quaternary systems with n-hexane and thiophene alongside CO; and
ethanol. The data was measured at temperatures above the critical temperature of

pure CO2. The PR EOS with the classical mixing rule was used to correlate the data.

Huie et al. (1973), Nagarajan et al. (1990) and Chou et al. (1990) all measured the ternary VLE for

systems involving CO; and two n-alkanes. A common thread for all of these authors was the inclusion

of n-decane. The n-decane was described by Sanchez-Garcia et al. (2011), as a ‘base normal alkane’.

This ‘base normal alkane’ was used as a benchmark, against which the solubility of the other

components could be compared.

de Leeuw et al. (1992) and Peters et al. (1992; 1993) investigated real-life multicomponent fractions

(which could contain countless components) by using mixtures with a finite, number of components;

with each component being well defined. This data was used to determine parameters for use in the
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thermodynamic modelling of the model systems. Hiyoshi et al. (2010) used a model hydrocarbon
system of tetralin, decalin and tetradecane in their investigation into the separation of aromatic

sulphur compounds from hydrocarbons.

An example of the use of the interaction parameters from each of the binary systems constituting the
system of interest, to predict the behaviour of the entire system, is given in the work of Araujo et al.
(2001). These authors used the PR EOS binary interaction parameters for combinations of the main
components present in a multicomponent distillate from a soybean oil deodoriser to predict the VLE
of the system. They compared the predicted data to distribution coefficients and selectivities which
were found in literature. The authors showed that it was possible to predict the solubilities of the
solutes present in the soybean oil distillate by using the PR EOS. This technique was, however, said to

be suitable only for the preliminary investigations.

4.2. VLE EQUIPMENT USED IN LITERATURE

Representative measurements were determined to be the best technique for the characterisation of
the performance of supercritical solvents in the petroleum industry for this study. With the
measurement of the phase equilibrium of a select number of binary systems, it would be possible to
approximate a number of different separation processes. Although solubility measurements are
faster and cheaper to perform, they do not provide the same degree of understanding of a process,
because the behaviour of the liquid phase is not investigated. VLE measurements, which provide a far
more comprehensive characterisation of the system behaviour were therefore preferred for this

study.

Complete measurement of the VLE of a binary two phase system requires the measurement of the
temperature and the pressure of the system, as well as the analysis of the composition of any liquid
and vapour phases present. With VLLE, the analysis of the second liquid phase increases the number
of composition analyses required to three. For the measurement of VLE or VLLE data, it is extremely
important that the measurements are performed at the point at which equilibrium exists. There exist
a large collection of apparatus available for the measurement of high pressure phase equilibrium.
With most of the equipment designs that have been proposed over the years, changes are made to
existing designs in order to improve the sampling technique, the reliability in reaching equilibrium or

the speed at which equilibrium is obtained within the apparatus.

Reviews of the measurement of high pressure VLE data has been undertaken by many authors, and
include studies into the equipment used and the data that has been collected. Reviews include the
works of McGlashan and Hicks (1978), of Knapp et al. (1982), of Fornari et al. (1990), of Richon and de
Loos (1991), of Raal and Miihlbauer (1994), and of Dohrn and Brunner (1995). McGlashan and Hicks
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investigated various techniques used for the measurement of binary thermodynamic quantities
between 1900 and 1978. Knapp et al. performed a review on high pressure vapour liquid equilibrium
measurements from 1900 to 1980, and Fornari et al. reviewed the high pressure fluid phase equilibria
measurements that were conducted between 1978 and 1987. Dohrn and Brunner classified and
described a number of experimental methods for equilibrium measurements at pressures greater
than 10 MPa from between 1988 and 1993. More recent reviews have been conducted by Christov
and Dohrn (2002) for the period from 1994 to 1999, Dohrn et al. (2010) for the period of 2000 to 2004
and Fonseca et al. (2011) for the period from 2005 to 2008.

VLE measurements can be grouped into two classes; those using dynamic apparatus and those using
static apparatus. In true dynamic apparatus, there is circulation of both the vapour and liquid phases
(Knox, 2005). This circulation could be as simple as withdrawal and recirculation of the phases through
an equilibrium chamber, or could have greater complexities such as a flow-through device. In such an
apparatus, the components are mixed and pass through an equilibrium chamber in a steady-state
continuous manner. A number of quasi-dynamic apparatus have also been developed, which allow
for the circulation of only one of the phases present, while the other phase remains static (Chou et al.,
1990). This type of cell has been classed as a static cell in some reviews. Dynamic equilibrium cells
are easier to construct and operate when operating at low to medium pressures, than when operating
at high pressures (Weir and de Loos, 2005). Because of the complexities of operating a dynamic cell
at high pressure, this is seldom done. A review into various dynamic cells reported in literature for

the measurement of VLE was therefore not undertaken for this study.

Static equilibrium apparatus can be divided into static-synthetic and static-analytic designs. With
static-analytic apparatus, the compositions of the individual phases in the cell are analysed, whereas
with static-synthetic cells, only the loading composition is known. Several of the static designs that
have been developed for the measurement of high pressure phase equilibrium data are discussed

below in Sections 4.2.1 and 4.2.2.

4.2.1. STATIC-SYNTHETIC EQUILIBRIUM MEASUREMENTS
The majority of static-synthetic measurement apparatus have a variable-volume cell at the centre of
their construction. Most of these variable-volume cells provide a means for the contents of the cell
to be observed. This viewing capability could be by means of a small viewing port, or could be due to
a large portion of the cell being constructed of a transparent material such as a sapphire crystal. A
few variable-volume cells, for which no viewing capabilities are provided, rely on the discontinuities
in the isothermal volume-pressure relationship to determine the bubble point of a system. If the cell
has viewing capabilities, the phase transition points are normally determined by simple visual

observation.
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A possibility also exists for VLE data to be measured using a static-synthetic cell. For this type of
measurement, however, thermodynamic equations must be relied upon to determine the

compositions of the individual phases (Van Ness, 1964).

Some examples of the types of static-synthetic equipment that have been reported in literature are
presented in Table 4.4. Included with the description of the equipment are the pressure and

temperature ranges at which they can be used.

Table 4.4. Literature examples of static-synthetic measurements.

Author Description of equipment

Reamer and A stainless steel vessel, into which mercury was added for the purpose of varying the cell
Sage (1963)  volume was used. Bubble point data was measured at pressures of up to 18.9 MPa and at
temperatures of between (277 and 511) K. The composition of the contents of the cell was
determined upon loading. Discontinuities in the isothermal volume-pressure relationship

were used to determine the bubble point.

Nasrifar et A Cailletet equipment, capable of measuring bubble point data at pressures of between (0.35
al. (2003) and 15) MPa and at temperatures of between (250 and 470) K, was used. The Cailletet
apparatus consists of a glass capillary tube with mercury as the sealant. The pressure in the

cell was controlled hydraulically.

Mutelet et A stainless steel variable-volume equilibrium cell with a sapphire viewing window, capable of
al. (2005) performing measurements at pressures of up to 70 MPa and temperatures of up to 423 K,
was used to measure bubble point data. The mass of each of the components that was added
into the cell was used to determine the composition of the mixture. A hand-screw was used

to move the piston, which changed the cell volume.

Lay (2010) Used a high pressure variable-volume view cell with a maximum volume of 130 cm3, a
maximum pressure of 70 MPa and a maximum temperature of 473 K to measure bubble point
pressures of binary mixtures. Mixing within the cell was performed by using a magnetically
coupled stirrer. The viscosity and density of the cell contents were measured with an in-line
viscometer and densitometer respectively. The volume of the cell was controlled by a piston.
The position of this piston was controlled by a positive displacement pump, which pumped a

fluid into the volume above the piston, in order to move it.

Static-synthetic apparatus are not very popular, as it is difficult to load the components into the cell
while simultaneously ensuring that no impurities enter the cell. Additionally, the dew and bubble

curves must be characterised separately, which results in longer analysis times.
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4.2.2. STATIC-ANALYTIC EQUILIBRIUM MEASUREMENTS

Analytical VLE measurements involve the analysis of the individual phases present within the

equilibrium cell (Dohrn and Brunner, 1995). This analysis could be either by sampling of the phases

and thereafter utilising an external analysis technique, or by using physicochemical methods for the

analysis of the compositions of the phases in situ within the cell.

A variety of different static analytic equilibrium apparatus have been used to investigate high pressure

VLE. Several of these designs are described below.

Table 4.5. Literature examples of static-analytic measurements.

Author

Description of Equipment

Ohgaki and
Katayama

(1975)

Kalra et al.

(1978)

Ng and
Robinson

(1978)

Lietal.
(1981)

Utilised a 300 cm? stainless steel equilibrium cell with two Pyrex glass disk windows. The
maximum operational pressure was 14.8 MPa. Samples of the liquid and vapour phases were
obtained through small steel tubes sealed with a ball valve and a needle valve. A magnetically

coupled stirrer was used to agitate the cell contents.

Designed a (10 to 175) cm? stainless steel variable volume cell consisting of two cylinder-
piston end sections and a central windowed section. This cell was capable of performing
measurements at pressures of up to 20.7 MPa and at temperatures of between (250 and 393)

K. The composition of the phases were analysed by measuring their refractive indices.

Ng and Robinson’s apparatus consisted of a stainless steel equilibrium cell with an internal
volume of 150 cm3, designed with a Pyrex-glass viewing window to enable observation of the
phase interface. This apparatus was capable of measurements at temperatures of between
310 and 588 K (100 to 600°F) and pressures of up to 17.2 MPa (2500 psia). The cell contents
were agitated by a magnetically coupled stirrer. A liquid sampling valve, based upon the
design of Fredenslund et al. (1973) was inserted into the body of the cell for sampling the
liquid phase. For sampling of the vapour phase, a vapour sampling valve, designed by Kalra

and Robinson (1975), was included.

Used a windowed stainless steel variable-volume cell with a maximum volume of 600 cm3.
The windows were constructed of quartz glass. Mixing the contents of the cell was achieved
by the rocking of the cell in an air bath. Measurements were conducted at temperatures of
between (313 and 393) K, and at pressures of up to 12 MPa. Samples of the liquid and vapour

phases were obtained through sampling valves.

74



Author

Description of Equipment

Cotterman

(1985)

Wagner and
Wichterle
(1987)

Traub and
Stephan
(1990)

Crampon et

al. (1999)

Galicia-Luna

etal. (2000)

Chou et al. (1990) described the static-analytic apparatus that was developed by Cotterman
(1985). This equipment had an equilibrium section, which included a recirculation line for the
vapour phase, and a sampling section. The equilibrium cell had a volume of approximately
100 cm3. The authors did not provide information about the pressure and temperature range
capabilities of this equipment. The phase samples were withdrawn from the equipment into
microcell type sampling valves. Once a sample of the fluid was obtained in the microcell, it

was transferred to a separate sample analysis facility, where the composition was analysed.

A 65 cm? stainless steel cell with two Pyrex glass viewing windows and an internal stirrer was
used by Wagner and Wichterle. Capillaries were used for the sampling of both the liquid and
vapour phases. This cell had a maximum pressure rating of 9 MPa. It was used to perform

measurements at temperatures of between (303 and 323) K.

Developed a static-analytic apparatus which consisted of a 50 cm? high-pressure visual-cell
which could be rotated to allow the sampling of any of the phases present within the cell,
through a capillary tube. A sample was withdrawn from this capillary tube into a sample loop
by opening a needle valve. The contents of the cell were agitated by a magnetically coupled
stirrer. Measurements could be conducted at pressures of up to 30 MPa and at temperatures

up to 393 K.

Used a high pressure sapphire crystal view cell attached to a stainless steel manual screw
pump, which created a variable-volume cell with a volume range of between (4.05 and 14.35)

cm3.

A magnetic stirrer was used to agitate the fluid within the cell. Pressures of up to 18
MPa were measured by Crampon et al. The temperatures at which the data was measured
were between (313 and 333) K. Sampling of the fluid in both the upper and the lower portions

of the cell was possible with three-way micro-valves.

Developed a static-analytic type apparatus for the fast measurement of VLE at pressures of
up to 60 MPa and temperatures of up to 523 K. The stainless steel equilibrium cell had a 40
cm3 volume. The cell body had two sapphire crystal windows, one on each side, which made
the entire height of the inside of the cell visible. Viton ‘o’-rings were used between the flanges
to seal the cell. A moveable capillary, entering through a flange on the cell, was used to obtain

liquid and vapour samples.
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Author

Description of Equipment

Valtz et al.

(2004)

Yu et al.

(2006)

Naidoo et al.

(2008)

Tochigi et al.

(2010)

The equipment developed by Valtz et al. was based on a cell designed by Laugier and Richon
(1986). Central to this equipment was a hollow sapphire tube enclosed by stainless steel
flanges at either end. The equipment was capable of operating at pressures of up to 8 MPa
and temperatures of between (223 and 473) K. Mixing within the 28 cm? equilibrium cell was
achieved with a stirrer that was magnetically coupled to a variable speed stirrer. Two ROLSI

pneumatic capillary samplers were used to sample the vapour and liquid phases.

A variable-volume view cell with a maximum volume of 100 cm3 and a single quartz window
was used by Yu et al. This cell was used to perform measurements at pressures and
temperatures of up to 200 MPa and 393 K respectively (Lentz and Weber, 1994). A magnetic
stirrer was used to agitate the cell contents, and samples of the phases were obtained through

a capillary and a needle valve.

An approximately 200 cm? stainless steel, variable-volume equilibrium cell was used by
Naidoo et al. A pair of opposing sapphire tube windows enabled the contents of the cell to
be viewed. The equilibrium cell was capable of withstanding pressures of up to 12 MPa, and
could be used within the temperature range of (250 to 393) K. A magnetically coupled
composite impeller was used to agitate the contents of the cell. A 2-position 6-port GC valve

was used to obtain samples from various heights within the equilibrium cell.

A 500 cm? static equilibrium cell with a Pyrex glass ‘bull’s eye’ window was used for these
measurements. An externally driven agitator was used to stir the cell contents. The cell had
a maximum working pressure of 30 MPa and a maximum temperature of 480 K (Sako et al.,
1991). The vapour phase was sampled with a metering valve, and the liquid phase was

sampled with a magnetic circulating pump and a 3 cm? liquid sampler.

For high-pressure phase equilibrium measurements, static-analytic measurements are by far the most

common, as they can provide a more complete characterisation of the phase behaviour of a liquid-

vapour system, are easier to operate and consume smaller volumes of chemicals than dynamic cells.

Many of the equilibrium cells used in static-analytic apparatus are fairly large in order to negate the

effect that drawing a sample from the equilibrium chamber has on the thermodynamic equilibrium of

the system (Narasigadu et al., 2013). Of late, with the development of high precision fluid sampling

equipment, such as the Rapid-Online-Sampler-Injector (ROLSI™) of Guilbot et al. (2000b), it has

become possible to reduce the size of the equilibrium cell. Details of several of these newer so-called

‘microcells’ are tabulated in Table 4.6.
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Table 4.6. Examples of microcell equilibrium measurement apparatus 2.

Author V/cmd P/ MPa T/K Sampling
Technique

Winkler and Stephan (1997) 50 58°t011.0° 296°to 315" Needle valves

Baba-Ahmed et al. (1999) 43 0to 40 77t0123° ROLSI™

da Silva et al. (2000) 23 0to 30 295.2 to 353.2 6-way valve

Galicia-Luna et al. (2000) 40 0to 60 Up to 523 Moveable

capillary tube
Valtz et al. (2004) 28 Oto8 223 to 473 ROLSI™

Houssin-Agbomson et al. (2010) 12 0to 10 109.98% to 125.63°  ROLSI™

a cell volume, V, measureable pressures, P, and temperature ranges, T, and the sampling technique used for the
measurements are included
b experimental data limits, as the equipment limits are not specified.

4.3. STATIC-ANALYTIC APPARATUS

To minimise the consumption of chemicals, the high pressure, static analytic microcell apparatus that
was developed and commisioned by Narasigadu (2011), was employed in this study. This apparatus
is currently located at the Thermodynamics Research Unit of the University of KwaZulu-Natal. The
sampling of the various phases present within this equilibrium microcell is performed by using a single
moveable capillary through a ROLSI™. This enables multiple phases, such as would occur with VLLE,

to be sampled, simply by adjusting the height at which the capillary tip is positioned.

4.3.1. EQUIPMENT DESCRIPTION
Central to the static analytic apparatus of Narasigadu (2011) was the equilibrium cell. Adjoining this
equilibrium cell was the equipment for the measurement of the temperature, pressure and
composition. This apparatus was capable of measuring VLE at temperatures of between (263 and 473)

K and pressures of between (0.7 and 15) MPa. The apparatus is depicted in Figure 4.1.
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Figure 4.1. Schematic of the static-analytic high-pressure VLE apparatus of Narasigadu et al. (2013). DAU, data
acquisition unit; EC, equilibrium cell; GC, gas chromatograph; LB, liquid bath; M, motor; MR, metal rod; MS,
magnetic stirrer; PT, pressure transducer; R, moveable ROLSI™; RC, capillary; SA, stirring assembly; TR,

thermal regulation; V, valve; VP, vacuum pump.

EQuILIBRIUM CELL

The equilibrium cell consisted of a cored sapphire crystal tube with dimensions of (OD = 35.60, ID =
17.80, L =70.00) mm. This tube was purchased from Rayotek Scientific Inc. The sapphire crystal was
used because, in addition to providing good visibility of the cell contents from all angles, it was also
designed to be capable of withstanding high pressures. Furthermore, sapphire crystal also has good

thermal conductivity (Narasigadu, 2011).

The sapphire crystal tube was enclosed at either end with a 316 stainless steel flange with dimensions
of (t =15, D = 110) mm, giving it an approximate internal volume of 18 cm3. To fix the sapphire tube
in place, it was fitted into a slight recess on the flanges. The flanges were held in place by spacer rods
(D =10 mm). Perfluoroelastomer o-rings (ID = 19 mm, AS 568A-116) were used to seal between the

sapphire tube and the flanges. These o-rings were placed into grooves machined into the flanges. A
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second set of o-rings (ID = 35 mm, AS 568A-126) were placed around the outer diameter of the

sapphire tube at either end, to prevent any movement of the tube within the recesses in the flanges.

The compatibilities of the materials of construction and the o-rings with the components that were to
be measured were considered. The compatibilities given by several literature sources are listed in

Table 4.7.

Table 4.7. Material compatibilities, with components to be measured, for the construction of the static-

analytic and the static-synthetic apparatus. E, excellent; S, satisfactory; M, moderate; P, poor; X, no data.

Material alkanes aromatics acetone Cco: R-23 R-116
316 stainless steel E® E® E® E? S¢ E
viton E? M ® p? M Ed X ¢
nitrile M2 pa pa pb pd X d
perfluoroelastomer EP EP pb VI Ed M ¢
Teflon® E? E? E? EP S¢ X ¢

2 Adinco BV (2015)
b Graco Inc. (2013)
¢ Air Liquide (2013)
4 Mykin Inc. (2015)

The perfluoroelastomer o-rings were determined to be the most suitable for the equipment, despite
the moderate compatibility with carbon dioxide and with R-116. Teflon® had a better compatibility
with the chemicals that were used, but due to it being a stiff plastic, it was not used for o-rings in the

equipment.

Access into the cell for loading, discharging, cleaning and sampling, as well as for the pressure
measurements was through passages drilled into the top and bottom flanges. The upper flange
contained three 6 mm diameter passages, while the lower flange contained two. On the upper flange,
the passages were included for:
e Loading of the cell. A 1/8" inch NPT thread was machined into the flange, and a NPT to
compression adaptor was fitted. A short section of 1/8™ inch OD 316 SS tubing connected this
fitting to a 1/8™ inch 316 SS ball valve. The diameter of the passage was tapered to 3 mm
where it entered the equilibrium cell.
e Pressure measurement. A similar connection format as the cell loading line was used for this
line. However, in the place of the ball valve, a section of 1/16" inch 316 SS tubing connected

the cell to the pressure transducer.
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e Obtaining samples from the cell through a capillary. The design of this port is discussed below.
On the lower flange, the two passages were for:

e Discharge and cleaning of the cell. This passage was connected to a 1/8™ inch 316 SS ball valve
in exactly the same manner as the loading cell.

e The rod to compensate for the movement of the capillary, which is discussed b