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Abstract

The minimal faithful degree of a finite group G, denoted by µ(G), is the

smallest non-negative integer n, such that G is isomorphic to a subgroup

of Sn, the symmetric group on n symbols. We study the minimal faithful

degrees of certain classes of finite groups and the additivity property of µ

in relation to a direct product of finite groups. Concrete examples will be

provided on how to calculate µ(G), for various classes of finite groups. It is

not difficult to show that if H is a subgroup of G, then µ(H) ≤ µ(G). How-

ever, if N is a normal subgroup of G, it is possible to have µ(G/N) > µ(G).

If the latter holds, we call G an exceptional group, N and G/N are called

distinguished subgroup and distinguished quotient, respectively. We inves-

tigate the extent to which certain classes of groups satisfy the exceptionality

property. In the particular case of p-groups (i.e., groups of order pn, where

p is prime and n is a positive integer), for p5, we provide examples of ex-

ceptional and non-exceptional p-groups. Conditions under which a quotient

group of a finite group is distinguished will also be explored.
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Glossary of symbols,

notation and conventions

G,H,K,N,Q finite or infinite groups

1G the identity element of G

H ≤ G H is a subgroup of G

H < G H is a proper subgroup of G

N EG N is a normal subgroup of G

N CG N is a proper normal subgroup of G

G/N the factor or quotient group of G by N

[G : H] index of H in G

G ∼= H G is isomorphic to H

kerρ the kernel of the homomorphism ρ

Imρ the image of the homomorphism ρ

〈x, y〉 the subgroup generated by x and y

Aut(G) the automorphism group of G

xy conjugation of x by y

o(g) order of g in G

o(G), |G| order of G
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NG(H) the normalizer of the subgroup H in G

Z(G) the centre of G

Sylp(G) the set of all Sylow p-subgroups of G

Φ(G) the Frattini subgroup of G

G′ the commutator subgroup of G

gH the left coset of H in G

X,Y sets

X ⊆ Y X is a subset of Y

X ⊂ Y X is a subset of Y and X 6= Y

Ø empty set

|X| the cardinality of the set X

(|X|, |Y |) the greatest common divisor of |X| and |Y |

D2n dihedral group of order 2n

Q2n generalised quaternion of order 2n

V4 the Klein 4-group

Cn cyclic group of order n

Sn the symmetric group on n symbols

SG the symmetric group on G

An the alternating group on n symbols

x ≡ y(modz) x is congruent to y modulo z
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Chapter 1

Introduction

In this dissertation, we investigate minimal degrees of faithful permutation

representations of finite groups, for various classes of finite groups. That is,

we seek for a smallest integer n such that G is embedded into a symmetric

group Sn, and we denote n by µ(G). The study of this topic is one of the

classical areas of finite group theory. This subject is largely motivated by

Cayley’s Theorem which states that every group G is isomorphic to a sub-

group of the symmetric group. As a result of Cayley’s Theorem, a natural

question arose: when G is finite, can a smallest symmetric group in which G

is embedded be found? This is an extremely hard question to address when

the structure of a finite group G is not known. Hence, we consider different

classes of finite groups and deal with each case according to the structure of

the group.

In Chapter 2, an introduction to morphisms of groups and permutation

representations of groups is given. Well-known content on group actions is

provided and the correspondence between group actions and permutation

representations is furnished. As a result of the latter, an equivalent defini-
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tion of µ(G) is provided through a correspondence between a group action

on a finite set and group action on a set of left cosets for a collection of

subgroups of G.

Chapter 3 is devoted to the study of the behaviour of the degree of a minimal

faithful representation with respect to a direct product of finite groups. The

work in [20] and [36] respectively, constitute the earliest instances in which

the question on the conditions under which the degrees of faithful permuta-

tion representations are minimal. Within the work done by the authors in

[20] and [36], is the investigation of the conditions under which the minimal

degree of a faithful permutation representation of a direct product is equal

to the sum of the minimal degrees of faithful permutation representations

of the direct factors. We provide a self-contained and detailed account of

the results of the investigation by the authors in [20] and [36] which will be

relevant for the work in this dissertation.

In Chapter 4, different classes of finite groups for which Cayley’s Theorem

and its proof give rise to a minimal degree, are provided. These classes

consist of the cyclic groups of prime-power order, the generalised quater-

nion 2-groups and Klein 4-groups. The proof that these classes are the only

ones with this property was sketched by the author in [20]. A more detailed

account of this work and original proofs are provided in this dissertation.

In addition, different methods to calculate minimal degrees of faithful per-

mutation representations for various classes of finite groups are used. Some

minimal degrees are found directly, while other minimal degrees are found

through group action and from the structure of a subgroup lattice of a finite

group.

Certainly, µ(H) ≤ µ(G), for every subgroup H of G. Intuitively, if H and

G are finite groups such that |H| ≤ |G|, we would expect µ(H) to be less
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than or equal to µ(G). However, this is not the case in general. For, if

N C G, it is possible to have µ(G/N) > µ(G) regardless of the fact that

|G/N | = |G|/|N | ≤ |G|. If N CG and µ(G/N) > µ(G), we call G an excep-

tional group. In Chapter 5, we explore the research carried thus far with

regards to the exceptional groups. The work done in [7], [9], [21], [22], [24]

and [25] with respect to exceptional groups is reported with more attention

to the case where the finite group G is of prime power order. Self-contained

and independent proofs of the results found by the authors of the above

mentioned articles are provided.
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Chapter 2

Preliminaries and

background

The main aim of this chapter is to provide standard results from the theory

of groups which will be used throughout the dissertation. Most of the results

could be found in standard text books such as [5], [6], [10], [11], [12], [14],

[23], [29], [30] and [31]. We provide only the proofs of those results that may

be of use in the sequel, as most can be found in the relevant literature.

2.1 Morphisms of groups

Definition 2.1.1. Let G and H be groups. A map ρ : G→ H is said to be

a homomorphism if ρ(g1g2) = ρ(g1)ρ(g2). If in addition ρ is bijective, it is

said to be an isomorphism. If there is an isomorphism from G to H we say

that G and H are isomorphic and we write G ∼= H. An automorphism

of G is an isomorphism from G to G.

A homomorphism may be injective but not onto and viceversa.
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Definition 2.1.2. Let G and H be groups. If there is an injective homo-

morphism ρ : G→ H, we say that G is embedded in H. If there is an onto

homomorphism ρ : G → H, we say that H is a homomorphic image of

G.

2.2 Permutation representations

Cayley’s Theorem asserts that every group can be embedded in a permu-

tation group. It particularly states that every finite group of order n is

isomorphic to a subgroup of Sn, the symmetric group on n symbols, which

is really a permutation group. Below, we present Cayley’s Theorem which

guarantees the existence of a homomorphism from any given group to a

permutation group.

Theorem 2.2.1. Let G be a group. Then G is isomorphic to a subgroup of

SG. In particular, if the order of G is n, then G is isomorphic to a subgroup

of Sn.

Proof. For each g ∈ G, define a bijection ρg as follows,

ρg : G→ G

ρg(x) = gx,

for all x ∈ G. Let g ∈ G, then ρg is a well defined injection, since for any

x, y ∈ G, x = y ⇔ gx = gy ⇔ ρg(x) = ρg(y). It is onto, because if x ∈ G,

then ρg(g
−1x) = g(g−1) = (gg−1) = 1Gx = x, for each g ∈ G, where 1G is

the identity element of G. Thus for each x ∈ G, we obtain ρg ∈ SG. Now,

define a function ρ as follows,

ρ : G→ SG

ρ(g) = ρg,
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for all x ∈ G. For any g, h ∈ G, suppose ρ(g) = ρ(h), i.e., suppose ρg = ρh.

The latter implies that ρg(x) = ρh(x), for every x ∈ G. Therefore gx = hx.

In particular, g = g1G = h1G = h. This proves that ρg is injective. Note

that for every g, h ∈ G, and for each x ∈ G, we have

(ρg ◦ ρh)(x) = ρg(ρh(x)) = ρg(hx) = g(hx) = (gh)x = ρgh(x),

which implies ρ(gh) = ρ(g)ρ(h). Thus ρ is a homomorphism and so G ∼=

Imρ ≤ SG. For finite groups, the result follows by choosing |G| = n. This

completes the proof.

Motivated by Theorem 2.2.1 we define the concept of permutation represen-

tation of a group.

Definition 2.2.1. Let G be a finite group and X be a non-empty finite set. A

permutation representation of G on X is defined to be a homomorphism

ρ : G→ SX .

If g ∈ G, write ρg for ρ(g) ∈ SX (so that ρg : X → X is bijection). We

sometimes write gx for ρg(x). In the case where ρ is injective, we call ρ a

faithful permutation representation. The size of the set X is called the

degree of the permutation representation ρ.

Remark 2.2.1. For finite groups, Cayley’s Theorem gives the existence of a

permutation representation, but it does not guarantee the minimality of the

degree of the permutation representation. That is, for a finite group G, the

statement of Cayley’s Theorem and its proof may or may not produce the

smallest symmetric group in which G can be embedded. To illustrate this,

take G to be A5, the alternating group on 5 symbols. Cayley’s Theorem
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asserts that G is a subgroup of S|G| = S5!/2 = S60. But we know that

G ≤ S5 and 5 is much less than 60. So, to find a permutation representation

of smallest degree, Cayley’s Theorem is not always efficient.

From Cayley’s Theorem and Remark 2.2.1, it seems to be a plausible task to

search for a permutation representation of smallest degree for various classes

of finite groups.

Definition 2.2.2. The homomorphism τ in Theorem 2.2.1 is called the left

regular representation of G.

Definition 2.2.3. Let X be a non-empty set and G be a group. An action

of G on X is a map σ : G×X → X such that:

(i) σ(1G, x) = x, for all x ∈ X, and

(ii) σ(h, σ(g, x)) = σ(hg, x), for all x ∈ X and for all g, h ∈ G. If σ is a

one-to-one map then σ is said to be a faithful action.

Remark 2.2.2. For calculation purposes and if there is no confusion, we

sometimes suppress the action and write gx for σ(g, x). In this way, the

first condition Definition 2.2.3 could be written as 1Gx = x, for all x ∈ X.

The second condition being written as h(gx) = (hg)x, for all x ∈ X and

for all g, h ∈ G. The first condition of Definition 2.2.3 demands the identity

element of G to fix all the elements of X, thus behaving the same as the

identity element of any permutation group. The second condition states

that: applying two elements of G in a sequence is the same as applying

their product to the elements of X, which is the case with elements of any

permutation group: applying two bijections in a sequence is the same as

applying their composition. This is the reason why we always consider group

7



action as a way of letting the elements of a group permute the elements of

a set in which the group is acting.

Definition 2.2.4. Let σ be an action of G on X. We define the orbit

containing x by Orbx(G) := {gx | g ∈ G}.

It is not difficult to show that two orbits are either equal or disjoint.

The correspondence between group action and permutation representation

is described in the following theorem.

Theorem 2.2.2. If ρ : G→ SX is a permutation representation of G on X,

then there exists an action σ of G on X corresponding to ρ. Conversely, if G

acts on a non-empty set X, then there exists a permutation representation

ρ : G→ SX corresponding to this action.

Proof. Let ρ : G → SX be a permutation representation of G on X and

identify the image of any g ∈ G by ρg in SX . So, ρg ∈ SX and ρg is a

permutation on the set X. For each g ∈ G, define an action σ of G on X as

follows,

σ : G×X → X

σ(g, x) = ρg(x),

for all x ∈ X. Clearly, σ(1G, x) = ρ1G(x) = 1SX (x) = x. Also, if g, h ∈ G

and x ∈ X, then

σ(h, σ(g, x)) = σ(h, ρg(x)) = ρh(ρg(x)) = ρhg(x) = σ(hg, x),

i.e., σ is an action of G on X.

Conversely suppose that we have an action σ of G on X. We show that each

g ∈ G induces a permutation representation of G on X. Define ρ as follows,

8



ρ : G→ SX

ρ(g) = ρg,

for all g ∈ G, where ρg is given as follows: for each g ∈ G and for all x ∈ X,

ρg : X → X

ρg(x) = σ(g, x) := gx.

Clearly, ρ1G(x) = σ(1G, x) = x (because σ is an action). Thus ρ1G is nothing

but 1SX , the identity map. Again, using the definition of ρg and the fact

that σ is an action we get

ρg(ρg−1(x)) = ρg(g
−1x) = gg−1x = 1Gx = x.

This implies that ρgρg−1 = 1SX . Therefore ρg−1 = (ρg)
−1. This calculation

proves that ρg is one-to-one because ρg has an inverse for each g ∈ G. The

onto part of ρg is trivial because x = σ(x, 1G) = ρ1G(x), for all x ∈ X.

Thus ρg is a permutation on the set X. We now show that ρ : G→ SX is a

homomorphism. Take g, h ∈ G, then for each x ∈ X, we have

ρg(ρh(x)) = ρg(hx) = g(hx) = (gh)x = σ(gh, x) = ρgh(x).

Thus ρgρh = ρgh, for all g, h ∈ G. This implies that ρ(gh) = ρ(g)ρ(h), for

all g, h ∈ G and hence ρ is a homomorphism.

Theorem 2.2.2 establishes the relationship between group action and permu-

tation representation. In short: if we have a permutation representation we

can construct a group action and vice-versa. We now explore the equivalence

of permutation representations of a group on different sets.

Definition 2.2.5. Suppose ρ : G → SX and σ : G → SY are two permu-

tation representations of G on the sets X and Y, respectively. Identify the

image of g ∈ G under ρ by ρg in SX , also identify by σg, the image of g

9



under σ in SY . Then ρ and σ are said to be equivalent if there exists a

bijection τ : X → Y such that

τ(ρg(x)) = σg(τ(x)),

for all x ∈ X and for g ∈ G.

Figure 1 illustrates the idea given in Definition 2.2.5 diagrammatically.

Figure 1

That is, ρ and σ are equivalent if the diagram above commutes, i.e., τρg =

σgτ. In Definition 2.2.5 we have two permutation representations of the same

group. We now extend to n permutation representations, where n ∈ N in

the following remark.

Remark 2.2.3. Let 1 ≤ i ≤ n, and suppose that for each i, ρi : G → SXi

(ρi(g) = ρig) is a permutation representation such that Xi
⋂
Xj = Ø for each

i 6= j. For each g ∈ G, define

n⊕
i=1

ρi : G→ S⊎n
i=1Xi

by

(
n⊕
i=1

ρi)(g) = [
n⊕
i=1

ρi]g

10



where [
⊕n

i=1 ρ
i]g :

⊎n
i=1Xi →

⊎n
i=1Xi is defined by [

⊕n
i=1 ρ

i]g(x) = ρig(x)

whenever x ∈ Xi. Observe that
⊕n

i=1 ρ
i is a permutation representation by

definition, since each ρi is a permutation representation. Also,
⊕n

i=1 ρ
i is

faithful if and only if each ρi is faithful for each i. Thus
⊕n

i=1 ρi is faithful

if and only if
⋂n
i=1 kerρi = {1G}.

As pointed out in Remark 2.2.3, a direct sum of permutation representations

is a permutation representation. The converse is true if we impose some

condition on the permutation representations in the direct sum. To achieve

this condition we need to define a new concept.

Definition 2.2.6. Let ρ : G → SX be a permutation representation of a

group G on X. We say ρ is transitive if for all x, y ∈ X, there exits g ∈ G

such that ρg(x) = y. That is, if for every x, y ∈ X, there exists g ∈ G such

that gx = y. We say G acts transitively on X.

Theorem 2.2.3. Let σ be an action of G on X. Define a relation R on X

by xRy if and only if for all x, y ∈ X, there exists g ∈ G such that gx = y.

Then R is an equivalence relation on X.

Proof. For all x ∈ X, we have 1Gx = x, since σ is an action. So, xRx for all

x ∈ X. This proves that the relation is reflexive.

Let x, y, z ∈ X and suppose xRy. We therefore have gx = y for some g ∈ G.

Observe that g−1y = g−1gx = 1Gx = x, so yRx. This proves the symmetry

of the relation.

If xRy and yRz, then gx = y and hy = z for some g, h ∈ G. We now have

(hg)x = h(gx) = hy = z, so xRz. This proves the transitivity of the relation

R.

Remark 2.2.4. If G acts on X, then x ∈ Orbx(G) and G acts transitively

11



on Orbx(G) for all x ∈ X. Also, X is partitioned into disjoint equivalence

classes with respect to the equivalence relation R in Theorem 2.2.3. The

equivalence classes under the relation R are orbits of the action σ. From

Theorem 2.2.3 and Definition 2.2.4, we observe that the action is transitive

if and only if there is exactly one orbit. It is worth noting that the action

corresponding to the transitive permutation representation in the sense of

Theorem 2.2.2 is also transitive and viceversa.

Theorem 2.2.4. The centre of any finite group G is a union of all the

conjugacy classes of G that consists of one element with respect to the action

α : G×G→ G defined by α(g, x) = xg = gxg−1.

Proof. First note that the conjugacy class of an element x ∈ G is the set

[x] := {xg | g ∈ G} = {gxg−1 | g ∈ G}. So, conjugacy classes partition G

into disjoint union of orbits under the action of α. Observe that x ∈ [x] for

all x ∈ G as x = (1G)x(1G)−1. Also note that [1G] = {1G}. Since for each

x ∈ G, we have x ∈ Z(G) if and only if gx = xg for all g ∈ G, it follows that

x ∈ Z(G) if and only if x = gxg−1 for all g ∈ G. So, x ∈ Z(G) if and only if

[x] = {x}, and the result follows.

Recall that the permutation representation is said to be finite if the set

permuted is finite. The following theorem is of fundamental importance in

the study of permutation representations.

Theorem 2.2.5. Every finite permutation representation is a direct sum of

transitive permutation representations.

Proof. Let ρ : G → SX be a permutation representation where X is finite.

Then by Theorem 2.2.2, we have a corresponding action σ of G on X. Since

12



the action partitions the set X into disjoint union of orbits, we have X =⊎n
i Orbxi(G). Now G acts transitively on each Orbxi(G). Thus for each i

we have a transitive action σi of G on Orbxi(G). From each σi, we get a

transitive permutation representation ρi, by Theorem 2.2.2. Take
⊕n

i=1 ρi

to be the desired direct sum.

Theorem 2.2.5 tells us that, to understand general permutation representa-

tions, it is enough to study transitive permutation representations as they

are building blocks of the general permutation representations.

2.3 Permutation representations by acting on the

cosets

We can construct a permutation representation of any finite group G by

letting G act on the cosets of any subgroup H. We are going to let G act

on left cosets and we point out that the same can be done to the right

cosets (this can be achieved by defining ρg : X → X by ρg(Hx) = Hxg−1

in Theorem 2.3.1 below). The construction is simple and presented in the

following theorem.

Theorem 2.3.1. Let H be a subgroup of a group G and let X = G/H, where

G/H := {xH | x ∈ G}. Then there is a transitive permutation representation

ρ : G→ SX , such that kerρ =
⋂
g∈G gHg−1.

Proof. For g ∈ G, define ρg : X → X, by ρg(xH) = gxH, for all x ∈ G. It

is clear that ρg is well defined, one-to-one and onto, i.e, ρg ∈ SG/H . Define

ρ : G→ SX by ρ(g) := ρg, for all g ∈ G. Then ρ is a homomorphism because

for each x ∈ G, we have

ρg(ρh(xH)) = ρg(hxH) = g(hxH) = (gh)xH = ρgh(Hx),
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for every g, h ∈ G. This implies that ρ(g)ρ(h) = ρ(gh) for all g, h ∈ G. Hence

ρ is a homomorphism and consequently a permutation representation of G.

We also have

kerρ = {x ∈ G | ρ(x) = 1SX}

= {x ∈ G | ρx = 1SG/H}

= {x ∈ G | xgH = gH, for all g ∈ G}

= {x ∈ G | g−1xgH = H, for all g ∈ G}

= {x ∈ G | g−1xg ∈ H, for all g ∈ G}

= {x ∈ G | x ∈ gHg−1, for all g ∈ G}

=
⋂
g∈G

gHg−1.

It remains to show that ρ is a transitive permutation representation. Now

take xH, yH ∈ X. We show that there exists an element g ∈ G, such that

ρg(xH) = yH. Recall that two cosets are either equal or disjoint. If xH =

yH, then we can take g to be 1G and we are done. If xH 6= yH then

xH
⋂
yH = Ø. We need g ∈ G such that gxH = yH. If we choose g = yx−1,

then gxH = (yx−1)xH = yx−1xH = yH as desired.

Definition 2.3.1. The kernel of ρ in Theorem 2.3.1 is called the core of

H in G, and it is abbreviated as coreG(H). If coreG(H) = {1G}, then H is

said to be core-free.

The following lemma will be used of it in the remark that follows and

throughout this dissertation.

Lemma 2.3.2. Let H and K be subgroups of a group G. Then

coreG(H
⋂
K) = coreG(H)

⋂
coreG(K).
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Proof. Let x ∈ coreG(H
⋂
K). Then x ∈

⋂
g∈G g(H

⋂
K)g−1. So, for all

g ∈ G, x = gyg−1 for some y ∈ H
⋂
K. The fact that y ∈ H and y ∈ K

implies that x ∈
⋂
g∈G gHg−1 and x ∈

⋂
g∈G gKg−1. That is, x ∈ coreG(H)

and coreG(K). Hence x ∈ coreG(H)
⋂
coreG(K) and so

coreG(H
⋂
K) ⊆ coreG(H)

⋂
coreG(K).

Now, let x ∈ coreG(H)
⋂
coreG(K). That is, x ∈ coreG(H) and x ∈

coreG(K). Therefore x ∈
⋂
g∈G gHg−1 and x ∈

⋂
g∈G gKg−1. So, for all

g ∈ G, we have x = ghg−1 and x = gkg−1, for some h ∈ H and k ∈ K.

We equate and get ghg−1 = gkg−1,this implies that h = k. Whence h

is an element of both H and K. Consequently, for all g ∈ G, we have

x = ghg−1, for some h ∈ H
⋂
K. We now have x ∈

⋂
g∈G g(H

⋂
K)g−1, i.e.,

x ∈ coreG(H
⋂
K) and so

coreG(H)
⋂
coreG(K) ⊆ coreG(H

⋂
K)

and hence the result.

Remark 2.3.1. Let H = {Hi}ni=1 be a collection of subgroups of a group G.

As in Theorem 2.3.1, for each g ∈ G, define

ρig : G/Hi → G/Hi, by

ρig(xiHi) = gxiHi,

for each i ∈ {1, . . . , n}. Then H = {Hi}ni=1 induces a transitive permutation

representation

ρ : G→ SG/H1
× · · · × SG/Hn ,

defined by
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ρ(g) = (ρ1
g, . . . , ρ

n
g )

for all g ∈ G. The permutation representation ρ is faithful if and only if

kerρig = {1G}, for each i ∈ {1, . . . , n}. This implies that ρ is faithful if and

only if core(H) :=
⋂n
i=1 coreG(Hi) = coreG(

⋂n
i=1Hi) = {1G}. The fact that

ρ is transitive is a direct consequence of the fact that each ρi : G → SG/Hi

defined by ρi(g) = ρig is transitive by Theorem 2.3.1.

Not only the subgroups induce a transitive permutation representation, a

weak converse is also valid, i.e., any transitive permutation representation

is equivalent to some permutation representation induced by some special

type of subgroups. We define these types of subgroups below.

Definition 2.3.2. Let σ be an action of a group G on some set X. Fix

x0 ∈ X. The stabiliser of the point x0 is the set

Gx0 := {g ∈ G | gx0 = x0}.

Theorem 2.3.3. Let G be a finite group and X a set. Let σ : G→ SX be a

transitive permutation representation of G on X. Then σ is equivalent to a

permutation representation by left multiplication on the left cosets of some

subgroup of G, as in Theorem 2.3.1.

Proof. Let x0 ∈ X be fixed. Let H := Gx0 . That is, H is the stabiliser of

the point x0. Identify σ(g) by σg for all g ∈ G. Since σ is transitive on X,

then for all x ∈ X, there exists g ∈ G such that σg(x0) = x. Now define τ

as follows,

τ : X → G/H

τ(x) = gH,
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for all x ∈ X, where g ∈ G such that σg(x0) = x. We need to show that τ is

a bijection that obeys the condition in Definition 2.2.5. We start by proving

that τ is a one-to-one function. For this, let x, y ∈ X. By transitivity of

σ, there exists g1, g2 ∈ G such that σg1(x0) = x and σg2(x0) = y. Suppose

τ(x) = τ(y). That is, suppose g1H = g2H. This implies that g−1
2 g1H = H.

Therefore g−1
2 g1 ∈ H. Thus, there exists h ∈ H such that g−1

2 g1 = h, so that

g1 = g2h. Note that σh(x0) = x0, since h ∈ H. Thus, we have

x = σg1(x0) = σg2h(x0) = σg2(σh(x0)) = σg2(x0) = y,

and so τ is one-to-one. The function τ is onto because if Y ∈ G/H then Y =

gH for some g ∈ G. If we chose x = σg(x0), we then have τ(x) = gH. Now,

we have σ : G→ SX and by Theorem 2.3.1 we have ρ : G→ SG/H , which is a

transitive permutation representation on the left coset by left multiplication.

We need to show that σ and ρ are equivalent, τ being the required bijection.

This means that we need to show that τ(σg(x)) = ρg(τ(x)), for all x ∈ X,

and for all g ∈ G. That is, we want to show that the following diagram

commutes:

Figure 2

For this, let x ∈ X. We now have x, x0 ∈ X. Let g ∈ G, then τ(σg(x)) =

τ(σg(σg1(x0))) = τ(σgg1(x0)) = gg1H = g(g1H) = ρg(g1H) = ρg(τ(x)).

Whence τ(σg(x)) = ρg(τ(x)), as desired.
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2.4 The degree of a minimal faithful permutation

representation

In Remark 2.3.1 we observed that a collection H = {Hi}ni=1 of subgroups of

a group G induces a permutation representation. If ρ : G → SX is a finite

permutation representation, then ρ =
⊕n

i=1 ρi, where each ρi is transitive,

by Theorem 2.2.5. However Theorem 2.3.3 asserts that ρi is equivalent to

some permutation representation ρ(i) : G → SG/Hi on the left cosets by

left multiplication, where each Hi is chosen to be Gxi0 , the stabiliser of a

point xi0 ∈ G/Hi. Thus the collection H = {Hi}ni=1 of subgroups yields

the transitive summands ρi. This correspondence between permutation rep-

resentations and the collections of subgroups permits us to refer to such

collections of subgroups as permutation representations. We make some

conventions based on this discussion in the following definition.

Definition 2.4.1. If H = {Hi}ni=1 is a collection of subgroups of a group

G yielding the transitive summands of the permutation representation of

G, we then refer to H as a permutation representation of G, or just a

representation of G. We call each Hi ∈ H a transitive constituent of

a permutation representation H. We say H is faithful if and only if

coreG(H) :=
⋂n
i=1 coreG(Hi) = core(

⋂n
i=1Hi) = {1G}.

We say that H is regular (or Cayley) if H = {1G}, and H is called tran-

sitive if n = 1.

Recall from Definition 2.2.1, that ρ : G → SX is a permutation representa-

tion and the cardinality of X is the degree of ρ. Therefore the degree of a

permutation representation of a group G on the left coset of a subgroup H
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is precisely the index of a subgroup H in G. Suppose H is as in Definition

2.4.1, then the degree of H is

deg(H) =

n∑
i=1

[G : Hi],

i.e., the sum of all the degrees of transitive permutation representations

ρ(i) : G→ SG/Hi on the left cosets by left multiplication.

Definition 2.4.2. Given a finite group G and a finite set X. If X is of

smallest size such that G embeds in SX , then the cardinality of X is called

the minimal faithful degree of G, and it is denoted by µ(G).

Let G be a finite group and X be a finite set. We will frequently refer

to µ(G) as just the minimal degree of G. If G is embedded in SX , then

the embedding is equivalent to a permutation representation H = {Hi}ni=1.

Thus we have an equivalent definition of µ(G).

Definition 2.4.3. Let G be a finite group and H = {Hi}ni=1 be any collection

of subgroups of G.

µ(G) = min{deg(H) |
⋂n
i=1 coreG(Hi) = {1G}}.

In this case, H is called a minimal faithful representation of G.

It is obvious but worth noting that if H is a subgroup of G, then

µ(H) 6 µ(G).

It is also easy to think that µ(G) is always a positive number. This is not

true in general. For example, if G = {1G}, then we immediately have a

faithful permutation representation of G on Ø: define ρ : G → SØ = {ιd}

by ρ(1G) = ιd, where ιd is an identity map. So that µ(G) = |Ø| = 0.
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Chapter 3

Minimal degrees of finite

direct products of finite

groups

Let G and H be finite groups. This chapter is devoted to the study of the

behaviour of µ(G×H) in relation to µ(G) and µ(H). It was proven in [20,

Proposition 2] that if we have a direct product of two finite groups G and H,

then its minimal degree never exceeds the sum of the minimal degrees of G

and H, i.e., µ(G×H) ≤ µ(G) + µ(H). A necessary condition for which the

reverse inequality is true is also provided in [20, Proposition 2]. We intend

to provide a detailed proof of this result and investigate other conditions for

which the reverse inequality is true.
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3.1 An upper bound for µ(G×H)

We prove that for any finite groups G and H, µ(G) + µ(H) is an upper

bound for µ(G×H). To achieve this we need to prove the following lemma.

Lemma 3.1.1. Let G and H be finite groups. If R = {Gi}ni=1 and H =

{Hj}mj=1 are faithful representations of G and H respectively, then

D = {G1 ×H, . . . , Gn ×H,G×H1, . . . , G×Hm}

is a faithful representation of the direct product G×H.

Proof. Observe that

n⋂
i=1

coreG×H (Gi ×H) =

n⋂
i=1

[
⋂
g∈G,
h∈H

(g, h)(Gi ×H)(g−1, h−1)]

=

n⋂
i=1

[
⋂
g∈G,
h∈H

((gGig
−1)× (hHh−1))]

=

n⋂
i=1

[
⋂
g∈G

(gGig
−1)×

⋂
h∈H

(hHh−1)]

=

n⋂
i=1

[coreG(Gi)× coreH(H)]

=

n⋂
i=1

coreG(Gi)×
n⋂
i=1

coreH(H)

= {1G} ×H.

Similar calculations shows that
⋂m
j=1 coreG×H(G×Hj) = G×{1H}. We now

have,

core(D) = [

n⋂
i=1

coreG×H(Gi ×H)]
⋂

[

m⋂
j=1

coreG×H(G×Hj)]

= [{1G} ×H]
⋂

[G× {1H}]

= (1G, 1H).
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This show that D is a faithful representation of G×H.

It is a result of [20, Proposition 2] that for any finite groups G and H, µ(G×

H) ≤ µ(G)+µ(H) and the reverse inequality holds whenever (|G|, |H|) = 1.

In the following theorem we rely on Lemma 3.1.1 to prove that µ(G×H) ≤

µ(G) + µ(H).

Theorem 3.1.2. Given any two finite groups G and H, we have

µ(G×H) ≤ µ(G) + µ(H).

Proof. Let R = {Gi}ni=1 and H = {Hj}mj=1 be minimal faithful representa-

tions of G and H, respectively. Then

D = {G1 ×H, . . . , Gn ×H,G×H1, . . . , G×Hm}

is a faithful representation by Lemma 3.1.1. We know that µ(G×H) is the

minimal degree of G×H, is so µ(G×H) at most deg(D). Hence

µ(G×H) ≤ deg(D) =
n∑
i=1

[G×H : Gi ×H] +
m∑
j=1

[G×H : G×Hj ]

=
n∑
i=1

|G×H|
|Gi ×H|

+
m∑
j=1

|G×H|
|G×Hj |

=

n∑
i=1

|G||H|
|Gi||H|

+

m∑
j=1

|G||H|
|G||Hj |

=

n∑
i=1

|G|
|Gi|

+

m∑
j=1

|H|
|Hj |

=
n∑
i=1

[G : Gi] +
m∑
j=1

[H : Hj ]

= deg(R) + deg(H)

= µ(G) + µ(H).

This proves the inequality.
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3.2 The additivity property of µ

Theorem 3.1.2 shows that for any given groups G and H, µ(G × H) ≤

µ(G) + µ(H). We now investigate the conditions under which µ(G ×H) ≥

µ(G)+µ(H). All of the theory developed in this section builds to address the

following question: when is µ(G×H) = µ(G) + µ(H)? In order to respond

to this question, we provide some necessary background material.

3.2.1 Primitivity of subgroups in a representation

We define the concept of primitive subgroups and explore the fact that

the group may be represented faithfully where the representation consists

only of primitive elements. Generally, in a lattice (L,∨,∧), we say that an

element x ∈ L is meet-irreducible if for any y, z ∈ L, x = y ∧ z implies that

x = y or x = z. That is, if X ⊆ L and y =
∧
x∈X X, then y ∈ X. We give

meet-irreducibility of subgroups in the following definition.

Definition 3.2.1. Let H be a proper subgroup of a finite group G. We say

that

Ĥ =
⋂
K≤G,
H<K

K

is a G-closure of H. We say H is a primitive subgroup of G if H 6= Ĥ.

Remark 3.2.1. Let G be a finite group. Let {Ki}ni=1 be a collection of all

subgroups of G which strictly contain a subgroup H of G. If H is primitive,

then by definition H 6= Ĥ =
⋂n
i=1 Ki. This implies that if H = Kr ∩ Ks,
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then H = Kr or H = Ks, for any 1 ≤ r, s ≤ n. Otherwise, we will have

H 6= Ĥ =

n⋂
i=1

Ki

= K1 ∩K2 ∩ . . . ∩Kr ∩ . . . ∩Ks ∩ . . . ∩Kn

= K1 ∩K2 ∩ . . . ∩ (Kr ∩Ks) ∩ . . . ∩Kn

= K1 ∩K2 ∩ . . . ∩H ∩ . . . ∩Kn

= (
n⋂
i=1
i 6=r,s

Ki) ∩H

= H.

The last equality of the calculation comes from the fact that H < Ki for

1 ≤ i ≤ n and so H <
⋂n

i=1
i 6=r,s

Ki. This leads to a contradiction. So, primitive

subgroups of a finite group G are just meet-irreducible elements of the sub-

groups lattice ofG. Let L be a finite lattice and x ∈ L. If x is meet-irreducible

then x is a meet of some meet-irreducible elements of the lattice L because

x = x ∧ x. Suppose x is not meet-irreducible and x = x1 ∧ x2 for some

x1, x2 ∈ L. If xi is not meet-irreducible then decompose it as xi = xi1 ∧ xi2.

If xij is not meet-irreducible then decompose it as xij = xij1 ∧ xij2. Since L

is finite, this process will terminate after a finite number of iterations. So

x is decomposed as a meet of meet-irreducible elements of L. Hence very

element of a finite lattice is a meet of some meet-irreducible elements of the

lattice. This implies every subgroup in the subgroup lattice of a finite group

G can be expressed as an intersection of primitive subgroups.

Definition 3.2.2. A maximal subgroup of a group G is a subgroup M <

G such that there is no subgroup H with M < H < G. Let M be the

collection of all maximal subgroups of G. The intersection of all elements of

M is called the Frattini subgroup of G. We denote the Fratini subgroup

24



of G by Φ(G).

Example 3.2.1. Let M be a maximal subgroup of a finite group G. So M is

not strictly contained in any subgroup of the subgroups of G. Therefore M̂ =

Ø and soM 6= M̂. ThereforeM is primitive. Thus all the maximal subgroups

are primitive. However, the converse is not true. A counterexample to this

is the trivial subgroup of any cyclic p-group

H = 〈x | xpn = 1G〉.

Since the subgroup lattice of H is a chain, i.e., every subgroup of H is

contained in all of the subgroups of H with larger order, therefore the H-

closure of {1H} is the non-trivial subgroup of minimum order.

The following lemma first appeared as [20, Lemma 1] and it provides the

existence of a minimal faithful representation that consists entirely of prim-

itive elements. It also provides a condition under which an element of the

representation is primitive. Due to the relevance of the mechanism employed

to prove this result, by following a similar argument as in the proof of [20,

Lemma 1], we provide a very detailed proof of it.

Lemma 3.2.2. Let R = {Gi}ni=1 be a minimal faithful representation of

the finite group G. There exists a minimal faithful representation D of G

consisting only of primitive elements and Gi ∈ D whenever [G : Gi] is odd.

Proof. Let i ∈ {1, . . . , n} and suppose Gi is not primitive. Then there exist

two distinct proper subgroups H and K of G both strictly containing Gi

such that Gi = H
⋂
K. Remove Gi from R and put H and K into R to

get a new representation [(R \ Gi) ∪ \{H,K}]. Observe that this is still a

faithful representation of G since
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{1G} = coreG(Gi) = coreG(H
⋂
K) = coreG(H)

⋂
coreG(K).

Now, observe that

deg[(R \Gi) ∪ {H,K}] = µ(G)− [G : Gi] + [G : H] + [G : K].

We also have

µ(G)− [G : Gi] + [G : H] + [G : K] ≥ µ(G),

because R is a minimal representation of G. Hence

[G : Gi] ≤ [G : H] + [G : K] =
[G : Gi]

[H : Gi]
+

[G : Gi]

[K : Gi]
(3.1)

The denominators [H : Gi] and [K : Gi] are natural numbers greater than

1, because Gi < H and Gi < K by primitivity of Gi. However, [H : Gi]

and [K : Gi] cannot exceed 2 otherwise the inequality (3.1) becomes false.

It follows that [H : Gi] = [K : Gi] = 2. Since [G : H] = [G:Gi]
[H:Gi]

is a natural

number, then [G : Gi] is even. Consequently, [G : Gi] is even whenever Gi

is not primitive (i.e., [G : Gi] is even whenever Gi is not an element of D).

From this, we deduce that Gi ∈ D whenever [G : Gi] is odd. We now have

[G : H] + [G : K] = [G:Gi]
2 + [G:Gi]

2 = [G : Gi].

Calculating the degree of this representation, we get

deg[(R \Gi) ∪ {H,K}] = µ(G)− [G : Gi] + ([G : H] + [G : K])

= µ(G)− [G : Gi] + [G : Gi]

= µ(G).

This proves that (R \ Gi) ∪ {H,K} is also a minimal representation of G.

Note that G is a finite group, so it has a finite number of subgroups, all of

which are of finite order. The subgroups of G shall have a finite number
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of subgroups too. Therefore, if H or K is not primitive in the construction

of (R \ Gi) ∪ {H,K}, we may repeat the same process and after a finite

number of iterations we will have a minimal representation D of the desired

type from the representation R.

The following corollary is immediate. Its content is the same as the content

of [20, Corollary 1]. However, the proof of [20, Corollary 1] was omitted, so

we provide our own proof below.

Corollary 3.2.3. All the subgroups of odd index appearing in any minimal

faithful representation of a finite group G are primitive. Furthermore, ev-

ery minimal representation of a group G of odd order consists entirely of

primitive subgroups.

Proof. The first part is a direct consequence of the above lemma. Let G be a

group of odd order and R = {Gi}ni=1 be its minimal faithful representation.

We claim that [G : Gi] is odd for 1 ≤ i ≤ n. For, if [G : Gi] is even, say

[G : Gi] = 2n for some integer n, then |G|/|Gi| = 2n. This implies that

|G| = 2n|Gi| = 2(n|Gi|). Hence |G| is even. This contradicts the the fact

that |G| is odd. The result follows from the above lemma.

From now on, we will use the following terminology.

Definition 3.2.3. Let H and G be non-trivial finite groups. If

µ(H ×G) = µ(H) + µ(G),

we say that µ is additive for H and G. If there is no confusion on the

groups to which we are referring to, we simply say that µ is additive.
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3.3 The additivity of µ for groups of coprime order

The Chinese Remainder Theorem is a well-known result from elementary

Number Theory. We intend to use it in the proof of Lemma 3.3.2. We state

the Chinese Remainder Theorem without proof. Its proof can be accessed

from any elementary Number Theory textbook (see, for example, [23] for

reference).

Theorem 3.3.1. (Chinese Reminder Theorem) Suppose n1, . . . , nk are pos-

itive integers that are pairwise coprime. Then, for any given sequence of

integers a1, . . . , ak, there exists an integer x solving the system of simultane-

ous congruences x ≡ ai (mod ni) for all 1 ≤ i ≤ k. Furthermore, all solutions

x of these congruences are congruent modulo the product N = n1 · · ·nk. The

solution x is given by x ≡ (
∑k

i=1 aiMiyi )(mod N), where Mi = N/ni and

yi ≡ (Mi)
−1 (mod ni) for all 1 ≤ i ≤ k.

We provide the following lemma which usually appears as an exercise in the

literature, we prove it for completeness.

Lemma 3.3.2. Let G and H be finite groups whose orders are coprime. If

X is a subgroup of the direct product G×H, then there exist subgroups G∗

and H∗ of G and H respectively, such that X = G∗ ×H∗.

Proof. Let X ≤ G × H. Choose G∗ = π1(X) and H∗ = π2(X), where πi

is the projection of the ith coordinate of X. That is, if (g, h) ∈ X then

π1((g, h)) = g and π2((g, h)) = h. Thus,

G∗ = π1(X) = {g | (g, h) ∈ X}

and

H∗ = π2(X) = {h | (g, h) ∈ X}.
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If (x, y) ∈ X then x ∈ G∗ and y ∈ H∗, by definition of G∗ and H∗. Hence,

(x, y) ∈ G∗ × H∗. So X ⊆ G∗ × H∗. Now let (x, y) ∈ G∗ × H∗. Then

x ∈ G∗ and y ∈ H∗, which means there exists g ∈ G and h ∈ H such that

(x, h), (g, y) ∈ X. We know that (|G|, |H|) = 1 (i.e., the orders of G and H

are coprime), so by the Chinese Remainder Theorem, there exists integers

n1 and n2 such that n1 ≡ 0 (mod |H|) and n1 ≡ 1 (mod |G|). Applying

Chinese Remainder Theorem again we get n2 ≡ 0 (mod |G|) and n2 ≡ 1

(mod |H|). Thus, |H| divides n1 and |H| divides n2 − 1, also |G| divides n2

and |G| divides n1 − 1. We now have

(x, h)n1 = (xn1 , hn1) = (xn1−1x, hn1) = (x, 1H) ∈ X.

Similarly, (g, y)n2 = (1G, y) ∈ X. So we can multiply (x, h)n1 by (g, y)n2 , and

the resulting element will be an element of X since X ≤ G×H. Multiplying,

we get

(x, h)n1(g, y)n2 = (x, 1H)(1G, y) = (x, y) ∈ X.

Hence G∗ ×H∗ ⊆ X. This shows that X = G∗ ×H∗.

We provided the first condition for the additivity of µ. The following appears

as a converse statement of [20, Proposition 2]. A self-contained and detailed

proof of this is provided below.

Theorem 3.3.3. For any two finite groups G and H, we have

µ(G×H) = µ(G) + µ(H),

whenever G and H have coprime orders.

Proof. Let G and H be finite groups. By Theorem 3.1.2 we have µ(G×H) ≤

µ(G)+µ(H). Let X = {Xi}ni=1 be a minimal faithful representation of G×H
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with eachXi primitive inG×H. This type of representation exists by Lemma

3.2.2. If (|G|, |H|) = 1, then for each i ∈ {1, . . . , n} there exist subgroups G∗i

of G and H∗i of H such that Xi = G∗i ×H∗i , by Lemma 3.3.2. Since G∗i ⊆ G

and H∗i ⊆ H, then

G∗i ×H∗i = (G×H∗i )
⋂

(G∗i ×H).

We now have

Xi = G∗i ×H∗i = (G×H∗i )
⋂

(G∗i ×H).

So, by the primitivity of Xi, we must have Xi = G×Hi or Xi = (Gi ×H).

Plausibly, we may assume that

X = {G×H1, . . . , G×Hn1 , G1 ×H, . . . , Gn2 ×H},

for some positive integers n1 and n2. Let H = {Hi}n1
i=1 and R = {Gj}n2

j=1.

Note that only {1H} can be a normal subgroup of H contained in each of

the elements of H. For if N C H, and N ≤ Hi for every i ∈ {1, . . . , n},

then {1G}×N is in every element X . Since {1G} and N are invariant under

conjugation by elements of G and H respectively, we have

{1G} ×N ⊆ coreG×H(X ).

However, X is a minimal faithful representation, and so

coreG×H(X ) = {(1G, 1H)}.

From this we obtain that

{1G} ×N ⊆ coreG×H(X ) = {(1G, 1H)}.

Thus {1G} × N = {(1G, 1H)}. This forces N to be a trivial subgroup of

H. A similar argument shows that {1G} is the only normal subgroup of

G contained in each of the elements of R. So, coreH(H) = {1H} and
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coreG(R) = {1G}. This implies that H and R are faithful representations of

H and G respectively. Hence we have µ(H) ≤ deg(H) and µ(G) ≤ deg(R).

Adding these inequalities, we get

µ(H) + µ(G) ≤ deg(H) + deg(R)

=

n1∑
i=1

[H : Hi] +

n2∑
j=1

[G : Gj ]

=

n1∑
i=1

|H|
|Hi|

+

n2∑
j=1

|G|
|Gj |

=

n1∑
i=1

|G|
|G|
|H|
|Hi|

+

n2∑
j=1

|G|
|Gj |
|H|
|H|

=

n1∑
i=1

|G×H|
|H ×Hi|

+

n2∑
j=1

|G×H|
|Gj ×H|

=

n1∑
i=1

[G×H : G×Hi] +

n2∑
j=1

[G×H : Gj ×H]

= deg(X )

= µ(G×H).

This shows that µ(G×H) = µ(G) + µ(H).

3.4 Minimal permutation representations of a di-

rect product of nilpotent groups

This section is devoted to showing that µ is additive for a direct product

of any two finite nilpotent groups. We therefore develop a theory of finite

nilpotent groups with a view of providing some characterisation for finite

nilpotent groups required to prove the additivity of µ. This theory does not

only allow us to provide an original proof of [36, Corollary 1], it will also be

widely used in the subsequent sections and chapters.

31



Definition 3.4.1. Let G be a group. A normal series for G is a chain

{1G} = Gn ⊆ Gn−1 ⊆ · · · ⊆ G0 = G,

of subgroups of G such that Gi E G for 0 ≤ i ≤ n. If in addition, we have

Gi−1/Gi ⊆ Z(G/Gi) for 1 ≤ i ≤ n, this normal series is called a central

series. A group G is said to be nilpotent if it has a central series. The

least n such that Gn = {1G} is called the nilpotency class of the central

series and each Gi−1/Gi is called a factor of the central series.

The following example will be used later to deduce that

µ(G×H) = µ(G) + µ(H),

for any finite abelian groups G and H.

Example 3.4.1. Let G be an abelian group. Then, the chain {1G} ≤ G is

a central series for G because {1G} EG and G/{1G} = G ⊆ Z(G/{1G}) =

Z(G) = G. So G is nilpotent.

Definition 3.4.2. Let G be a group and x, y ∈ G. The commutator of x

and y is the element [x, y] = xyx−1y−1. The subgroup G′ = 〈[x, y] | x, y ∈

G〉, generated by all commutators of elements of G is called the derived

subgroup or the commutator subgroup of G. The derived series for G

is defined recursively as follows,

G(0) = G and G(i+1) = (G(i))′, for i ≥ 0,

that is, G(i+1) := 〈[x, y]|x, y ∈ G(i)〉. We also write G(2) = G′′, G(3) = G′′′

etc. If H and K are subgroups of G then the commutator subgroup of G

generated by H and K, denoted by [H,K], is defined by

[H,K] = 〈[h, k] | h ∈ H, k ∈ K〉,
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i.e., the subgroup generated by all commutators [h, k] where h ∈ H and

k ∈ K. So, G′ = [G,G]. The derived series for G is now recursively defined

as

G(0) = G and G(i+1) = [G(i), G(i)], for all i ≥ 0.

If a group G is abelian, then [x, y] = xyx−1y−1 = xx−1yy−1 = 1G for all

x, y ∈ G. Thus G′ = {1G}. So, the subgroup G′ can be realised as a measure

of how far a group G is from being abelian. Another type of series that will

help us characterise nilpotent groups is defined below.

Definition 3.4.3. The lower central series for a group G is the chain of

subgroups of the group G defined by

γ1(G) = G and γi+1(G) = [γi(G), G], for i ≥ 1.

Few properties of derived and lower central series are given in the following

lemma.

Lemma 3.4.2. Let G be a group. The following properties hold:

(i) If H1 ≤ K1 ≤ G and H2 ≤ K2 ≤ G, then [H1, H2] ⊆ [K1,K2]. More-

over, [H1, H2] ≤ [K1,K2].

(ii) G(n) ⊆ γn+1(G), for any n ≥ 0.

(iii) If H is a subgroup of G, then γi(H) ⊆ γi(G) for all i ≥ 0.

(iv) If ρ : G → H is an onto homomorphism, then ρ(γi(G)) = γi(H) for

all i ≥ 0.

(v) γi+1(G) ⊆ γi(G) for all i ≥ 0.

(vi) [H1, H2] = [H2, H1] for all H1, H2 ≤ G.
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Proof. (i) The first part follows by the definition of the commutator of

two subgroups. The fact that [H1, H2] ≤ [K1,K2] comes from that

[H1, H2] is a subgroup of G and hence a subgroup of any subgroup of

G containing it.

(ii) We proceed by induction on n. For n = 0, G(0) = G and γ1(G) = G,

so G(0) ⊆ γ1(G). Now suppose that G(i) ⊆ γi+1(G), then

G(i+1) = [G(i), G(i)] ⊆ [γi+1(G), G(i)] ⊆ [γi+1(G), G] = γi+2(G).

This shows that G(n) ⊆ γn+1(G), for any n ≥ 0.

(iii) We proceed by induction on i. The result is true for i = 0 since γ1(H) =

H ⊆ G = γ1(G). Now suppose γk(H) ⊆ γk(G) for k > 0. Since H ⊆ G

and γk(H) ⊆ γk(G), by definition we have γk+1(H) = [γk(H), H] ⊆

[γk(G), G] = γk+1(G), and hence the result.

(iv) We proceed by induction on i. For i = 0, we have ρ(γ1(G)) = ρ(G) =

H = γ1(H). Suppose ρ(γk(G)) = γk(H) for k > 0. Let [x, g] ∈

[γk(G), G] = γk+1(G). Since ρ is a surjective homomorphism, we have

ρ([x, g]) = ρ(xgx−1g−1)

= ρ(x)ρ(g)ρ(x−1)ρ(g−1)

= ρ(x)ρ(g)(ρ(x))−1(ρ(g))−1

= [ρ(x), ρ(g)],

and [ρ(x), ρ(g)] ∈ [ρ(γk(G)), ρ(G)] = [γk(H), H] = γk+1(H). So

ρ(γk+1(G)) ⊆ γk+1(H). Reversing the calculations above we get the

reverse containment. From this we deduce that γi(G) is a characteristic

subgroup of G (i.e., γi(G) is invariant under all automorphisms of G).

Hence, γi(G) EG.

34



(v) Let [x, g] ∈ γi+1(G), so x ∈ γi(G) and g ∈ G. Since [x, g]−1 =

(xgx−1g−1)−1 = gxg−1x−1 = xgx−1 and xg ∈ γi(G) (since γi(G) E G

by (iv)), then [x, g]−1 ∈ γi(G). Since γi(G) ≤ G, we get [x, g] ∈ γi(G).

(vi) If [a, b] = aba−1b−1 ∈ [H1, H2], then [a, b]−1 ∈ [H1, H2]. However,

[a, b]−1 = (aba−1b−1)−1 = bab−1a−1 ∈ [H2, H1]. So, [a, b] ∈ [H2, H1]

because [H2, H1] is a subgroup of G. This implies [H1, H2] ⊆ [H2, H1].

Similarly, [H2, H1] ⊆ [H1, H2].

Given any group, we can attempt to construct a central series as follows: we

let Z0(G) = {1G} and Z1(G) = Z(G). Note that Z(G/Z1(G)) E G/Z1(G),

so by the Correspondence Theorem, there corresponds a unique subgroup

Z2(G) ≤ G such that Z1(G) ⊆ Z2(G). Define the next term of the series to

be Z2(G), the unique subgroup of G such that Z2(G)/Z1(G) = Z(G/Z1(G)).

Inductively, for any i ≥ 0, we define Zi+1(G) to be the unique subgroup such

that Zi+1(G)/Zi(G) = Z(G/Zi(G)). We now give a definition based on this

discussion.

Definition 3.4.4. Let G be a group. The upper central series for G is

the chain of subgroups defined inductively by

Z0(G) = {1G}

Zi+1(G)/Zi(G) = Z(G/Zi(G)), for all i ≥ 0.

We point out that an upper central series need not be a central series, since

we can have Zi(G) CG for all i ≥ 0. For example, if we take G = S3, then

Z(G) is trivial and so Zi(G) C G for all i ≥ 0. But if Zn(G) = G for some

n, then
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{1G} = Z0(G) ⊆ Z1(G) ⊆ Z2(G) ⊆ · · · ⊆ Zn(G) = G

is indeed a central series. The proof of the following lemma will explore

that the upper central series is a central series if and only if the group G is

nilpotent. It will also explicit the relationship between central, lower central

and upper central series with respect to the nilpotency of a group.

Lemma 3.4.3. Let G be a group. The following conditions are equivalent.

(i) G is nilpotent.

(ii) γn+1(G) = {1G} for some integer n.

(iii) Zn(G) = G for some integer n.

Proof. Suppose G is nilpotent and let {1G} = Gn ⊆ Gn−1 ⊆ · · · ⊆ G0 = G

be a central series for G. For all i ≥ 0, we first claim that:

γi+1(G) ⊆ Gi (3.2)

To see this, we proceed by induction on i. For i = 0, we have γ1(G) =

G = G0, so the result is true. Suppose γk(G) ⊆ Gk−1 for some k > 0. We

show that the result is valid for k + 1. Let [x, g] ∈ γk+1(G) = [γk(G), G]

be arbitrary elements. So, x ∈ γk(G) and g ∈ G. Since γk(G) ⊆ Gk−1, it

follows that x ∈ Gk−1. Hence xGk ∈ Gk−1/Gk. However,

{1G} = Gn ⊆ Gn−1 ⊆ · · · ⊆ G0 = G

is a central series for G, so Gk−1/Gk ⊆ Z(G/Gk). Hence xGk ∈ Z(G/Gk),
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this implies that (xGk)(gGk) = (gGk)(xGk). We now have

[x, g]Gk = (xgx−1g−1)Gk

= (xGk)(gGk)(x
−1Gk)(g

−1Gk)

= (xGk)(gGk)(xGk)
−1(gGk)

−1

= (gGk)(xGk)(xGk)
−1(gGk)

−1

= 1Gk−1/Gk

= Gk.

So, [x, g] ∈ Gk. This implies that γk+1(G) ⊆ Gk. So the containment in (3.2)

is true. For all i ≥ 0, we also claim that:

Gn−i ⊆ Zi(G) (3.3)

We proceed by induction on i again. For i = 0, Z0(G) = {1G} = Gn, so the

results is valid. Now suppose that Gn−k ⊆ Zk(G) for some k > 0. We show

that the result is true for k + 1. Choose x ∈ Gn−(k+1) = Gn−k−1 and g ∈ G

arbitrarily. Note that Gn−k−1/Gn−k ⊆ Z(G/Gn−k) because

{1G} = Gn ⊆ Gn−1 ⊆ · · · ⊆ G0 = G

is a central series for G. Therefore x(Gn−k)g(Gn−k) = (gGn−k)(xGn−k).

It follows that [x, g]Gn−k = Gn−k, hence [x, g] ∈ Gn−k. Therefore [x, g] ∈

Zk(G). This implies that [x, g]Zk(G) = Zk(G). So, (xgx−1g−1)Zk(G) =

Zk(G), i.e., (xZk(G))(gZk(G))(xZk(G))−1(gZk(G))−1 = Zk(G), so that

(xZk(G))(gZk(G)) = (gZk(G))(xZk(G)).

Thus xZk(G) ∈ Z(G/Zk(G)). Now,

{1G} = Z0(G) ⊆ Z1(G) ⊆ Z2(G) ⊆ · · · ⊆ Zn(G) = G,
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implies that Z(G/Zk+1(G)) = Zk+1/Zk(G), and hence xZk(G) ∈ Zk+1/Zk(G).

This shows that x ∈ Zk+1, from which we deduce Gn−(k+1) ⊆ Zk+1. Hence,

the containment in (3.3) is true.

Now, from (3.2), γn+1(G) ⊆ Gn = {1G}, and G = G0 = Zn(G) by the

containment in (3.3). This implies that γn+1(G) = {1G} and G = Zn(G),

respectively. Therefore (i) implies both (ii) and (iii).

Suppose γn+1(G) = {1G} for some n, then

{1G} = γn+1(G) ⊆ · · · ⊆ γ1(G) = G

is a central series for G. For if x ∈ γi(G) and g ∈ G then [x, g] ∈ γi+1(G).

Therefore [x, g]γi+1(G) = γi+1(G). From this, we get (xγi+1(G))(gγi+1(G)) =

(gγi+1(G))(xγi+1(G)). This implies xγi+1(G) ∈ Z(G/γi+1(G)). Thus

γi(G)/γi+1(G) ⊆ Z(G/γi+1(G)). Also γi+1(G) EG for all i ≥ 0, by Lemma

3.4.2 (iv). Therefore G is nilpotent. So (ii) implies (i). However (i) implies

(iii), so (ii) implies (iii) as well.

Suppose Zn(G) = G for some integer n. Then G is nilpotent possessing

{1G} = Z0(G) ⊆ Z1(G) ⊆ Z2(G) ⊆ · · · ⊆ Zn(G) = G

as a central series for G. This is trivial since

Zi+1(G)/Zi(G) = Z(G/Zi(G)) (and so Zi+1(G)/Zi(G) ⊆ Z(G/Zi(G))).

So, (iii) implies (i). Again, (i) implies (ii), so (iii) implies (ii). Hence all

of the above conditions are equivalent.

Lemma 3.4.4. Homomorphic images and subgroups of nilpotent groups are

nilpotent.

Proof. Let G be nilpotent. Then γn+1(G) = {1G} for some n. Let H ≤

G, then by Lemma 3.4.2 (iii), we have γn+1(H) ⊆ γn+1(G) = {1G}. So,
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γn+1(H) = {1G}, and H is nilpotent. If H is a homomorphic image of G,

then there exists an onto homomorphism ρ : G→ H. Now by Lemma 3.4.2

(iv), we have

{1H} = ρ({1G}) = ρ(γn+1(G)) = γn+1(H).

So H is nilpotent.

We now present the so-called normaliser condition for nilpotent groups. This

is going to be used later to show that a Sylow p-subgroup of a nilpotent group

is normal.

Lemma 3.4.5. Let G be a nilpotent group. If H < G then H < NG(H).

Proof. Since G is nilpotent, by Lemma 3.4.2 (v) and Lemma 3.4.3 it follows

that the lower central series of G is of the form

{1G} = γn+1(G) ⊆ · · · ⊆ γ2(G) ⊆ γ1(G) = G.

Observe that {1G} = γn+1(G) ⊆ H. So we can choose the smallest i such

that γi(G) ⊆ H. Therefore γi−1(G) * H. But [γi−1(G), H] ⊆ [γi−1(G), G],

since H is contained in G. Moreover, [γi−1(G), G] = γi(G) and γi(G) ⊆ H,

so [γi−1(G), G] ⊆ H. If x ∈ γi−1(G) and h ∈ H, then [x, h] = xhx−1h−1 =

hxh−1 ∈ H. Hence Hx = H for all x ∈ γi−1(G), thus γi−1(G) ⊆ NG(H).

Since γi−1(G) * H, we can choose x0 ∈ NG(H) such that x0 ∈ γi−1(G) but

x0 /∈ H. This is illustrated diagrammatically in Figure 3 below.
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Figure 3

We deduce that H < NG(H).

For the sake of completeness, we prove the following simple lemma which

usually appear as an exercise in most of the standard textbooks. We will

employ the corollary of this lemma to prove that a finite nilpotent group is

a direct product of its Sylow p-subgroups.

Lemma 3.4.6. Let G and H be groups. Let G ×H be a direct product of

G and H. Then

Z(G×H) = Z(G)× Z(H).

Proof. Let (g, h) ∈ Z(G × H). Then for every (x, y) ∈ G × H, we have

(g, h)(x, y) = (x, y)(g, h). Therefore (gx, hy) = (xg, yh). By equality of pairs

we get gx = xg and hy = yh, for all x ∈ G and y ∈ H. Thus g ∈ Z(G)
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and h ∈ Z(H), i.e., (g, h) ∈ Z(G) × Z(H). Conversely, suppose (g, h) ∈

Z(G)× Z(H). Then g ∈ Z(G) and h ∈ Z(H). Therefore, for all x ∈ G and

y ∈ H we have gx = xg and hy = yh. This implies that (gx, hy) = (xg, yh),

i.e., (g, h)(x, y) = (x, y)(g, h). So that (g, h) ∈ Z(G×H).

A corollary of Lemma 3.4.6 follows by a simple induction on the number of

factors in the direct product.

Corollary 3.4.7. Let G = G1 × · · · ×Gn be a direct product. Then

Z(G) = Z(G1)× · · · × Z(Gn).

Proof. For n = 2, the result is true by Lemma 3.4.6. Suppose G = G1×· · ·×

Gk and Z(G) = Z(G1)× · · · × Z(Gk). Consider G = G1 × · · · ×Gk ×Gk+1.

Then, by Lemma 3.4.6 and by the induction hypothesis, we have Z(G) =

Z(G1 × · · · ×Gk)× Z(Gk+1) = Z(G1)× · · · × Z(Gk)× Z(Gk+1).

Theorem 3.4.8. If G and H are nilpotent, then the direct product G ×H

is nilpotent.

Proof. First note that Zk(G×H) = Zk(G)×Zk(H).We proceed by induction

on k. For k = 1, the result is true by Lemma 3.4.6. Suppose Zk(G×H) =

Zk(G)× Zk(H) for some k > 1. Then

G×H
Zk(G×H) = G×H

Zk(G)×Zk(H) = G
Zk(G) ×

H
Zk(H) .

So the center of Z( G×H
Zk(G×H)) = Z( G

Zk(G) ×
H

Zk(H)). However, by Lemma 3.4.6

Z( G
Zk(G) ×

H
Zk(H)) = Z( G

Zk(G))× Z( H
Zk(H)) =

Zk+1(G)
Zk(G) ×

Zk+1(H)
Zk(G) .

Hence Zk+1(G×H) = Zk+1(G)×Zk+1(H). Since G and H are nilpotent, we

can choose a natural number n such that Zn(G ×H) = Zn(G) × Zn(H) =

G×H, by Theorem 3.4.3. So G×H is nilpotent.
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3.4.1 Some characterisations of finite nilpotent groups

We are now ready to present some characterisation theorems of finite nilpo-

tent groups. The first characterisation for finite nilpotent groups which is

of our interest is presented in the following theorem.

Theorem 3.4.9. Let G be a finite group. Then the following conditions are

equivalent.

(i) G is a non-trivial nilpotent group.

(ii) Every non-trivial homomorphic image of G has a non-trivial center.

(iii) G appears as a member of its central series.

Proof. Suppose G is a non-trivial nilpotent group. Let

{1G} = Gn ⊆ Gn−1 ⊆ · · · ⊆ G0 = G

be a central series for G, then the first non-trivial term Gk, say, is contained

in the center of G, since Gk/Gk+1 ⊆ Z(G/Gk+1) = Z(G) (because Gk+1

is trivial). So Z(G) is non-trivial. By Lemma 3.4.4, all the homomorphic

images of G are nilpotent. Therefore the result follows for any homomorphic

image of G. Thus (i) implies (ii).

Now suppose that every non-trivial homomorphic image of G has a non-

trivial center. If Zi(G) is the ith term of the upper central series of G, then

Zi+1/Zi(G) = Z(G/Zi(G)) is non-trivial since G/Zi(G) is a homomorphic

image of G. Therefore Zi(G) ⊂ Zi+1(G) unless Zi(G) = G. So, the terms of

the upper central series are strictly increasing. The latter together with the

fact that G is a finite group imply that not every term of the upper central

series will be proper in G. That is, eventually Zm(G) = G for some m. This

proves that (ii) implies (iii).
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Finally, suppose that G appears as a member of its upper central series. By

Lemma 3.4.3, it follows that (iii) implies (i).

We now want to characterise finite nilpotent groups as built from its Sylow

p-subgroups. To accomplish this, we need few more results. The following

result asserts that a normaliser of any Sylow p-subgroups normalises itself.

Lemma 3.4.10. Let G be a finite group and let P ∈ Sylp(G) for some

prime p. Then NG(NG(P )) = NG(P ).

Proof. Note that H ≤ NG(H) for any H ≤ G. Taking H = NG(P ), we get

NG(P ) ≤ NG(NG(P )). So NG(P ) ⊆ NG(NG(P )). We only need to show

that NG(NG(P )) ⊆ NG(P ). To do this, first note that P E NG(P ) since

P x = P for all x ∈ NG(P ). Since P ∈ Sylp(G), then P is a p-subgroup

of maximal order in G, hence in NG(P ). So P ∈ Slyp(NG(P )). Moreover,

P is the unique Sylow p-subgroup of NG(P ), since P E NG(P ). Now let

x ∈ NG(NG(P )) = {g ∈ G | (NG(P ))g = NG(P )}. We need to show that

g ∈ NG(P ). As P E NG(P ), it follows that P x ≤ (NG(P ))x = NG(P ). So

P x is also Sylow p-subgroups of NG(P ). As |P | = |P x|, by the uniqueness

of P in NG(P ), we have that P x = P. This implies that x ∈ NG(P ), and so

NG(NG(P )) ⊆ NG(P ).

Since our interest is to describe the structure of a finite nilpotent group using

finite p-groups, we start by first proving that finite p-groups are themselves

nilpotent.

Lemma 3.4.11. Every finite p-group is nilpotent.

Proof. Let G be a p-group. Thus |G| = pm for some prime p and a positive

integer m. Let us proceed by induction on the order of the group, which
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implies that we proceed by induction on m. If m = 1, then |G| = p. So G is

cyclic. Let G = 〈x〉. So, for every non-negative integer n, we have

γn+1(G) = [γn(G), G]

= 〈[xi, xj ] | xi ∈ γn(G), xj ∈ G〉

= 〈xixjx−ix−j | xi ∈ γn(G), xj ∈ G〉

= 〈xi+j−i−j | xi ∈ γn(G), xj ∈ G〉

= {1G}.

Thus G is nilpotent. Suppose |G| = pk, and assume that all the p-groups

of order smaller than |G| are nilpotent. We know that Z(G) E G and

since Z(G) 6= {1G}, then the quotient group G/Z(G) is a p-group of order

smaller than |G|. Hence, by the induction hypothesis G/Z(G) is a nilpotent

group. By Lemma 3.4.3, we have γn+1(G/Z(G)) = {1G/Z(G)} for some n. Let

ρ : G → G/Z(G) be the natural homomorphism. By Lemma 3.4.2 (iv), we

have ρ(γn+1(G)) = γn+1(G/Z(G)) = {1G/Z(G)}, therefore γn+1(G) ⊆ kerρ =

Z(G). Now γn+2(G) = [γn+1(G), G] ⊆ [Z(G), G]. However [Z(G), G] = {1G}

because [x, g] = xgx−1g−1 = gxx−1g−1 = 1G for all x ∈ Z(G) and g ∈ G.

Therefore, γn+2(G) = {1G}. So by induction G is a nilpotent group.

We are now ready to provide a characterisation for nilpotent groups as being

constructed from their Sylow p-subgroups. The following theorem and its

proof will be extensively used to prove the additivity property of µ for finite

nilpotent groups in the subsection that follows. So its proof is provided

regardless of its frequent availability in the literature.

Theorem 3.4.12. Let G be a finite group. The following conditions are

equivalent:
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(i) G is nilpotent.

(ii) Every Sylow p-subgroup of G is normal.

(iii) G is a direct product of Sylow pi-subgroups, for different primes pi.

Proof. We show that (i) implies (ii) and (ii) implies (iii) and finally that

(iii) implies (i). Suppose G is nilpotent and let P ∈ Sylp(G). By Lemma

3.4.10 we have NG(NG(P )) = NG(P ). So NG(P ) is not a proper subgroup of

NG(NG(P )). By the contraposition of Lemma 3.4.5 we get that NG(P ) is not

a proper subgroup of G. Since NG(P ) ≤ G, we conclude that NG(P ) = G.

This proves that P EG.

Now suppose every Sylow p-subgroup of G is normal. We need to show that

G is a direct product of Sylow pi-groups, for different primes pi. Let |G| =

Πn
i=1p

αi
i be prime-power decomposition of |G|. If Pi ∈ Sylpi(G) for each i,

then by assumption, PiEG. We claim that P1P2 · · ·Pn ∼= P1×P2×· · ·×Pn.

We proceed by induction on the number of factors. For n = 1 the result is

trivial because P1
∼= P1. Now assume P1P2 · · ·Pk ∼= P1 × P2 × · · · × Pk, for

1 < k < n, we show that the result holds for k+1. Note that P1P2 · · ·PkEG.

For if x1x2 · · ·xk ∈ P1P2 · · ·Pk, where xi ∈ Pi for each i, then for all g ∈ G,

we have

gx1x2 · · ·xkg−1 = gx1g
−1gx2g

−1 · · · gxkg−1 ∈ P1P2 · · ·Pk

since each gxig
−1 ∈ Pi, as PiEG. Also since Pk+1 EG and (|Pi|, |Pk+1|) = 1

for 1 ≤ i ≤ k. It follows that

(|P1P2 · · ·Pk|, |Pk+1|) = (|P1| · |P2| · · · |Pk|, |Pk+1|) = 1.

Hence (P1P2 · · ·Pk)
⋂
Pk+1 = {1G} and so P1P2 · · ·PkPk+1 is a direct prod-
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uct of P1P2 · · ·Pk and Pk+1. Therefore, we have

P1P2 · · ·PkPk+1 = (P1P2 · · ·Pk)× Pk+1
∼= P1 × P2 × · · · × Pk × Pk+1

So the result is true for k+1. We deduce that P1P2 · · ·Pn ∼= P1×P2×· · ·×Pn

and so |P1P2 · · ·Pn| = |P1 × P2 × · · · × Pn| = |P1| × |P2| × · · · × |Pn| = |G|.

From this we conclude that P1P2 · · ·Pn ∼= P1 × P2 × · · · × Pn = G. Lastly,

suppose G is a direct product of Sylow pi-subgroups. We need to show that

G is nilpotent. We will proceed by induction on the order of the group

G. The result is true if n = 1, because if |G| = pα1
1 then G is a p1-group,

so it is nilpotent by Lemma 3.4.11. Now suppose G is a direct product of

Sylow pi-subgroups, for different primes pi, say G = P1×P2× · · · ×Pn. and

assume the result is true for groups of order smaller then |G| = Πn
i=1p

αi
i .

Consider Z(G) = Z(P1) × Z(P2) × · · · × Z(Pn) (by Corollary 3.4.7), and

note that Z(G) is non-trivial since each Z(Pi) is non-trivial. So G/Z(G) =

P1/Z(P1) × P2/Z(P2) × · · · × Pn/Z(Pn) is a direct product of pi-groups

of order smaller than |G|. By induction hypothesis, G/Z(G) is a nilpotent

group. So, by Lemma 3.4.3, we have γn+1(G/Z(G)) = {1G/Z(G)} = Z(G).

Consider the natural map ρ : G → G/Z(G). Arguing as in the proof of

Lemma 3.4.11, we get that G is nilpotent.

3.4.2 The additivity of µ for finite nilpotent groups

In [36, Theorem 2], it is shown that µ is additive for finite p-groups. We

do not reprove this result, but use it as a lemma to prove that µ is additive

for finite nilpotent groups. This is more general since all finite p-groups are

nilpotent.

Lemma 3.4.13. Let G = H × K, where H and K are non-trivial finite

p-groups, then µ(G) = µ(H) + µ(K).
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Proof. See [36, Theorem 2].

The following result appears as [36, Corollary 2] and the details of its proof

are omitted. We provide a detailed proof in the following theorem.

Theorem 3.4.14. Let G and H be non-trivial finite nilpotent groups. Then,

µ(G×H) = µ(G) + µ(H).

Proof. By Theorem 3.4.8, G×H is nilpotent. Let |G×H| = Πn
i=1p

αi
i be a

prime-power decomposition of |G × H|. Since G is nilpotent, it follows by

Theorem 3.4.12 that, for each i ∈ {1, . . . , n}, there exist Pi ∈ Sylpi(G) such

that Pi EG. Moreover G = P1 × P2 × · · · × Pn. Similarly for H, there exist

normal Qi ∈ Sylpi(H) such that H = Q1 ×Q2 × · · · ×Qn. We now have

G×H = P1 × P2 × · · · × Pn ×Q1 ×Q2 × · · · ×Qn

∼= (P1 ×Q1)× (P2 ×Q2)× · · · × (Pn ×Qn).

Hence µ(G×H) = µ[(P1×Q1)× (P2×Q2)×· · ·× (Pn×Qn)]. Since pi 6= pj

for i 6= j, then (|Pi × Qi|, |Pj × Qj |) = 1. Also, Pi and Qi are pi-groups.

Therefore the conditions of Theorem 3.3.3 applied to (P1 × Q1) × (P2 ×

Q2)× · · · × (Pn ×Qn) and Lemma 3.4.13 applied to each Pi ×Qi, we have

µ(G×H) = µ[(P1 ×Q1)× (P2 ×Q2)× · · · × (Pn ×Qn)]

= µ(P1 ×Q1) + µ(P2 ×Q2) + · · ·+ µ(Pn ×Qn)

= µ(P1) + µ(Q1) + µ(P2) + µ(Q2) + · · ·+ µ(Pn) + µ(Qn)

= [µ(P1) + µ(P2) + · · ·+ µ(Pn)] + [µ(Q1) + µ(Q2) + · · ·+

µ(Qn)].

Now apply Lemma 3.4.13 to both [µ(P1) + µ(P2) + · · ·+ µ(Pn)] and

[µ(Q1) + µ(Q2) + · · ·+ µ(Qn)] to get
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µ(P1) + µ(P2) + · · ·+ µ(Pn) = µ(P1 × P2 × · · · × Pn) = µ(G)

and

µ(Q1) + µ(Q2) + · · ·+ µ(Qn) = µ(Q1 ×Q2 × · · · ×Qn) = µ(H).

Therefore

µ(G×H) = µ(P1 × P2 × · · · × Pn) + µ(Q1 ×Q2 × · · · ×Qn)

= µ(G) + µ(H)

Using Theorem 3.4.14, we deduce the following corollary which deals with

the additivity property of µ for finite abelian groups.

Corollary 3.4.15. Let G and H be finite abelian groups. Then µ(G×H) =

µ(G) + µ(H).

Proof. Since G and H are abelian, then G and H are nilpotent, by Example

3.4.1. The result follows by Theorem 3.4.14.

Remark 3.4.1. In the above corollary we have µ(G×H) = µ(G) + µ(H) for

finite abelian groups G and H. A finite abelian group G can be decomposed

into the direct product G = G1 ×G2 × · · · ×Gn of cyclic groups such that

each Gi has order pαii , where each pi is a prime divisor of |G|: this is known

as the Fundamental Theorem of Finite Abelian Groups. By Corollary 3.4.2

we have µ(G) = µ(G1 × G2 × · · · × Gn) = µ(G1) + µ(G2) + · · · + µ(Gn).

Moreover, we have µ(G) = |G1|+ |G2|+ · · ·+ |Gn| = Σn
i=1p

αi
i . The latter is

shown in [20, Theorem 2] by induction on n, the number of direct factors.

This result will be deduced from the proof of Theorem 4.1.6 where we show

that if the order of the finite abelian group G is pαii , then µ(G) = pαii .

48



3.5 The class G of D.Wright

In Theorem 3.4.14, we have shown what appears as [36, Corollary 2], that is,

µ is additive for finite nilpotent groups. Using this fact, in [36], the author

defined the class, G, of groups such that µ is additive for the direct product

of the elements in the class.

Definition 3.5.1. The defining property of G is that: a group G is in the

class G whenever G has a nilpotent subgroup G1 for which µ(G1) = µ(G).

In the subsection that follows, we shall explore the details as to why the

class in the above definition is defined the way it is.

3.5.1 The additivity of µ for the class G

In [36], it is stated without proof that if G and H are non-trivial finite groups

and G,H ∈ G, then µ(G×H) = µ(G) + µ(H). The latter together with the

fact that G is closed under direct products is the content of the following

theorem. The proof of this theorem will clarify the reason for the definition

of the class G.

Theorem 3.5.1. Let G and H be non-trivial groups such that G,H ∈ G.

Then µ(G×H) = µ(G) + µ(H) and G×H ∈ G.

Proof. If G,H ∈ G then there exist nilpotent subgroups K and Q of G

and H, respectively, such that µ(K) = µ(G) and µ(Q) = µ(H). Nilpotent

groups are closed under direct products by Theorem 3.4.8, so K × Q is a

nilpotent subgroup of G×H. It follows by Theorem 3.4.14 that µ(K×Q) =

µ(K) + µ(Q). Using Theorem 3.1.2 we get µ(G×H) ≤ µ(G) + µ(H). Also,

since K × Q ≤ G × H, then µ(K × Q) ≤ µ(G × H). Putting these results
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together, we have

µ(G×H) ≤ µ(G) + µ(H) = µ(K) + µ(Q) = µ(K ×Q) ≤ µ(G×H).

We now have µ(G × H) = µ(G) + µ(H) = µ(K × Q), and so G × H ∈ G,

and the proof is complete.

Remark 3.5.1. It is a result of D. Wright [36] that the symmetric, alternating

and dihedral groups are elements of the class G. The author in [33] improved

the extent of G by showing that all groups of minimal degree at most 6 are

contained in G and listed the groups of minimal degree at most 9 that are

not contained in G. Despite all this work, the full extent of G is not known.

3.6 The additivity property of µ for simple groups

Another class of groups for which µ is additive is the class of simple groups.

This is shown in [7, Theorem 3.1] and we present it below.

Theorem 3.6.1. Let Si be a simple group with minimal degree µ(Si) for

i = 1, . . . , n. If

G = S1 × · · · × Sn,

then µ(G) = Σn
i=1µ(Si).

Proof. See [7, Theorem 3.1].

3.7 Theorem on the additivity of µ

Here, we summarise the results that are currently known regarding the ad-

ditivity of µ for different classes of finite groups. We are actually trying to
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address the question: under what condition(s) is µ(G×H) = µ(G) + µ(H)

for finite groups G and H? The following theorem combines all the results

we discussed in this chapter to address this question.

Theorem 3.7.1. Let G and H be finite groups. Then

µ(G×H) = µ(G) + µ(H)

whenever

(i) (|G|, |H|) = 1.

(ii) G and H are finite nilpotent groups. Furthermore, the result is valid if

(a) G and H are finite p-groups,

(b) G and H are finite abelian groups.

(iii) G and H are finite simple groups.

(iv) G and H are elements of the class G.

We point out that Theorem 3.7.1 in its present form captures the current

results known about the additivity of µ for given finite groups G and H

with the properties described. Further research on the problem may see the

content of the theorem extended to other classes of finite groups. Current

research on the topic poses the question on the extent of the elements of the

class G. In [36], the question was posed as to whether µ(G×H) = µ(G)+µ(G)

for all finite groups. A counter-example was provided by the referee and it

is provided in the addendum of [36]. So, for finite groups G and H, it is

not always true that µ(G × H) = µ(G) + µ(H). This give rise to an open

problem: which classes of groups could be added in the list of Theorem

3.7.1?
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Chapter 4

Examples on finding the

minimal degrees

In this chapter we present the known methods used in finding the mini-

mal degree for some specific classes of finite groups. But, we first need

to determine the classes of groups for which Cayley’s representation is the

permutation representation of minimal degree.

4.1 Minimality of Cayley’s representations

The Klein 4-group is nothing but any group isomorphic to C2 ×C2 and the

generalised quaternion group of order 2n is a group presented as

Q2n = 〈x, y | x2n−1
= 1, x2n−2

= y2, xy = x−1〉, for n ≥ 3.

We mentioned in Chapter 2 that the degree of Cayley’s representation is not

always minimal. In [20, Theorem 1], it is shown that the degree of Cayley’s

representation is minimal if and only if the group under consideration is a

cyclic group of prime-power order, a generalised quaternion group or the
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Klein 4-group. We provide an original and detailed proof of this theorem

as it is an integral part when finding the minimal degrees of the group with

similar structure to the listed above. To prove [20, Theorem 1], we need to

provide a number of preliminary results.

Definition 4.1.1. Let G be an abelian group. The rank of G, denoted by

rank(G), is the cardinality of a maximal linearly independent subset of G

over the set of integers. A free abelian group is a group G with a subset

which generates the group G with the only relation xy = yx.

It follows from Definition 4.1.1 that the rank of an abelian group G is the

size of the largest free abelian group contained in G. For finitely generated

abelian groups, the rank is the number of elements that minimally gener-

ate the group. The fact that non-cyclic p-groups always possess a copy of

Cp × Cp, for an odd prime p will be widely used when providing a proof of

[20, Theorem 1]. However, to prove the latter we will need to prove some

auxiliary lemmas. The first lemma is as follow.

Lemma 4.1.1. Let p be a prime number and let G = 〈x1〉 × · · · × 〈xn〉 :=∏n
i=1〈xi〉 be an abelian p-group of rank n, where o(xi) = pαi for each i,

i.e, 〈xi〉 ∼= Cpαi . Define a map ρ : G → G by ρ(x) = xp. Then, ρ is a

homomorphism and the following holds:

(i) kerρ = 〈xp
α1−1

1 〉 × 〈xp
α2−1

2 〉 × · · · × 〈xp
αn−1

n 〉 :=
∏n
i=1〈x

pαi−1

i 〉.

(ii) Imρ =
∏n
i=1〈x

p
i 〉.

(iii) kerρ and G/Imρ are isomorphic to the elementary abelian group of

order pn. Moreover, rank(kerρ) = rank(G/Imρ) = rank(G) = n.

Proof. (i) Since G is abelian then for all g, h ∈ G we have ρ(gh) = (gh)p =

gphp = ρ(g)ρ(h). So ρ is a homomorphism. If
∏n
i=1 ai ∈ kerρ, then
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∏n
i=1 ai =

∏n
i=1 x

bi
i for some integers bi, and ρ(

∏n
i=1 ai) = 1G. There-

fore (xbii )p = xpbii = 1G for each i. This implies that o(xi) = pαi

divides pbi. So pbi = zpαi for some integer z, and bi = zpαi−1. Now

ai ∈ 〈xp
αi−1

i 〉 for all i, and so
∏n
i=1 ai =

∏n
i=1 x

bi
i =

∏n
i=1 x

zpαi−1

i ∈∏n
i=1〈x

pαi−1

i 〉. Thus kerρ ⊆
∏n
i=1〈x

pαi−1

i 〉.

If
∏n
i=1 ai ∈

∏n
i=1〈x

pαi−1

i 〉, then ai = (xp
αi−1

i )z = xzp
αi−1

i for some

integer z, for each i. From this, we deduce that api = (xzp
αi−1

i )p =

xzpp
αi−1

i = xzp
αi

i = (xp
αi

i )z = (1G)z = 1G. Therefore
∏n
i=1 ai ∈ kerρ,

from which we obtain∏n
i=1〈x

pαi−1

i 〉 ⊆ kerρ.

(ii) If
∏n
i=1 ai ∈ Imρ, then there exists

∏n
i=1 bi ∈ G =

∏n
i=1〈xi〉 such that

ρ(
∏n
i=1 bi) =

∏n
i=1 ai. But

∏n
i=1 bi =

∏n
i=1 x

zi
i for some integers zi. Ob-

serve that ρ(
∏n
i=1 bi) = ρ(

∏n
i=1 x

zi
i ) = (

∏n
i=1 x

zi
i )p =

∏n
i=1 x

pzi
i , hence∏n

i=1 x
pzi
i =

∏n
i=1 ai. It follows that ai = xpzii , for each i. Therefore ai ∈

〈xpi 〉, and so
∏n
i=1 ai ∈

∏n
i=1〈x

p
i 〉. This shows that Imρ ⊆

∏n
i=1〈x

p
i 〉.

If
∏n
i=1 ai ∈

∏n
i=1〈x

p
i 〉, then for each i, there exists zi such that ai =

xpzii . It is now transparent that ρ(
∏n
i=1 x

zi
i ) =

∏n
i=1 ai, and so

∏n
i=1 ai ∈

Imρ. Hence
∏n
i=1〈x

p
i 〉 ⊆ Imρ.

(iii) We first note that for a cyclic p-group, P = 〈x〉, of order pm, we have

kerρ ∼= P/Imρ ∼= Cp, where ρ : P → P is defined by ρ(xi) = (xi)p for

all xi ∈ P. To see this, observe that kerρ = 〈xpm−1〉 and Imρ = 〈xp〉,

by part (i) and part (ii) of this lemma, respectively. Also observe

that, if xi ∈ G with o(xi) = l and l = rs for some positive integers r

and s, then o((xi)r) = s. This holds since we have ((xi)r)s = (xi)rs =

xl = 1G, and so o((xi)r) divides s. Now suppose that o((xi)r) = z

for some positive integer z < s. Then (xi)rz = ((xi)z)r = 1G, and
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rz < rs = l, a contradiction. So, such z does not exist. Therefore

o((xi)r) = s. Using this property, we get that, since o(x) = pm and

pm = pm−1p then o(xp
m−1

) = p. It follows that, |kerρ| = p. Similarly,

since o(xp) = pm−1, we have, |Imρ| = pm−1. It follows that |P/Imρ| =

|P |/|Imρ| = pm/pm−1 = p. Since both kerρ and P/Imρ are cyclic of

order p, then kerρ ∼= P/Imρ ∼= Cp. If we define ρi : 〈xi〉 → 〈xi〉 by

ρi(x
j
i ) = (xji )

p for all xji ∈ 〈xi〉 then part (i) of this lemma becomes

kerρ = ker
∏n
i=1 ρi =

∏n
i=1 kerρi

∼=
∏n
i=1Cp. Part (ii) becomes imρ =

Im
∏n
i=1 ρi =

∏n
i=1 Imρi and so G/Imρ = (

∏n
i=1〈xi〉)/(

∏n
i=1 Imρi)

∼=∏n
i=1(〈xi〉/Imρi) ∼=

∏n
i=1Cp. Hence ker ρ ∼= G/imρ ∼=

∏n
i=1Cp. That

is, kerρ and G/Imρ are isomorphic to the elementary abelian group of

order pn. So, kerρ and G/Imρ are both generated by n elements. In

particular, rank(kerρ) = rank(G/Imρ) = rank(G) = n.

Lemma 4.1.2. Let p be an odd prime and G a group of order p3. Then

the map ρ : G → G defined by ρ(g) = xp is a homomorphism such that

Imρ ≤ Z(G). Furthermore, if G is non-cyclic, then |kerρ| ∈ {p2, p3}.

Proof. If G is abelian, then it follows that ρ(gh) = (gh)p = gphp = ρ(g)ρ(h).

In addition, we have Imρ ≤ Z(G) = G. If G is non-cyclic abelian, by the

Fundamental Theorem of Finitely Generated Abelian Groups, G is isomor-

phic to either Cp × Cp × Cp = 〈x1〉 × 〈x2〉 × 〈x3〉 or Cp2 × Cp = 〈y1〉 × 〈y2〉.

It follows by Lemma 4.1.1 (iii) that kerρ is an elementary abelian group of

order p3 or p2, respectively. That is, |kerρ| ∈ {p2, p3}, and we are done.

Now suppose G is non-abelian. Therefore Z(G) 6= G. Since every p-group

has a non-trivial center, |Z(G)| 6= 1. So |Z(G)| ∈ {p, p2}. If |Z(G)| = p2,

then G/Z(G) is cyclic of order p. That is G/Z(G) ∼= Cp. However, the latter
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implies that G is abelian. This is a contradiction, so |Z(G)| 6= p2. Therefore

|Z(G)| = p. This implies that |G/Z(G)| = p2, so that G/Z(G) is abelian.

Hence, for any x, y ∈ G, we have (xZ(G))(yZ(G)) = (yZ(G))(xZ(G)).

This implies that (xy)Z(G) = (yx)Z(G), and so ((xy)Z(G))((yx)Z(G))−1 =

1G/Z(G). The latter implies that (xyx−1y−1)Z(G) = Z(G), hence xyx−1y−1

= [x, y] ∈ Z(G). Therefore the G′ ≤ Z(G). Since G is non-abelian, G′ 6=

{1G}. Hence |G′| ≥ p = |Z(G)|. It follows that G′ = Z(G) ∼= Cp. It is now

clear that [x, y]p = 1G. Since p divides p(p − 1)/2, then [x, y]p(p−1)/2 = 1G.

Using the fact that G′ = Z(G) ∼= Cp, is not difficult to verify that xpyp =

[x, y]p(p−1)/2(xy)p. Since [x, y]p(p−1)/2 = 1G, it follows that xpyp = (xy)p.

That is, ρ(xy) = (xy)p = ρ(x)ρ(y) = ρ(x)ρ(y). Thus ρ is a homomorphism.

Finally, observe that [xp, y] = xpyx−py−1 = xpy(x−1x−1 · · ·x−1x−1︸ ︷︷ ︸
p-times

)y−1 =

xpy(x−1(y−1y)x−1 · · ·x−1(y−1y)x−1︸ ︷︷ ︸
p-times

)y−1 = xp((yx−1y−1) · · · (yx−1y−1)︸ ︷︷ ︸
p-times

) =

xp(yx−1y−1)p = (xyx−1y−1)p = [x, y]p = 1G, for all x, y ∈ G. We now have

[xp, y] = 1G, so that xpy = yxp. Therefore ρ(x)y = yρ(x), for all x, y ∈ G.

It follows that Imρ ≤ Z(G). By the First Isomorphism Theorem, G/kerρ ∼=

Imρ ≤ Z(G). Since |Z(G)| = p, then |G/kerρ| = |G|/|kerρ| ∈ {1, p}. Now,

since |G| = p3, we deduce that |kerρ| ∈ {p2, p3}. The proof is now com-

plete.

There are exactly p + 1 unique p-subgroups of order p of an elementary

abelian p-group of order p2. We prove this fact in the following lemma.

Lemma 4.1.3. Let p be a prime number. Then there are p + 1 subgroups

of order p in any group G ∼= Cp × Cp.

Proof. SupposeG = 〈x〉×〈y〉 ∼= Cp×Cp.We claim that 〈x〉, 〈xy〉, 〈xy2〉, 〈xy3〉

, . . . , 〈xyp−1〉 and 〈y〉 are the only distinct subgroups of order p in G. Identify
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〈x〉 by 〈x〉 × {1G} and 〈y〉 by {1G} × 〈y〉 in G. Therefore |〈x〉| = |〈y〉| =

|〈x〉 × {1G}| = |{1G} × 〈y〉| = p. Then 〈x〉 and 〈y〉 are distinct subgroups

of order p in G. Consider the group 〈xyk〉, for 0 ≤ k ≤ p − 1. We need

to find the order of xyk, for each k. To do this, suppose (xyk)n = 1G, for

some positive integer n. Since G is abelian, this implies that xnykn = 1G.

So, ykn = x−n ∈ 〈x〉 ∩ 〈y〉 = {1G}. It follows that ykn = x−n = 1G.

Since o(x) = o(y) = p, we have that p divides both kn and −n, and so p

divides n. On the other hand, (xyk)p = xpykp = xp(yp)k = 1G(1G)k = 1G,

that is, o(xyk) divides p. Consequently, o(xyk) = p. To prove that the

subgroups 〈x〉, 〈xy〉, 〈xy2〉, 〈xy3〉, . . . , 〈xyp−1〉 and 〈y〉 are all distinct from

one another, it is enough to show that the generator of each subgroup is

not an element of another subgroup. That is, we show that xyk /∈ 〈xyl〉,

whenever 〈xyk〉 6= 〈xyl〉, for 0 ≤ k, l ≤ p− 1. Suppose to the contrary, that

is, suppose that xyk ∈ 〈xyl〉 for some integers k and l where 0 ≤ k, l ≤ p− 1

such that 〈xyk〉 6= 〈xyl〉. Then there exists an integer z, such that xyk =

(xyl)z. Since G is abelian, we have xyk = xzylz, and so x1−z = ylz−k ∈

〈x〉 ∩ 〈y〉 = {1G}. Therefore x1−z = ylz−k = 1G, and so p divides both 1− z

and lz − k. Now observe that lz − k = l(z − 1) + l − k, so that p divides

l(z− 1) + (l− k). This holds if an only if p divides both l(z− 1) and (l− k).

However, 0 ≤ k, l ≤ p − 1, so p divides l − k implies that l = k, since

0 ≤ l − k ≤ p − 1 < p. This contradicts the condition that 〈xyk〉 6= 〈xyl〉.

So, we have shown that the subgroups 〈x〉, 〈xy〉, 〈xy2〉, 〈xy3〉, . . . , 〈xyp−1〉

and 〈y〉 are all distinct from one another. Moreover, since each subgroup

has order p, then each subgroup is isomorphic to Cp. Clearly if we let O =

{〈x〉, 〈xy〉, 〈xy2〉, 〈xy3〉, . . . , 〈xyp−1〉, 〈y〉}, then |O| = p+ 1.

We now show that there is no other p-subgroup of order p in G except the

above mentioned subgroups. Suppose H is a subgroup of order p in G.
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Then H = 〈g〉 ∼= Cp, for some g ∈ G. Now, the intersection of any two

subgroups in O is {1G}. Also, 1G is in the union of all subgroups in O and

each of the p+ 1 elements in O contains p− 1 non-trivial elements. So, the

number of elements of G that fall into the union of all the subgroups in O

is 1 + (p + 1)(p − 1) = p2 = |G|. So that the union of all the subgroups in

O is G, i.e., G =
⋃
O =

⋃p
k=0〈xy

k〉 ∪ 〈y〉. It follows that g ∈ P, for some

P ∈ O. Therefore H = 〈g〉 ≤ P. However, |H| = |P | = p, implies H = P.

So, the subgroups of G in O are the only subgroups of order p.

We are now ready to prove that a finite non-cyclic p-group contains a normal

subgroup isomorphic to Cp × Cp, for p odd.

Theorem 4.1.4. Let G be a finite non-cyclic p-group of order pα, for p odd.

Then G contains a normal subgroup H that is isomorphic to the elementary

abelian group Cp × Cp.

Proof. We proceed by induction on the |G| = pα, that is, we proceed by

induction on α. Note that α 6= 1 since G is non-cyclic. So we start the

induction at α = 2. Therefore |G| is a group of order p2, and so G is abelian.

It follows that G ∼= Cp×Cp. Take H = G, then H is a normal subgroup of G

isomorphic to Cp×Cp. Hence, the result holds for α = 2. Suppose the result

holds for any p-group of order pk, where k > 2. We show that the result

holds for groups of order pk+1. Since G is a p-group, then Z(G) 6= {1G}.

Therefore p divides |Z(G)|, and so there exists z ∈ Z(G) of order p, by

Cauchy’s Theorem. The central subgroup P = 〈z〉 is normal in G. So, the

group G/P is a p-group of order pk. We consider two cases, namely, the case

where G/P is cyclic and the case where G/P is non-cyclic.

Suppose G/P is cyclic, then by the Third Isomorphism Theorem, we have

(G/P )/(Z(G)/P ) ∼= G/Z(G). Now, G/P is cyclic, so G/Z(G) is cyclic since
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G/Z(G) is isomorphic to a quotient group of G/P. It follows that G is

abelian. Since G is non-cyclic, then G is generated by at least two elements.

In particular, G is a finite abelian group with rank(G) ≥ 2. Let ρ : G → G

be defined by ρ(x) = xp, for all x ∈ G. Then, by Lemma 4.1.1 (iii), kerρ is

the elementary abelian p-group whose rank is the same as that of G. Thus

kerρ ∼= Cp × Cp × · · ·Cp︸ ︷︷ ︸
r-times

, for some integer r ≥ 2. It is now clear that kerρ

contains a normal subgroup H isomorphic to Cp ×Cp, where the normality

of H ≤ G follows by the fact that G is abelian.

Now suppose G/P is non-cyclic. By the induction hypothesis, there is a

normal subgroup Q ≤ G/P such that Q ∼= Cp×Cp. By the Correspondence

Theorem, there exists a normal subgroup M of G such that Q = M/P. Note

that p2 = |Q| = |M/P | = |M |/|P | = |M |/p, so M is a subgroup of order p3

and M is non-cyclic since M/P is non-cyclic. Let ρ : M → M be defined

by ρ(x) = xp, for all x ∈ M. Since M is a p-group of order p3, by Lemma

4.1.2, Imρ ≤ Z(M) and |kerρ| ∈ {p2, p3}. Moreover, if x ∈ kerρ such that

x 6= 1G, then o(x) = p. That is, kerρ consists precisely of the elements of

M of order p. Now, if β ∈ Aut(M), then o(β(x)) = p, since β preserves the

order of elements. In particular, β(x) ∈ kerρ. Thus β(kerρ) ⊆ kerρ. Since M

is finite, we have β(kerρ) = kerρ. Therefore kerρ is characteristic subgroup

of M. So kerρ is normal in G since M is normal in G.

Now, if |kerρ| = p2, then kerρ is isomorphic to either Cp2 or Cp×Cp. However,

kerρ has no element of order p2. Therefore kerρ ∼= Cp × Cp. So, taking

H = kerρ, we have that H is normal in G and H ∼= Cp × Cp.

Now, suppose |kerρ| = p3 and let K = kerρ. Again, kerρ has no element of

order p2 or p3, so K = kerρ ∼= Cp×Cp×Cp. It follows that K/P ∼= Cp×Cp.

Let O := {Q/P ≤ K/P | o(Q/P ) = p}. By Lemma 4.1.3, |O| = p + 1.
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Now, note that G/P acts on the elements of O by conjugation. Given

Q/P ∈ O, we denote by (G/P )Q/P , the stabiliser of Q/P and denote by

OrbG/P (Q/P ), the orbit of Q/P. By the Orbit-Stabilizer Theorem, we have

|G/P | = |(G/P )Q/P | × |OrbG/P (Q/P )|, which implies that |G/P |
|(G/P )Q/P |

=

|OrbG/P (Q/P )|, that is, [G/P : (G/P )Q/P ] = |OrbG/P (Q/P )|. Now G/P

is a p-group, so |OrbG/P (Q/P )| is a power of p. Since |O| = p + 1, then

there is one orbit of order p and another of order 1. Let N/P ≤ K/P

be in the orbit of order 1. Then N/P is normal in G/P since the action

under consideration is conjugation. By the Correspondence Theorem, N is

a normal subgroup of G. Since N/P ∈ O, then |N/P | = p, and so |N | = p2

since |P | = p. It follows that N is an elementary abelian subgroup of K.

Finally, set H = N ∼= Cp × Cp and the result follows.

The semidihedral group of order 2n is a group presented by SD2n = 〈x, y |

x2n−1
= y2 = 1, xy = x2m−2−1〉. Theorem 4.1.5 below is a more general result

in contrast with the above theorem. The difference being the fact that p = 2

is taken into consideration and that the order of the normal abelian group

is not specified to be p2 as in Theorem 4.1.4. However, we will use both

Theorem 4.1.4 and Theorem 4.1.5 for the remainder of this dissertation.

Theorem 4.1.5. (i) If P is a p-group with no non-cyclic abelian normal

subgroups, then either P is cyclic or p = 2 and P is isomorphic to D2n,

n ≥ 4, Q2n , n ≥ 3, or SD2n , n ≥ 4.

(ii) If P is a p-group with at most one subgroup of order p, then either P is

cyclic or p = 2 and P is isomorphic to Q2n , n ≥ 3.

Proof. See [13, Theorem 4.10] or [18, Theorem 6.11 and Theorem 6.12].

Definition 4.1.2. Let G be a group with the property that there exists a
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positive integer n such that, for every g ∈ G, gn = 1G. The exponent of G,

denoted exp(G), is the smallest positive integer n such that, for every g ∈ G,

gn = 1G.

Thus, for every finite group G, exp(G) divides |G|. Also, for every group G

that has an exponent, we have o(g) divides exp(G), for every g ∈ G.

Theorem 4.1.6. The degree of Cayley’s representation of a group G is

minimal if and only if G is

(i) a cyclic group of prime-power order, or

(ii) a generalised quaternion 2-group, or

(iii) the Klein 4-group.

Proof. (i) Suppose G is a cyclic group of prime-power order, say |G| = pn.

Then G ∼= Cpn . It follows that the subgroup lattice of G is a chain.

That is, every subgroup of G is contained in all of the subgroups of

G of larger order. Hence, every non-trivial subgroup of G contains

the first non-trivial subgroup and this non-trivial subgroup contains

the trivial subgroup. So, Cayley’s representation is the only faithful

representation of minimal degree. Therefore, µ(G) = |G| = µ(Cpn) =

pn.

(ii) Suppose G = Q2n , the generalised quaternion. Then G is presented

as Q2n = 〈x, y | x2n−1
= 1, x2n−2

= y2, xy = x−1〉, for n ≥ 3. Note

that Z(Q2n) = 〈x2n−2〉 = {1Q2n
, x2n−2} (= {1Q2n

, y2} = 〈y2〉), so

|Z(Q2n)| = 2. It follows by Theorem 4.1.5 (ii) that Z(Q2n) is the

unique subgroup of order 2 in Q2n . However, all the subgroups of Q2n

have order 2m, for some m ≤ n. Therefore the order of Z(Q2n) divides
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the order of all other subgroups Q2n . Since Z(Q2n) is the unique

subgroup of order 2, and by Lagrange’s Theorem, we have that all the

non-trivial subgroups of Q2n contains the normal subgroup Z(Q2n).

So, Cayley’s representation is the only representation with a trivial

core. Hence, Cayley’s representation is the only faithful representation

of minimal degree. This implies that µ(Q2n) = |Q2n | = 2n.

(iii) Suppose that G is the Klein 4-group. Then G ∼= C2×C2. It follows by

Corollary 3.4.2 that µ(G) = µ(C2 × C2) = µ(C2) + µ(C2) = 2 + 2 =

4 = |G|. So, the Cayley’s representation is of minimal degree.

Conversely suppose that Cayley’s representation is of minimal degree for

G. We prove that G is a cyclic group of prime-power order, a generalised

quaternion 2-group, or the Klein 4-group. We start by proving that G is a

p-group. Suppose to the contrary that G is not a p-group. So the prime

power decomposition of |G| contains at least two distinct primes p and q.

Write |G| = pnqmz, where n,m and z are positive integers such that z is

divisible by neither p nor q. By Sylow’s Theorem, there exist subgroups Hp

and Hq of G with orders pn and qm, respectively. Moreover,

coreG(Hp) =
⋂
g∈G(Hp)

g ≤ Hp,

similarly coreG(Hq) ≤ Hq. We now have,

coreG(Hp)
⋂
coreG(Hq) ≤ Hp

⋂
Hq = {1G}.

Hence

coreG(Hp)
⋂
coreG(Hg) = {1G}.
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This shows thatH = {Hp, Hq} is a faithful representation ofG. Furthermore,

deg(H) =
∑
H∈H

[G : H]

= [G : Hp] + [G : Hq]

= qmz + pnz

= (qm + pn)z

< pnqmz

= |G|.

Since deg(H) < |G| then the Cayley’s representation is not minimal: a

contradiction, and so G is a p-group. Let |G| = pn, for some positive prime

p and positive integer n. We show that p = 2.

Suppose p is odd, then by Theorem 4.1.4, G contains a copy of Cp × Cp.

Therefore G has a subgroup H = P × Q ∼= Cp × Cp, where P and Q are

subgroups of G of order p, such that P ∩Q = {1G}. Now,

coreG(P ∩Q) ≤ P ∩Q = {1G},

which implies that

coreG(P )
⋂
coreG(Q) = coreG(P ∩Q) = {1G}.

This shows that R = {P,Q} is a faithful representation of G. Since |G| = pn
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and |P | = |Q| = p and p is odd, it follows that

deg(R) =
∑
H∈R

[G : H]

= [G : P ] + [G : Q]

= pn−1 + pn−1

= 2pn−1

< ppn−1

= pn

= |G|.

This again contradicts the minimality of Cayley’s representation. So, G is

a 2-group, say |G| = 2r, for some integer positive r. We now show that G

cannot contain an element of order 4 and more than one element of order 2.

Suppose x, y ∈ G are such that o(x) = 4 and o(y) = 2 and y is not a power

of x. It follows that 〈x〉 ∩ 〈y〉 = {1G} and so

coreG(〈x〉 ∩ 〈y〉) ≤ 〈x〉 ∩ 〈y〉 = {1G}.

Therefore

coreG(〈x〉)
⋂
coreG(〈y〉) = coreG(〈x〉 ∩ 〈y〉) = {1G}.

Hence, O = {〈x〉, 〈y〉} is a faithful representation of G with

deg(O) = [G : 〈x〉] + [G : 〈y〉] = |G|
4 + |G|

2 = 3
4 |G| < |G|.

This again, contradicts the minimality of Cayley’s representation. So, we

now have that G is a 2-group which does not have an element of order 4 or

G is a 2-group with at most one element of order 2. That is, G is a 2-group

with exp(G) = 2 (since exp(G) divides |G| = 2r and 4 does not divide 2r) or

G is a 2-group with at most one element of order 2. We consider these two
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cases separately.

Suppose G is a 2-group with exp(G) = 2, and write |G| = 2r = 2 × 2r−1.

Then we can express G as a direct product, i.e., G = K1 × K2, for some

subgroups K1 and K2, such that |K1| = 2 and |K2| = 2r−1. We deduce that

coreG(K1)
⋂
coreG(K2) = coreG(K1 ∩K2) = {1G}.

So the representation K = {K1,K2} is faithful. Since Cayley’s representa-

tion is minimal, we must have µ(G) = |G| = 2r. Now, by the minimality of

µ(G), we obtain µ(G) ≤ deg(K) = [G : K1]+[G : K2], so that, 2r ≤ 2r−1 +2.

However, the latter inequality holds only for r = 1 and r = 2. We consider

both cases:

(i) If r = 1, then |G| = 2, and so G is cyclic.

(ii) If r = 2, then |G| = 22 = 4 and G ∼= C22 or G ∼= C2 × C2. That is, G

is a cyclic group of prime-power order or G is the Klein 4-group.

Finally, suppose that G has at most one subgroup of order 2. Then by

Theorem 4.1.5 (ii), we obtain that G is a cyclic group of prime-power order

or a generalised quaternion.

Remark 4.1.1. As a result of the above theorem, we deduce that µ(Cpn) =

pn, so that if G = 〈g〉 such that |G| = |〈g〉| = pn, for some prime p, and

positive integer n, then µ(G) = pn. We also deduce that µ(Q2n) = 2n and

µ(C2 × C2) = 4,

4.2 Concrete examples on finding µ(G)

We now produce a few concrete examples on how to find the minimal degree

of a given finite group. We start by examining in detail the dihedral group
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D2n, for the case where n = 4.

Example 4.2.1. D8 = 〈x, y | x4 = y2 = 1, xy = x−1〉 is a dihedral group

of order 8. From x4 = y2 = 1, we have x−1 = x3 and y = y−1. From

xy = x−1, we get yxy−1 = x−1. So that yx = x−1y. From this, we have

yxm = x−my = x4−my, for all m ∈ Z. Using these equations we get

D8 = {1D8 , x, x
2, x3, y, xy, x2y, x3y}.

Let us find conjugacy classes of D8 (under inner automorphism α : D8 ×

D8 → D8 defined by α(a, b) = ab for all a, b ∈ D8). We have xy = x−1 = x3,

and so (xi)y = (xy)i = x−i for all i ∈ Z, because α is a homomorphism.

Thus [x] contains x and xy = x3. Also, since (x3)y = x−3 = x, we con-

clude that [x] = {x, x3}. Now (x2)y = (xy)2 = x−2 = x2, so [x2] = {x2}.

Note that yx = xyx−1 = xxy = x2y. Conjugating x2y by x again, we

obtain (x2y)x = (x2)x(yx) = x2x2y = x4y = y. We now conjugate x2y

by y to obtain (x2y)y = (x2)y(y)y because α is a homomorphism. There-

fore (x2y)y = (x2)y(y)y = (yx2y−1)y = (x−2yy−1)y = x2y. We now have

[y] = {y, x2y}. Finally, observe that (xy)x = xxyx = xx2y = x3y, and

since we have exhausted all the non-identity elements of D8, we deduce that

[xy] = {xy, x3y}. So the conjugacy classes of D8 are:

(i) [1D8 ] = {1D8}

(ii) [x] = {x, x3}

(iii) [x2] = {x2}

(iv) [y] = {y, x2y}

(v) [xy] = {xy, x3y}.
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Using Theorem 2.2.4, we have

Z(D8) = (1D8) ∪ (x2) = {1D8} ∪ {x2} = 〈x2〉

We now find all normal subgroups of D8, by just finding the unions of conju-

gacy classes which contain the identity element and closed under products.

These unions will be closed under inverses too, because in a finite group, G

we always have that, for all g ∈ G, g−1 = gm for some positive integer m.

Specifically, x−1 = x3 and y−1 = y for D8. Using Lagrange’s Theorem, we

obtain the following non-trivial normal subgroups of D8:

(i) (1D8) ∪ (x) ∪ (x2) = {1D8 , x, x
2, x3} = 〈x〉

(ii) (1D8) ∪ (x2) ∪ (y) = {1D8 , x
2, y, x2y} = 〈x2, y〉

(iii) (1D8) ∪ (x2) ∪ (xy) = {1D8 , x
2, xy, x3y} = 〈x2, xy〉

(iv) Z(D8) = (1D8) ∪ (x2) = {1D8} ∪ {x2} = 〈x2〉.

The other two trivial normal subgroups of D8 are {1D8} and D8. The sub-

groups which are not normal in D8 are 〈y〉, 〈xy〉, 〈x2y〉 and 〈x3y〉. All these

subgroups have two elements. The normal subgroup lattice and the lattice

of all subgroups are shown on Figure 4 and Figure 5, respectively.
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Figure 4
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Figure 5

Let D be any minimal faithful representation of D8. Then by inspecting

the lattices in Figure 4 and Figure 5 we see that if D contained a normal

subgroup and do not contain {1D8}, then it must contain one of these: 〈y〉,

〈xy〉, 〈x2y〉 or 〈x3y〉. Notice that if H ∈ {〈y〉, 〈xy〉, 〈x2y〉 or 〈x3y〉}, then

coreD8(H) = {1D8}, since for each case, H has only {1D8} as its (normal)

subgroup. However, [D8 : H] = 4 and H is not normal. So, by minimality

of D, D must contain only one of the subgroups which are not normal.

Thus D consist of only one subgroup, i.e., D is a transitive permutation

representation, hence µ(D8) = [D8 : H] = 4.

In the following example we find the minimal degree of the group

Q = 〈a, b | a3 = b4 = 1, ab = a−1〉

by constructing a subgroup of the symmetric group S7 that is isomorphic to
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Q. Furthermore, we also clarify that Q /∈ G. So, not all the finite groups are

in the class G.

Example 4.2.2. Consider the group Q = 〈a, b | a3 = b4 = 1, ab = a−1〉. We

prove that µ(Q) = 7. We will show this directly, i.e., we show that n = 7

is the smallest integer such that Q is embeds in Sn. To accomplish this, we

construct G ≤ S7 such that Q ∼= G. Let

α =

 1 2 3 4 5 6 7

2 3 1 4 5 6 7

 = (123)(4)(5)(6)(7) = (123) ∈ S7

and

β =

 1 2 3 4 5 6 7

3 2 1 5 6 7 4

 = (13)(2)(4567) = (13)(4567) ∈ S7.

Notice that α−1 = (123)−1 = (321) = (132) and

αβ = βαβ−1 = [(13)(4567)][(123)][(13)(4567)]−1

= (13)(4567)(123)(7654)(31)

= (132)(4)(5)(6)(7)

= (132)

= α−1.

Also, α2 = (123)(123) = (132) and

α3 = (123)(123)(123)

= (1)(2)(3)

= (1)(2)(3)(4)(5)(6)(7)

= 1S7 .
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Therefore o(α) = 3. Lastly, observe that β2 = (13)(4567)(13)(4567) =

(1)(2)(3)(46)(57) = (46)(57), while β3 = (13)(4765), and β4 = 1S7 . Hence

o(β) = 4. Let G be a group generated by α and β. So G has the presentation

G = 〈α, β | α3 = β4 = 1S7 , α
β = α−1〉.

It follows that Q and G have the same structure: essentially, Q ∼= G under

the map a 7→ α and b 7→ β, i.e., we map the generators of Q to the generators

G. It follows that µ(Q) = µ(G) ≤ µ(S7) = 7. That is, µ(Q) ≤ 7. Now, we

argue that there does not exist a set X, of cardinality less that 7, such

that G embeds in SX . We prove this by contradiction. Suppose there is an

injection ρ : Q→ SX where |X| ≤ 6. Hence Q ∼= ρ[Q] ≤ SX . So ρ[Q] acts on

X, since ρ[Q] consists of the permutations of the elements of X. Now, using

the method in Example 4.2.1, we can find all the non-trivial subgroups of

Q and observe that each non-trivial subgroup contains either 〈a〉 ∼= C3 or

〈b2〉 ∼= C2, both of which are normal in Q. If ρ[Q] acts transitively on X,

then the stabiliser of each point x0 ∈ X, ρ[Q]x0 = {δ ∈ ρ[Q] | δ(x0) = x0}

must be trivial to ensure the faithfulness of the action. However, if ρ[Q]

acts transitively on X, we have |X| = [ρ[Q] : ρ[Q]x0 ] = |ρ[Q]|/|ρ[Q]x0 | =

Q/|ρ[Q]x0 | by Theorem 2.3.3 and Theorem 2.3.1. So |X| = |Q|/|ρ[Q]x0 | =

12/1 = 12. This contradicts the fact that |X| ≤ 6. It follows that ρ[Q] is

not transitive on X. Now |〈b〉| = 4, therefore ρ[Q] has an orbit of size 4

and another of size 2. So Q posses two subgroups H and K of G such that

[Q : H] = 4 and [Q : K] = 2 such that coreQ(H) ∩ coreQ(K) = {1Q}.

Since |Q| = 12, [Q : H] = 4 and [Q : K] = 2, we have |H| = 3 and

|K| = 6. So, 3 divides both |H| and |K|. Therefore 〈a〉 ⊆ H ∩ K, since

〈a〉 ∈ Syl3(Q) = {〈a〉}. Using the fact that 〈a〉 is normal in Q, we get

coreQ(H∩K) 6= {1Q}. This is a contradiction since {1Q} 6= coreQ(H∩K) =
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coreQ(H)∩coreQ(K) = {1Q}. We therefore conclude that µ(G) = µ(Q) = 7.

We can use the method provided in Example 4.2.1 to find all the subgroups of

Q to see that the nilpotent subgroups of Q are as follow: 〈b2〉 ∼= C2, 〈a〉 ∼= C3,

〈a, b2〉 ∼= 〈a〉×〈b2〉 ∼= C3×C2 and 〈b〉 ∼= C4. Therefore, µ(〈b2〉) = µ(C2) = 2,

µ(〈a〉) = µ(C3) = 3, µ(〈a, b2〉) = µ(〈a〉 × 〈b2〉) = µ(C3 × C2) = 3 + 2 = 5.

None of the minimal degrees of the nilpotent subgroups is equal to µ(Q) = 7,

so Q /∈ G.

4.3 Finding the minimal degree of the dihedral

group D2n

In Example 4.2.1 we proved that µ(D8) = 4 using the subgroup lattice of

D8. Using an argument similar to that used in [36, Claim 2 ], we to generalise

the result that µ(D8) = 22 =the sum of the prime-power decomposition of

n = 4.

Example 4.3.1. Consider the D2n = 〈x, y | xn = y2 = 1, xy = x−1〉, the

dihedral group of order 2n, for n ≥ 2. Let n = Πr
i=1p

αi
i be the prime-power

decomposition of n. We show that

µ(D2n) =
∑r

i=1 p
αi
i .

Since n =
∏r
i=1 p

αi
i is the prime-power decomposition of n, then pi 6= pj for

i 6= j. Therefore (pi, pj) = 1, and since pk’s are distinct prime numbers, we

have (pαii , p
αj
j ) = 1 for all i 6= j. It follows that

Cn ∼= Cpα11
× Cpα22

× · · · × Cpαrr .

Since 〈x〉 ∼= Cn, and 〈x〉 ≤ D2n, we have µ(〈x〉) = µ(Cn) and µ(〈x〉) ≤

72



µ(D2n), respectively. However, by Theorem 3.3.3 we get

µ(〈x〉) = µ(Cn)

= µ(Cpα11
× Cpα2 × · · · × Cpα2 )

= µ(Cpα11
) + µ(Cpα22

) + · · ·+ µ(Cpαrr ),

since (pαii , p
αj
j ) = 1 for i 6= j. Since each Cpαii

is a cyclic abelian pi-group,

by Remark 3.4.1 we have µ(Cpαii
) = |Cpαii | = pαii for each i. Consequently,

µ(〈x〉) = pα1
1 + pα2

2 + · · ·+ pαrr =
∑r

i=i p
αi
i .

We now have µ(〈x〉) =
∑r

i=i p
αi
i ≤ µ(D2n). It remains only to show that

µ(D2n) ≤
∑r

i=i p
αi
i . To accomplish this, let

ai = (xi,1 xi,2 · · ·xi,pαii ) ∈ S∑r
i=1 p

αi
i

and

bi =


(xi,1 xi,pαii

)(xi,2 x
i,p
αi−1
i

) · · · (xi,k xi,k+2), k =
p
αi−1
i
2 and p odd

(xi,1 xi,pαii
)(xi,2 x

i,p
αi−1
i

) · · · (xi,k xi,k+1), k =
p
αi
i
2 and p = 2.

Now notice that, for p odd, we have

abii = biaib
−1
i = (xi,1 xi,pαii

)(xi,2 x
i,p
αi−1
i

) · · · (xi,k xi,k+2)(xi,1 xi,2 · · ·

xi,pαii
)(xi,k+2 xi,k) · · · (xi,pαi−1

i
xi,2)(xi,pαii

xi,1) = (xi,1 xi,pαii
x
i,p
αi−1
i
· · ·

xi,2) = (xi,pαii
x
i,p
αi−1
i
· · ·xi,2 xi,1) = a−1

i . Similarly, for p = 2 we have

abii = a−1
i . Thus each bi is a product of transpositions that invert any cy-

cle in S∑r
i=1 p

αi
i
, under conjugation. Now, if we define α =

∏r
i=1 ai and

β =
∏r
i=1 bi, then αβ = α−1. Again, for p odd, we have the following

b2i = (xi,1 xi,pαii
)(xi,2 x

i,p
αi−1
i

) · · · (xi,k xi,k+2)(xi,1 xi,pαii
)(xi,2 x

i,p
αi−1
i

)

· · · (xi,k xi,k+2) = (xi,1)(xi,2) · · · (xi,k) · · · (xi,pαii ) = 1S∑r
i=1

p
αi
i

. Similar calcu-

lations yield b2i = 1S∑r
i=1

p
αi
i

for p = 2, and so o(bi) = 2 for each i. It follows
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that o(β) = o(
∏r
i=1 bi) = lcm({o(bi)}ri=1) = 2, where lcm means lowest com-

mon multiple. Before we find the order of α, observe that lcm({pαi}ri=1) =

Πr
i=1p

αi
i since (pαii , p

αj
j ) = 1 for i 6= j. We find the order of α as follows,

o(α) = o(
∏r
i=1 ai) = lcm({o(ai)}) = lcm({pαi}ri=1) = Πr

i=1p
i
i = n. Consider

a subgroup of S∑r
i=1 p

αi
i

given by

G = 〈α, β | αn = β2 = 1S∑r
i=1

p
αi
i

, αβ = α−1〉.

We now have D2n
∼= G under the map defined by x 7→ α and y 7→ β.

Consequently, µ(D2n) = µ(G) ≤ µ(S∑r
i=1 p

αi
i

) =
∑r

i=1 p
αi
i = µ(Cn). Finally,

we have µ(D2n) =
∑r

i=1 p
αi
i = µ(Cn).

Remark 4.3.1. Notice that Cn ∼= 〈x〉 ≤ D2n. Since 〈x〉 is cyclic, it is therefore

abelian, hence 〈x〉 is nilpotent by Corollary 3.4.1. So D2n has a nilpotent

subgroup 〈x〉 such that µ(〈x〉) = µ(D2n). Hence D2n ∈ G. This establishes

the fact we discussed in Remark 3.5.1.
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Chapter 5

On exceptional groups

In what follows, G denotes a non-trivial finite group. As noted earlier in

Chapter 2, if H ≤ G then µ(H) ≤ µ(G). However if N C G, it is possible

to have µ(G/N) > µ(G). We will examine certain classes of finite groups

satisfying the property that µ(G/N) > µ(G) for some N C G. We need to

know what causes µ(G/N) to be greater than µ(G). We analyse the latter

especially in the case where the group G is a finite p-group. The reason for

for our choice will be made clear shortly.

5.1 Theory of minimal exceptional groups

In [7, Example 0.1] and in [7, Example 0.2], it was shown that for groups

G = 〈x, y | x8 = y4 = 1, xy = x−1〉 and H = 〈x, y, n | x8 = n2 = 1, y2 =

x4, xy = x−1n, nx = ny = n〉, of order 32, there exist normal subgroups

N1 = 〈x4y2〉 and N2 = 〈n〉 of G and H, respectively, such that µ(G/N1) >

µ(G) and µ(H/N2) > µ(H). These examples serve to motivate the following.

Definition 5.1.1. Let G be a finite group, and N CG. If µ(G/N) > µ(G),
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then G is called exceptional. Furthermore, N and G/N are called distin-

guished subgroup and distinguished quotient of G, respectively.

We want to investigate the properties of exceptional groups and their distin-

guished subgroups and quotients. Before we do this, we a make few remarks.

Remark 5.1.1. The groups in [7, Example 0.1] and [7, Example 0.2] do not

only guarantee the existence of exceptional groups, they are also the smallest

exceptional groups. So, any exceptional group of order 32 is isomorphic to

either G = 〈x, y | x8 = y4 = 1, xy = x−1〉 or H = 〈x, y, n | x8 = n2 = 1, y2 =

x4, xy = x−1n, nx = ny = n〉. This is shown in [7, Theorem 1.5].

We need to explore some properties of minimal exceptional groups. To do

this, we need to define some concept.

Definition 5.1.2. Let G be group. A section of G is a quotient group

H/N , where H ≤ G and N CG.

We define the minimality of an exceptional group as follows.

Definition 5.1.3. Let G be an exceptional group. G is called S-minimal,

Q-minimal or SQ-minimal if G has no proper subgroup, quotient or sec-

tion that is exceptional.

Note that the exceptional groups G = 〈x, y | x8 = y4 = 1, xy = x−1〉 and

H = 〈x, y, n | x8 = n2 = 1, y2 = x4, xy = x−1n, nx = ny = n〉, satisfy

the conditions of Definition 5.1.3. Also, the distinguished subgroups and

distinguished quotients associated with the exceptionality of G and H are

p-groups, respectively. Since the distinguished quotients are p-groups, then

they are nilpotent groups by Lemma 3.4.11. In the next subsection we

investigate S-minimal groups with nilpotent distinguished quotients.
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5.1.1 S-minimal exceptional groups with nilpotent distin-

guished quotients

The main goal of this section is to show that the only S-minimal groups

with nilpotent distinguished quotients are p-groups. We need a number of

results to accomplish this. One of these results is found as Lemma 1.1 in [7]

and it is presented below.

Lemma 5.1.1. Let G be an exceptional group and N be a distinguished

subgroup of G. The following holds.

(i) If G is S-minimal, then N ≤ Φ(G)

(ii) If K CG and K ≤ N, then either K is itself a distinguished subgroup

of G or G/K is exceptional with a distinguished subgroup N/K. In

particular, if G is Q-minimal, then every non-trivial normal subgroup

of G contained in N is distinguished.

Proof. (i) Let G be S-minimal. We prove that N is contained in every

maximal subgroup of G. Take M to be any maximal subgroup of G

and suppose to the contrary that M does not contain N. Since N C

G, then NM ≤ G. Since M is maximal, it is not contained in N.

Therefore |NM | = |G|, and so G = NM. Therefore G/N = NM/N ∼=

M/(N ∩M). However, G is S-minimal, so the subgroup M of G is

not exceptional. Therefore µ(M/(N ∩M)) ≤ µ(M). Thus µ(G/N) =

µ(M/(N∩M)) ≤ µ(M) ≤ µ(G), i.e., µ(G/N) ≤ µ(G). This contradicts

the fact that G is exceptional with N distinguished. We conclude

that N ≤ M for all maximal subgroups M of G. This implies that

N ≤ Φ(G).
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(ii) Let K CG and K ≤ N. Then (G/K)/(N/K) ∼= G/N. If K is not dis-

tinguished, then µ(G/K) ≤ µ(G) < µ(G/N) = µ((G/K)/(N/K)), i.e.,

G/K is exceptional with a distinguished subgroup N/K. If N/K is not

distinguished then µ(G) < µ(G/N) = µ((G/K)/(N/K)) ≤ µ(G/K).

Therefore µ(G) < µ(G/K), and so K is a distinguished subgroup of

G. If G is Q-minimal, then the subgroup N/K of G/K is never distin-

guished, so we always have µ(G) < µ(G/K), so that every non-trivial

normal subgroup of G contained in N is distinguished.

We will also need the Sylow structure of a distinguished normal subgroup

and the Sylow structure of a distinguished quotient of an S-minimal group

G. These structures will be a special case of the general structures provided

in the following lemma.

Lemma 5.1.2. Let N be a normal subgroup and P a p-Sylow subgroup of

G. Then

(i) N ∩ P is a p-Sylow subgroup of N.

(ii) PN/N is a p-Sylow subgroup of G/N.

(iii) NG(P )N/N = NG/N (PN/N).

Proof. See [17, Hilfssatz 7.7]

We point out that the statement of Lemma 5.1.2 (i) is not true for subgroups

that are not normal.

Theorem 5.1.3. (The Frattini argument) Let N be a normal subgroup of

G and P be a Sylow p-subgroup of N. Then G = NG(P )N.
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Proof. See [18, Lemma 1.13]

Definition 5.1.4. A subset X of G is said to be a set of non-generators

for G if for every subset S of G such that G = 〈X,S〉, we have G = 〈S〉.

We point out that the set of all non-generators for a group G forms a sub-

group of G. We now show that the Frattini subgroup of a finite group G is

a set of non-generators of G.

Theorem 5.1.4. Let G be a finite group. The Frattini subgroup of G is a

set of non-generators for G.

Proof. Suppose G = 〈Φ(G), S〉 for some S ⊆ G. If G = 〈S〉, then we are

done. If G 6= 〈S〉, then there exists a maximal subgroup M of G such

that 〈S〉 ≤ M < G. Since Φ(G) ≤ M, then Φ(G) ∪ S ⊆ M. Therefore

〈Φ(G) ∪ S〉 = 〈Φ(G), S〉 ≤ M < G. That is, G ≤ M < G, a contradiction.

Hence G = 〈S〉, and so Φ(G) is a set of non-generators for G.

Corollary 5.1.5. If G = HΦ(G) for some subgroup H ≤ G, then G = H.

Proof. If G = HΦ(G), then G = 〈H,Φ(G)〉. Now by Theorem 5.1.4 we

obtain G = 〈H〉 = H.

If G/N is a nilpotent group, it does not follow that G is nilpotent. However,

if N ≤ Φ(G) and G/N is a nilpotent group, then G is nilpotent. This will be

a direct consequence of the following result and will be used shortly to prove

that the only S-minimal groups with nilpotent distinguished quotients are

p-groups.

Theorem 5.1.6. Let N and M be normal subgroups of G with N EM and

N ≤ Φ(G). If M/N is nilpotent, then M is nilpotent.
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Proof. Let P be a Sylow p-subgroup of M. Then PN/N is a Sylow p-

subgroup of M/N, by Lemma 5.1.2 (ii). Note that PN/N ≤ M/N. Since

M/N is nilpotent, then by Lemma 3.4.4 we have PN/N is nilpotent. Also,

PN/N EM/N by Theorem 3.4.12 (ii). So PN/N is the unique Sylow p-

subgroup of M/N. Now let ϕ ∈ Aut(M/N). Since PN/N is the unique

subgroup of M/N of order |PN/N |, it follows that ϕ|PN/N , the restric-

tion of the automorphism ϕ of M/N to PN/N, is an injection of PN/N

onto a subgroup of order |PN/N | in M/N. Therefore ϕ(PN/N) = PN/N.

Thus PN/N is a characteristic subgroup of M/N. Since M/N E G/N, it

follows that PN/N is a characteristic subgroup of G/N. This implies that

PN/N EG/N and so PN EG. Since P is a Sylow p-subgroup of the normal

subgroup PN of G, then by Lemma 5.1.3, we have

G = NG(P )(PN) = (NG(P )P )N = NG(P )N.

Since N ≤ Φ(G), we have NG(P )N ⊆ NG(P )Φ(G). By Corollary 5.1.5, we

have NG(P )Φ(G) = NG(P ). It follows that G = NG(P ), and so P E G.

However P ≤ M ≤ G, and so P E M. Since this holds for all Sylow p-

subgroups of M, it follows by Theorem 3.4.12 that M is nilpotent.

We now present the main theorem of this section.

Theorem 5.1.7. Any S-minimal exceptional group with nilpotent distin-

guished quotient is a p-group for some prime p.

Proof. Let G be an S-minimal exceptional group, with a distinguished sub-

group N. By Lemma 5.1.1 (i), we have N ≤ Φ(G). Now if G/N is nilpotent,

taking G = M in Theorem 5.1.6, we have G is nilpotent. Take a prime

divisor, p, of |G|. If G is not a p-group, then by Theorem 3.4.12 we can

decompose G into a direct product of its Sylow pi-subgroups, for different
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primes pi.Without loss of generality, supposeG is a direct product of two Sy-

low pi-subgroups, say G = P1×P2, where P1 ∈ Sylp1(G) and P2 ∈ Sylp2(G).

Since p1 6= p2, then (|P1|, |P2|) = 1. By Lemma 5.1.2 (i), N ∩P1 and N ∩P2

are Sylow p1-subgroup and Sylow p2-subgroup of N, respectively. Since G

is a nilpotent group, by Lemma 3.4.4, we have N is nilpotent. Therefore

N = (N ∩ P1)× (N ∩ P2), by Theorem 3.4.12. It is now clear that

G/N = (P1 × P2)/((N ∩ P1)× (N ∩ P2)) = P1/(N ∩ P1)× P2/(N ∩ P2).

We now have µ(G/N) = µ(P1/(N∩P1)×P2/(N∩P2)). It follows by Theorem

3.1.2 that

µ(P1/(N ∩ P1)× P2/(N ∩ P2)) ≤ µ(P1/(N ∩ P1)) + µ(P2/(N ∩ P2)).

Since G is S-minimal, then P1 and P2 are not exceptional. This implies that

µ(P1/(N ∩ P1) ≤ µ(P1) and µ(P2/(N ∩ P2) ≤ µ(P2), respectively. Adding

these inequalities we get

µ(P1/(N ∩ P1)) + µ(P2/(N ∩ P2)) ≤ µ(P1) + µ(P2).

Since G = P1×P2 and (|P1|, |P2|) = 1, we have µ(G) = µ(P1×P2) = µ(P1)+

µ(P2), by Theorem 3.3.3. Combining all these equations and inequalities,

we get

µ(G/N) = µ(P1/(N ∩ P1)× P2/(N ∩ P2))

≤ µ(P1/(N ∩ P1)) + µ(P2/(N ∩ P2))

≤ µ(P1) + µ(P2)

= µ(P1 × P2)

= µ(G)

So µ(G/N) ≤ µ(G). This contradicts the fact that G is exceptional with

distinguished subgroup N. Hence G is a p-group.
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5.2 Quotient groups which are not distinguished

In passing, it is mentioned in [7] that a finite abelian group cannot be ex-

ceptional. We prove this fact using the following lemma and deduce that no

quotient group of an abelian group is distinguished. Although the following

lemma is well-known, an original proof is provided for completeness.

Lemma 5.2.1. Let G be a finite abelian group. If N ≤ G, then there exists

H ≤ G such that G/N ∼= H.

Proof. By the Fundamental Theorem of Finite Abelian Groups, we can write

G = G1 ×G2 × · · · ×Gn,

where each Gi is a non-trivial cyclic pi-subgroup of G such that |G1| ≤

|G2| ≤ · · · ≤ |Gn|. Therefore it is enough to show this lemma where G is a

non-trivial abelian p-group. Once again, by the Fundamental Theorem of

Finite Abelian Groups we have

G = Cpα1 × Cpα2 × · · · × Cpαr . (5.1)

where α1 ≤ α2 ≤ · · · ≤ αr. Since G/N is a homomorphic image of G, G/N

is a non-trivial finite abelian p-group generated by r elements, the images

of the generators of G under the natural homomorphism. So G/N has at

most r direct factors. Moreover,

G/N = (Cpα1 × Cpα2 × · · · × Cpαr )/N

∼= Cpβ1 × Cpβ2 × · · · × Cpβs ,

where β1 ≤ β2 ≤ · · · ≤ βs and s ≤ r.

Since o(g) divides pαr for all g ∈ G, then o(gN) divides pαr for all gN ∈ G/N.

So pβs ≤ pαr , this implies that pβs divides pαr . By Sylow’s Theorem, it
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follows that Cpαr has a subgroup, Hpβs , of order pβs .

Let us now count the number of elements of order greater than pαr−1 in

G. An element of order greater than pαr−1 in G/N will be an image of one

of these. If g ∈ G, then g = (g1, g2, . . . , gr−1, gr), where gi ∈ Cpαi . So

gp
αr−1

= (g1, g2, . . . , gr−1, gr)
pαr−1

= (gp
αr−1

1 , gp
αr−1

2 , . . . , gp
αr−1

r−1 , gp
αr−1

r )

= (1Cpα1 , 1Cpα2 . . . , 1Cpαr−1
, gp

αr−1

r ). So at most one of the pβi is greater

than pαr−1 . If such pβi exists, it will be pβs , since βs is maximal amongst

all βi. Consequently, pβs−1 ≤ pβr−1 , and so pβs−1 divides pβr−1 . By Sylow’s

Theorem, Cpαr−1 has a subgroup, Hpβs−1 , of order pβs−1 .

Continuing in this way, we get that each Cpαi in the direct product (5.1)

has a subgroup, Hpβi , of order pβi . Since cyclic groups of the same order are

isomorphic, we have H
pβj
∼= Cpαj for 1 ≤ j ≤ s, hence H = Hpβ1 ×Hpβ2 ×

· · · ×Hpβs
∼= Cpβ1 × Cpβ2 × · · · × Cpβs ∼= G/N.

We now prove that finite abelian groups are never exceptional.

Theorem 5.2.2. If G is a finite abelian group, then G is not exceptional.

Moreover, quotient groups of finite abelian groups are never distinguished.

Proof. Let N C G, then by Lemma 5.2.1, there exists H ≤ G such that

G/N ∼= H. Therefore µ(G/N) = µ(H) ≤ µ(G). The second statement of the

theorem is now transparent.

A distinguished quotient of an exceptional group is never cyclic. This is

shown in [7] and we provide a detailed proof below.

Theorem 5.2.3. Let N CG. If µ(G/N) > µ(G), then G/N is not cyclic.

Proof. Assume µ(G/N) > µ(G) and suppose to the contrary that G/N is

cyclic, say G/N = 〈gN〉, for some g ∈ G. Then |〈gN〉| ≤ |〈g〉|. So µ(G/N) =
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µ(〈gN〉) ≤ µ(〈g〉) ≤ µ(G). This contradicts the assumption that µ(G/N) >

µ(G), and the result follows.

The following result is found in [24].

Proposition 5.2.4. Let N C G. If G/N is a distinguished quotient, then

G/N is not isomorphic to Cpn−1 × Cp. That is, if µ(G/N) > µ(G), then

G/N � Cpn−1 × Cp.

Proof. See [24, Theorem 5.2 and Corollary 5.3].

Remark 5.2.1. (i) Despite what was proved in Theorem 5.2.2, Theorem

5.2.3 and in Proposition 5.2.4, much still remains to be understood. For

example, it remains unknown whether or not distinguished quotients

can be abelian.

(ii) The fact that distinguished quotients cannot be elementary abelian was

proved in [21]. On the other hand, it is shown in [22, Theorem 1] that

if G/N has no non-trivial abelian normal subgroup, then µ(G/N) ≤

µ(G). This shows that a distinguished quotient must have at least one

non-trivial abelian normal subgroup.

(iii) If G is a nonabelian finite p-group with an abelian maximal subgroup,

then µ(G/G′) ≤ µ(G). The latter was shown in [9].

(iv) The smallest example G, if it exists, of an exceptional group with

abelian distinguished quotient G/N must be a p-group. For, by the

proof of Lemma 5.1.1 (i), N ≤ Φ(G) and by the proof of Theorem

5.1.7, G is a p-group.
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For a prime number p, a distinguished quotient can never have order p, by

Theorem 5.2.3. The fact that a distinguished quotient can never have order

p2 is presented in Corollary 5.2.5 below.

Corollary 5.2.5. Let N CG. If µ(G/N) > µ(G), then |G/N | 6= p2.

Proof. Let µ(G/N) > µ(G). Suppose |G/N | = p2, the G/N ∼= Cp2 or Cp ×

Cp. However, G/N cannot be isomorphic to Cp × Cp, by Remark 5.2.1 (ii).

By Theorem 5.2.3, we deduce that G/N cannot be cyclic, excluding the

possibility of G/N ∼= Cp2 .

5.3 Construction of exceptional direct products of

finite groups

In this section we provide some conditions under which the direct product

of two groups is exceptional. The following construction of an exceptional

group is due to [7].

Theorem 5.3.1. Let G and H be finite groups such that G is exceptional

with a distinguished subgroup N. If (|G|, |H|) = 1 or G and H are both

nilpotent, then G×H is exceptional.

Proof. The result is trivial if H is a trivial group. So, suppose H is a

non-trivial finite group. First note that (G × H)/(N × {1H}) ∼= (G/N) ×

(H/{1H}) = (G/N)×H under the map π((g, h)(N × {1H})) = (gN, h), for

all g ∈ G and h ∈ H. We now have µ((G×H)/(N×{1H})) = µ((G/N)×H).

Also, since N is a distinguished subgroup of G, then µ(G/N) > µ(G).

Now suppose (|G|, |H|) = 1. Then (|G/N |, |H|) = (|G|/|N |, |H|) = 1, so

that µ((G/N)×H) = µ(G/N) + µ(H) by Theorem 3.3.3. Since µ(G/N) >
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µ(G), then µ(G/N) + µ(H) > µ(G) + µ(H). Since (|G|, |H|) = 1, we have

µ(G)+µ(H) = µ(G×H). Combining the equations and the inequality above

we obtain

µ((G×H)/(N × {1H})) = µ((G/N)×H)

= µ(G/N) + µ(H)

> µ(G) + µ(H)

= µ(G×H)

That is, µ((G×H)/(N × {1H})) > µ(G×H). So G×H is exceptional.

Now suppose G and H are both nilpotent. Then by Lemma 3.4.4 we have

that G/N is nilpotent. Therefore µ((G/N) × H) = µ(G/N) + µ(H), by

Theorem 3.4.14. Also µ(G/N) > µ(G), so that µ(G/N) + µ(H) > µ(G) +

µ(H). As in the first case, we have µ((G × H)/(N × {1H})) > µ(G × H).

Hence G×H is exceptional, with a distinguished subgroup N × {1H}.

To provide another class of exceptional direct product we need some results.

A detailed proof of the following is available in [20, Theorem 3], and so we

do not reprove it here.

Theorem 5.3.2. Let G be a p-group whose center Z(G) is minimally gen-

erated by d elements, and let R = {Gi}ni=1 be a minimal representation of

G, then for odd p, n = d, while if p = 2, d/2 ≤ n ≤ d, the bound n = d being

achieved.

Proof. See [20, Theorem 3].

Another construction of a class of an exceptional direct product of two finite

groups, where the direct factors are non-cyclic p-groups with cyclic centers
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is provided in [7, Theorem 2.1]. An expanded proof of [7, Theorem 2.1] is

provided below.

Theorem 5.3.3. Let p be a prime number and G and H be non-cyclic p-

groups with cyclic centers Z(G) = 〈x〉 and Z(H) = 〈y〉, respectively, where

|Z(G)| = |Z(H)|. Then the following holds.

(i) If p is odd, then G × H is an exceptional group with distinguished

subgroup N = 〈(x, y)〉

(ii) If p = 2, µ(G) > µ(H) and H is not a generalised quaternion group,

then G ×H is an exceptional group with distinguished subgroup N =

〈(x, y)〉.

Proof. We claim that (G×H)/N has the cyclic center (Z(G)×Z(H))/N =

〈(x, 1H)N〉 = 〈(1G, y)N〉. This holds since (a, b)N ∈ Z((G ×H)/N) if and

only if ((a, b)N)((g, h)N) = ((g, h)N)((a, b)N), for all (g, h) ∈ G×H. This

is valid if and only if (ag, bh)N = (ga, hb)N. But (ag, bh)N = (ga, hb)N if

and only if ((ag, bh)N)((ga, hb)N)−1 = 1(G×H)/N . However,

((ag, bh)N)((ga, hb)N)−1 = (ag, bh)N((ga, hb)−1N)

= ((ag, bh)N)((a−1g−1, b−1h−1)N)

= (aga−1g−1, bhb−1h−1)N

= ([a, g], [b, h])N

and 1(G×H)/N = N = 〈(x, y)〉. So, (a, b)N ∈ Z((G × H)/N) if and only if

([a, g], [b, h])N = N, i.e., ([a, g], [b, h]) ∈ N for all (g, h) ∈ G×H. This holds

if only if ([a, g], [b, h]) = (x, y)i = (xi, yi). Hence [a, g] = xi and [b, h] = yi,

for some integer i. Taking g = 1G and h = 1H , these conditions become

[a, g] = 1G and [b, h] = 1G, respectively, for all (g, h) ∈ G×H. Now, ag = ga

87



and ah = hb for all (g, h) ∈ G ×H, implies that a ∈ Z(G) and b ∈ Z(H),

respectively. Therefore Z((G×H)/N) = 〈(x, 1H)N〉 = 〈(1G, y)N〉. Observe

that Z(G), Z(H) and Z((G ×H)/N) are all generated by one element. So

by Theorem 5.3.2, any minimal representations R,D and O of G,H and

(G×H)/N, consist of one core-free subgroup K1, K2 and K3, respectively.

Since G, H and (G ×H)/N are p-groups, we have µ(G) = [G : K1] = pn1 ,

µ(H) = [H : K2] = pn2 , and µ((G × H)/N) = [(G × H)/N : K3] = pn3 ,

for some positive integers n1, n2 and n3. Without lost of generality, assume

µ(G) ≥ µ(H).

Since H is non-cyclic, if p is odd, then by the contraposition of Theorem 4.1.5

(ii), H has at least two subgroups of order p. Since Z(H) is cyclic of order p,

choose K = 〈k〉 ≤ H such that Z(H)∩K = {1H}. Now, note that G×K ∼=

(G × K)N/N ≤ (G × H)/N. It follows that µ((G × H)/N) ≥ µ(G × K).

However, µ(G×K) = µ(G)+µ(K), by Theorem 3.4.13. Also, µ(G)+µ(K) >

µ(G), and so µ((G×H)/N) > µ(G). Thus we have µ((G×H)/N) ≥ pµ(G).

Since p is odd, the latter implies that µ((G×H)/N) > 2µ(G). By Theorem

3.4.13 and by the assumption that µ(G) ≥ µ(H), we have 2µ(G) = µ(G) +

µ(G) ≥ µ(G) + µ(H) = µ(G × H). So, µ((G × H)/N) > µ(G × H). This

proves (i).

Finally, if p = 2, and H is not Q2n , then by the contrapositive statement of

Theorem 4.1.5 (ii), it follows that H has a cyclic abelian group K = 〈h〉, for

some h ∈ H. Using a similar argument to that in the case where p is odd,

we have µ((G × H)/N) ≥ pµ(G). Since p = 2, we have µ((G × H)/N) ≥

2µ(G) = µ(G) + µ(G). Now, if µ(G) > µ(H) then µ(G) + µ(G) > µ(H) +

µ(G). It follows from Theorem 3.4.13 that µ(H) +µ(G) = µ(G×H). Hence

µ((G×H)/N) > µ(G×H), and we have the result.
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Definition 5.3.1. Let G and H two be groups. Let M ≤ Z(G) and N ≤

Z(H) such that M ∼= N under an isomorphism ρ : M → N. Let X =

{(x, (ρ(x))−1) | x ∈ M}. Then, the quotient group (G × H)/X, denoted

G ∗ρH, is called the central product of G and H with respect to ρ. Where

there is no confusion, we simply write G ∗H for a central product of G and

H.

Corollary 5.3.4. The following classes of 2-groups are exceptional;

(i) D2n ×D2m , with distinguished quotient (D2n ×D2m)/N ∼= D2n ∗D2m ,

for n > m ≥ 3.

(ii) Q2n×D2m , with distinguished quotient (Q2n×D2m)/N ∼= Q2n∗D2m , for

n ≥ m ≥ 3. The smallest 2-group in this class is Q23 ×D23 = Q8×D8

of order 64.

(iii) (D16 ∗ (∗D8)n)×D8 is exceptional with distinguished quotient isomor-

phic to D16 ∗ (∗D8)n+1, where (∗D8)n = D8 ∗D8 ∗ · · · ∗D8︸ ︷︷ ︸
n-times

.

(iv) Q8∗(∗D8)n)×D8 is exceptional with distinguished quotient isomorphic

to Q8 ∗ (∗D8)n+1.

Proof. It is not difficult to show that the two non-cyclic 2-groups, D2n =

〈x, y | x2n−1
= y2 = 1, xy = x−1〉 and Q2n = 〈a2n−1

= b4 = 1, a2n−2
=

b2, ab = a−1〉, have cyclic centers, Z(D2n) = 〈x2n−2〉 = {1, x2n−2} and

Z(Q2n) = 〈a2n−2〉 = {1, a2n−2}, respectively. So that Z(D2n) ∼= Z(Q2n),

under the map x2n−2 7→ a2n−2
. Thus |Z(D2n)| = |Z(Q2n)|. Therefore, (i)

follow as a direct consequence of Theorem 5.3.3 (ii) with distinguished sub-

groups N = 〈(x2n−2
, x2m−2

)〉. Similarly, (ii) follow as a direct consequence of

Theorem 5.3.3 (ii) with distinguished N = 〈(a2n−2
, a2m−2

)〉. The second part
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of (ii) follows by taking n = m = 3. Parts (iii) and (iv) respectively follow

by repeated use of Theorem 5.3.3 with suitable choices of n and m.

Remark 5.3.1. In [7, Proposition 2], it is stated that for n,m > 2, the groups

D2n ×D2m , Q2n ×D2m , and Q2n ×Q2m , are exceptional with distinguished

quotients (D2n ×D2m)/N ∼= D2n ∗D2m , (Q2n ×D2m)/N ∼= Q2n ∗D2m , and

(Q2n ×Q2m)/N ∼= Q2n ∗Q2m , respectively. The authors attempted to prove

this without the use of Theorem 5.3.3, but did not succeed in the case where

n = m. In fact, their argument shows that D2n ×D2m , and Q2n ×Q2m are

not exceptional.

Example 5.3.5. We point out that the distinguished quotients of the two

examples of the smallest exceptional groups of order 32, G = 〈x, y | x8 =

y4 = 1, xy = x−1〉 and H = 〈x, y, n | x8 = n2 = 1, y2 = x4, xy = x−1n, nx =

ny = n〉, are central products. This is so because the distinguished subgroups

N1 = 〈x4y2〉 = {1, x4y2} ≤ Z(G) = 〈x4, y4〉 and N2 = 〈n〉 = {1, n} ≤

Z(H) = 〈n, x4〉, respectively. Thus, |N1| = |N2| = 2, and so N1
∼= N2.

Hence G/N1 and H/N2 are central product by definition.

Observe that all the classes of exceptional groups provided in this section

were a direct product of two finite groups. In the next section, classes of

exceptional groups that do not decompose into a direct product are provided.

5.4 Exceptional p-groups

If G is a finite nilpotent group, then G is a direct product of its Sylow

p-subgroups, for different primes p, by Theorem 3.4.12. Therefore, to de-

termine whether G is exceptional or not, we need to determine whether G

has a Sylow p-subgroup that is exceptional. More generally, if the order of a
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finite group G is divisible by some power of a prime, say pα, then by Sylow’s

Theorem, there exists a subgroup H of G such that |H| = pα. So, instead

of searching for distinguished subgroups of general finite G whose structure

is not known, we can focus on the search for distinguished subgroups of

its p-subgroups. This shall reduce the abstractness of the problem, since

the isomorphism classes of some p-groups and their properties are available,

see, for example [1], [2], [3] and [4]. This is among the reasons that make

exceptional p-group worth examining.

5.4.1 Minimal degrees of p-groups of order less than p5

Definition 5.4.1. A finite p-group G is termed extraspecial if Z(G) =

G′ = Φ(G).

Remark 5.4.1. (i) In [7], a class of exceptional p-groups of order p6 is

exhibited. The groups in this class are given by the direct product

G×G of order p6, where G is an extraspecial group of order p3. At that

time, the authors in [7] were unaware of the existence of exceptional

p-group of order less than p6, for p odd.

(ii) Much later, in [24], a proof was given which shows indirectly that the

exceptional p-groups of order less than pn do not exist, for n ≤ 4 and

p odd.

(iii) In [25], the author provided an example of a p-group of order p5.

We will provide a direct proof of the fact that is mentioned Remark 5.4.1

(ii). We will also provide a detailed proof of the fact that we stated in

Remark 5.4.1 (iii). In order to do this, we need a few more results. Recall
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that H is called a primitive subgroup of G if its G-closure is not itself, i.e.,

H 6= Ĥ =
⋂
K≤G,
H<K

K.

We also remarked that, in a finite group, primitive subgroups are just meet-

irreducible elements of the subgroup lattice. We use the latter in proving

the following lemma.

Lemma 5.4.1. Let G be a finite group of odd order, and N be a normal

subgroup of G. Then G/N is cyclic of prime-power order if and only if N is

primitive.

Proof. Observe that showing the statement of this lemma is equivalent to

showing that G is cyclic of prime-power order if and only if {1G} is primitive.

Suppose that G is cyclic of prime-power order, then the subgroup lattice of

G is a chain. It follows that the G-closure of {1G} is a non-trivial subgroup

of minimum order. Therefore the G-closure of {1G} is not {1G}, and so

{1G} is primitive.

Conversley, suppose that {1G} is primitive in G and that G = G/{1G} is

not cyclic of prime-power order. Then |G| is divisible by at least two odd

(as |G| is odd) primes p and q. By Sylow’s Theorem, there exist two non-

trivial subgroups of G, namely a p-subgroup P and a q-subgroup Q. Since

(|P |, |Q|) = 1, we have P ∩ Q = {1G}. But, this contradicts the the meet-

irreducibility and the primitivity of {1G}. Consequently, G is divisible by

exactly one prime. This proves that G is a p-group for some odd prime

p. Since G is of prime-power order, and we supposed G is not cyclic, by

Theorem 4.1.4, we have G contains a subgroup H that isomorphic to Cp×Cp.

Set H = 〈x〉× 〈y〉, for some distinct elements x, y ∈ G, each of order p, such

that 〈x〉 ∩ 〈y〉 = {1G}. Again, this contradicts the meet-irreducibility and

the primitivity of {1G}. So G is cyclic of prime-power order.
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In the following we define the notion of induced representation and supply

as an example, a class of p-groups which satisfies this definition.

Definition 5.4.2. Denote by G̃p the class of p-groups with the property that

G ∈ G̃p if and only if G has a minimal representation R = {Gi}ni=i such

that RZ(G) = {Gi ∩ Z(G)}ni=i is a minimal representation of Z(G). The

representation RZ(G) is called the induced representation of Z(G).

Remark 5.4.2. Note that G ∈ G̃p if and only if, from a representation of G,

we can find a representation of the center by just intersecting the transitive

constituents of the representation of G with Z(G). Notice, as remarked in

[35] that extending a representation of Z(G) to a representation of G is

in general not always possible. However, if G is an abelian p-group, any

representation of G is the induced representation of Z(G) (since Z(G) = G).

If RZ(G) is an induced representation of Z(G), then each Gi∩Z(G) ∈ RZ(G)

is a direct factor of Z(G), i.e., Z(G) = H × (Gi ∩ Z(G)) for some abelian

subgroup H of G (see [20, Example 4]).

Another result which is stated without proof in [20, Remark 1] shall be

proved in the following lemma. This lemma will be used to find an upper

bound and a lower bound of µ(G), where G ∈ G̃p.

Lemma 5.4.2. Let p be an odd prime. If G is a p-group whose centre is

either cyclic or elementary abelian, then G ∈ G̃p.

Proof. Suppose G is a p-group, where p is an odd prime. Let R be a

representation of G. If the center of G is cyclic, then d(Z(G)) = 1, and

by Theorem 5.3.2, we have that |R| = 1. So, R consists of one core-

free subgroup H. Therefore R is a transitive representation of G. Since

coreG(H) = {1G} and H ∩Z(G)EH, it follows that H ∩Z(G) = {1G}, and

93



so coreG(H ∩Z(G)) = {1G}. This implies that {H ∩Z(G)} is a faithful rep-

resentation of Z(G). Now, Z(G), a cyclic p-group, forces µ(Z(G)) = |Z(G)|

by Theorem 4.1.6. Thus we obtain

deg({H∩Z(G)}) = [Z(G) : H∩Z(G)] = [Z(G) : {1G}] = |Z(G)| = µ(Z(G)),

and so {H ∩ Z(G)} is a faithful representation of Z(G) of minimal degree.

Hence, G ∈ G̃p.

Now suppose that Z(G) is an elementary abelian group, and let R =

{G1, . . . , Gn} be a minimal faithful representation of G with all Gi prim-

itive. This representation exists by Lemma 3.2.2, and so by Theorem 5.3.2

we have d(Z(G)) = n. Therefore Z(G) ∼= Cp × · · · × Cp︸ ︷︷ ︸
n-times

. Since G is of odd

order and each Gi is primitive, by Lemma 5.4.1, we must have G/Gi is cyclic

for each i. We claim that the representation {G1 ∩Z(G), . . . , Gn ∩Z(G)} is

the induced representation of Z(G). But, since R = {G1, . . . , Gn} is faithful,

we have Gi ∩ Z(G) = {1G}, for each i; otherwise Gi ∩ Z(G) E Gi and so

coreG(Gi) 6= {1G}, a contradiction. Hence,
⋂n
i=1(Gi ∩ Z(G)) = {1G}. Now,

coreG({G1 ∩ Z(G), . . . , Gn ∩ Z(G)}) =
n⋂
i=1

coreG(Gi ∩ Z(G))

= coreG(

n⋂
i=1

(Gi ∩ Z(G)))

= coreG({1G})

= {1G}.

From this, we deduce that {G1 ∩ Z(G), . . . , Gn ∩ Z(G)} is a faithful rep-

resentation for Z(G). Moreover, by the Second Isomorphism Theorem for

groups, for each i, we have

Z(G)/(Gi ∩ Z(G)) ∼= Z(G)Gi/Gi.
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Since Z(G)Gi/Gi ≤ G/Gi and G/Gi is cyclic, we have Z(G)Gi/Gi is cyclic.

Hence, Z(G)/(Gi ∩ Z(G)) is cyclic for all 1 ≤ i ≤ n, and so Z(G)/(Gi ∩

Z(G)) ∼= Cp. The degree of this representation with respect to the center is

deg(
n⋃
i=1

{(Gi ∩ Z(G))}) = deg({G1 ∩ Z(G), . . . , Gn ∩ Z(G)})

= [Z(G) : G1 ∩ Z(G)] + · · ·+ [Z(G) : Gn ∩ Z(G)]

= |Cp|+ · · ·+ |Cp|︸ ︷︷ ︸
n-times

= µ(Cp) + · · ·+ µ(Cp) = µ(Cp × · · · × Cp)

= µ(Z(G)).

Therefore {G1 ∩ Z(G), . . . , Gn ∩ Z(G)} is indeed RZ(G); thus showing that

G ∈ G̃p.

It is trivial that G̃p contains all the abelian p-groups. In fact [20, Remark 1]

states that G̃p contains all groups of order pn, with p odd and n ≤ 4. Using

Lemma 5.4.2 we give a much simpler proof of this result, in Theorem 5.4.3

below.

Theorem 5.4.3. For an odd prime p, G̃p contains all p-groups of order

p, p2, p3 and p4.

Proof. Let G be a group of order p, p2, p3 and p4 respectively. If G is

abelian, then the result follows. It is thus plausible to prove this in the

case where G is not abelian. The proof follows by considering a number of

cases. If |G| = p3, then |Z(G)| ∈ {p, p2, p3}. But if |Z(G)| = p3, then G is

abelian and we are done. However, if |Z(G)| = p, or p2 then Z(G) is cyclic

or elementary abelian, and the result follows by Lemma 5.4.2. If |G| = p4,

then |Z(G)| ∈ {p, p2, p3, p4}. But if |Z(G)| = p4, then Z(G) = G and so G
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is abelian and the result follows. If |Z(G)| = p3, then G/Z(G) is cyclic, and

so G is abelian and the result follows. If Z(G) = p2, then Z(G) ∼= Cp2 or

Z(G) ∼= Cp × Cp. Therefore G ∈ G̃p by Lemma 5.4.2. If |Z(G)| = p, then

Z(G) is cyclic and the result follows by Lemma 5.4.2.

The following theorem appears in [20, Proposition 3] and the proof was

omitted. Later, we extensively use this theorem and its corollary to find

the minimal degrees of some p-groups. As a result, we provide explicit and

original proofs.

Theorem 5.4.4. Let G be a non-abelian group in the class G̃p, where p is

an odd prime. Further, suppose G is not a non-trivial direct product. Then,

pµ(Z(G)) ≤ µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)).

Proof. By Lemma 3.2.2, G has a minimal representation R = {Gi}ni=i such

that each Gi is primitive in G. Since G ∈ G̃p, then RZ(G) = {Gi ∩Z(G)}ni=1

is a minimal representation of Z(G). Now, if Gi = Gi ∩ Z(G) for some i,

then Gi ≤ Z(G), and so Gi is an abelian normal subgroup of G, since Z(G)

is an abelian normal subgroup of G. As p is odd, then |G| is odd. But Gi

is primitive, then G/Gi is cyclic by Lemma 5.4.1, and so G/Gi = 〈gGi〉

for some g ∈ G. Let x, y ∈ G be arbitrary. Since G =
⊎r
k=1(gkGi) (the

disjoint union of cosets of Gi in G), then x ∈ gj1Gi and y ∈ gj2Gi for some

integers j1, j2. So we can write x = gj1z1 and y = gj2z2, for some z1, z2 ∈ Gi.

Now, using the fact that the elements of Gi commute with all the element

of G, we get xy = (gj1z1)(gj2z2) = gj1gj2z1z2 = gj1+j2z1z2 = gj2+j1z2z1 =

gj2gj1z2z1 = gj2z2g
j1z1 = (gj2z2)(gj1z1) = yx. Therefore G is abelian and

we derive a contradiction with the assumption. Hence Gi 6= Gi ∩ Z(G),

that is, Gi ∩ Z(G) < Gi. It follows that |Gi ∩ Z(G)| < |Gi| for all i, and so

p|Gi∩Z(G)| ≤ |Gi|. Dividing by |G| both sides of the last inequality, we get

96



p|Gi∩Z(G)|
|G| ≤ |Gi||G| . Inverting the last inequality we get |G|

p|Gi∩Z(G)| ≥
|G|
|Gi| , that

is, 1
p [G : Gi ∩ Z(G)] ≥ [G : Gi]. From the last inequality we get

[G : Gi] ≤
1

p
[G : Gi ∩ Z(G)]

=
1

p

|G|
|Gi ∩ Z(G)|

=
1

p

|G|
|Z(G)|

|Z(G)|
|Gi ∩ Z(G)|

=
1

p
[G : Z(G)][Z(G) : Gi ∩ Z(G)].

We therefore calculate the upper bound as follows,

µ(G) = [G : G1] + · · ·+ [G : Gn]

≤ 1

p
[G : Z(G)][Z(G) : G1 ∩ Z(G)] + · · ·+ 1

p
[G : Z(G)][Z(G) : Gn ∩

Z(G)]

=
1

p
[G : Z(G)]([Z(G) : G1 ∩ Z(G)] + · · ·+ [Z(G) : Gn ∩ Z(G)])

=
1

p
[G : Z(G)](µ(Z(G)))

=
1

p
[G : Z(G)]µ(Z(G)).

That is, µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)). This proves one inequality. To prove

that pµ(Z(G)) ≤ µ(G), suppose that G is not a non-trivial direct product.

We claim that G 6= Z(G)Gi, for each i. Suppose that G = Z(G)Gi for some

i. By the discussion in Remark 5.4.2, it follows that Gi ∩ Z(G) is a direct

factor of Z(G). So, Z(G) = H × (Gi ∩ Z(G)) for some abelian subgroup H

of G. Therefore Z(G) = H(Gi ∩ Z(G)) and H ∩ (Gi ∩ Z(G)) = {1G}, by

definition of the direct product. However, since Gi ∩ Z(G) ≤ Gi, we have

HGi = H(Gi ∩ Z(G))Gi = [H(Gi ∩ Z(G))]Gi = [Z(G)]Gi = Z(G)Gi = G.

Also, since H ≤ Z(G) then H = H∩Z(G). Thus, H∩Gi = (H∩Z(G))∩Gi =
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H ∩ (Gi ∩ Z(G)) = {1G}. Now observe that H 6= G, because G is non-

abelian, also Gi 6= G since Gi ∈ R, and R is a minimal representation

of G. So H < G and Gi < G, and hence G = H × Gi. So G is a direct

product of two non-trivial subgroups. This contradicts the fact that G is not

a non-trivial direct product. Consequently, G 6= Z(G)Gi for all i, that is,

|Z(G)Gi| < |G|. It follows that p|Z(G)Gi| ≤ |G|. Dividing the last inequality

by |Gi|, we have p |Z(G)Gi|
|Gi| ≤ |G|

|Gi| , and so, p
[
|Z(G)||Gi|
|Gi∩Z(G)| ]

|Gi| ≤ |G|
|Gi| . This implies

that p[ |Z(G)|
|Gi∩Z(G)| ] ≤

|G|
|Gi| . Therefore p[Z(G) : Gi ∩ Z(G)] ≤ [G : Gi]. We

calculate the lower bound as follows,

pµ(G) = p([Z(G) : G1 ∩ Z(G)] + · · ·+ [Z(G) : Gn ∩ Z(G)])

= p[Z(G) : G1 ∩ Z(G)] + · · ·+ p[Z(G) : Gn ∩ Z(G)]

≤ [G : G1] + · · ·+ [G : Gn]

= µ(G).

That is, pµ(G) ≤ µ(G), which proves the lower bound. Hence pµ(Z(G)) ≤

µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)).

An immediate corollary of the above theorem follows.

Corollary 5.4.5. Suppose G satisfies the hypotheses of Theorem 5.4.4, fur-

ther suppose that [G : Z(G)] = p2, then µ(G) = pµ(Z(G)).

Proof. By Theorem 5.4.4, pµ(Z(G)) ≤ µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)). Sub-

stitute [G : Z(G)] = p2 into the last inequality to get pµ(Z(G)) ≤ µ(G) ≤
1
p(p2)µ(Z(G)). This implies that pµ(Z(G)) ≤ µ(G) ≤ pµ(Z(G)), and so

µ(G) = pµ(Z(G)).

In [24] the table with the orders, minimal degrees, centers and presentations

of all p-groups of order less than or equal to p4 is provided. The proofs
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on how to find the degrees are also provided in [24]. We now provide this

table. For the sake of readability and legibility, we present the tables in

landscape format. For the isomorphism classes of p-groups of order than

equal to p4, see [4, Table of groups of order pn, p an odd prime]. For the

rest of the entries in the table, see the table [24, Minimal degree of faithful

representation of p-groups of order < p5].
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We now prove directly that, for an odd prime p, all the groups of order pn,

where n < 5 are non-exceptional.

Theorem 5.4.7. Exceptional p-groups of order < p5, for an odd prime p,

do not exist.

Proof. Let G be a p-group of order < p5. If |G| ≤ p3, then G/N is either

cyclic or elementary abelian of order p2, for any N C G. So, it follows by

Theorem 5.2.3 or Corollary 5.2.5, respectively, that G/N is never a distin-

guished quotient. Therefore, G is never exceptional. We now deal with the

case where |G| = p4. Suppose |G| = p4, and note that if N C G such that

|N | > p, then G/N either is cyclic or elementary abelian. Therefore, as in

the case where |G| ≤ p3, we have that G is not exceptional. Suppose now

that |N | = p. That is, N = 〈n〉, for some n ∈ G, such that o(n) = p. It

follows that |G/N | = p3. Therefore, by the Table 3.5.1, we have that G/N

is isomorphic to one of the following:

(i) G4 = Cp3 .

(ii) G5 = Cp2 × Cp.

(iii) G6 = Cp × Cp × Cp.

(iv) G7 = 〈x, y | xp2 = yp = 1, xy = yxp+1〉.

(v) G9 = 〈x, y, z | xp = yp = zp = 1, xy = yxz, zx = xz, zy = yz〉.

Observe that the group in (i) is cyclic and the group in (iii) is elementary

abelian. By Theorem 5.2.3 and Remark 5.2.1, we have that G/N is never

distinguished, and so G is not exceptional. Suppose G/N is isomorphic

to Cp2 × Cp. It follows that µ(G/N) = µ(Cp2 × Cp) = µ(Cp2) + µ(Cp) =
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p2 + p. If G contains an element g of order p3, then µ(G/N) = p2 + p <

p2 × p = p3 = µ(〈g〉) ≤ µ(G), that is, µ(G/N) < µ(G), and so G is not

exceptional. Suppose G does not contain any element of p3. Note that

N = 〈n〉 is cyclic, and so abelian, hence N = 〈n〉 ≤ Z(G). That is, n ∈ Z(G).

Since G/N ∼= Cp2×Cp, it follows that there exists h ∈ G, such that o(hN) =

p2. Since hn = nh and o(n) = p, we have 〈h, n〉 = 〈h〉 × 〈n〉 ∼= Cp2 × Cp. So

µ(G/N) = µ(Cp2 × Cp) = µ(〈h〉 × 〈n〉) = µ(〈h, n〉) ≤ µ(G). Therefore G is

not exceptional. Suppose G/N ∼= G7 = 〈x, y | xp2 = yp = 1, xy = yxp+1〉 or

G/N ∼= G9 = 〈x, y, z | xp = yp = zp = 1, xy = yxz, zx = xz, zy = yz〉. So

G is non-abelian. Suppose G = H ×K, where H and K are non-trivial. If

|H| = |K| = p2, then H and K are abelian. So G is abelian, a contradiction.

So, without loss of generality, we assume |H| = p3 and |K| = p. Since G

is non-abelian, H is also non-abelian. It follows that H ∼= G7 or H ∼= G9.

Hence, µ(G/N) = p2 = µ(G7) = µ(G9) = µ(H) ≤ µ(G), and G is not

exceptional. Finally, suppose that G does not decompose into a non-trivial

direct product. Since G is not abelian, then Z(G) 6= G, i.e., Z(G) < G

and so µ(Z(G)) < µ(G). It follows by Theorem 5.4.4 that µ(G) ≥ p(Z(G)).

However, pµ(Z(G)) ≥ p2 = µ(G/N). So, µ(G/N) ≤ µ(G), and so G is not

exceptional.

5.4.2 Exceptional groups of order p5

We now provide exceptional p-groups of order p5, where p is an odd prime.

The following is found in [25, Theorem 1] and its proof is explained below.

Theorem 5.4.8. Let p be an odd prime and let G = 〈x, y, z, w | xp2 = yp =

zp = wp = 1, [y, z] = xpw−1, [x, z] = w, [x, y] = [x,w] = [y, w] = [z, w] = 1〉.

Then G is an exceptional group of order p5 with a distinguished subgroup
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N = 〈w〉 and a distinguished quotient isomorphic to G16. Furthermore,

µ(G) = 2p2.

Proof. First note that, for all g, h ∈ G, [g, h] = 1 if and only if gh = hg.

From the presentation of G, [x,w] = [y, w] = [z, w] = 1, so w commutes

with all the generators x, y and z of G. Also, [w, xp] = [y, xp] = [z, xp] = 1,

and so xp commutes with all the generators of G. No other elements of G

commutes with all the generators of G. It follows that Z(G) = 〈xp, w〉 =

〈xp〉 × 〈w〉. Observe that Z(G) = 〈xp, w〉 ∼= Cp × Cp, so G ∈ G̃p. Also

note that µ(Z(G)) = 2p. Now, by Theorem 5.3.2, the number of transitive

constituents in any minimal representation R of G is 2. Also, by Theorem

5.4.4,

pµ(Z(G)) ≤ µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)),

that is,

p(2p) ≤ µ(G) ≤ 1
p(p3)(2p).

It follows that 2p2 ≤ µ(G) ≤ 2p3. Let H = 〈y, z〉 and K = 〈x, y〉. We will

prove that R = {H,K} is a representation of G such that µ(G) = 2p2.

We start by showing that R is a faithful representation. Note that z ∈ H,

zw = wz and [x, z] = w, so xzx−1z−1 = w, this implies that xzx−1 =

zw = wz /∈ H. The latter implies that H is not a normal subgroup of

G. However, 〈y, xpw−1〉 is a normal subgroup of G. To see this, note that

xpw−1 ∈ Z(G) and y commutes with both x and w. Also [y, z] = xpw−1,

so yzy−1z−1 = xpw−1. It follows that, (yzy−1z−1)−1 = (xpw−1)−1, so that

zyz−1y−1 = wx−p. The latter implies that zyz−1 = wx−py ∈ 〈y, xpw−1〉.

Therefore, 〈y, xpw−1〉 E G. Also, since [y, z] = xpw−1 ∈ H and y ∈ H, we

have 〈y, xpw−1〉 ≤ H, and so 〈y, xpw−1〉 is normal in H, hence
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coreG(H) ≤ 〈y, xpw−1〉.

Since y ∈ K and zyz−1 = wx−py /∈ K, it follows that K is not a normal

subgroup of G. However, 〈xy〉 is a normal subgroup of G. To see this, note

that xy commutes with both x and y, since [x, y] = 1 and so xy = yx. From

[x, z] = w, we have (xzx−1z−1) = w−1 and so zxz−1x−1 = w−1. From this,

we have w−1xz = zx. Hence

z(xy)z−1 = (zx)yz−1 = w−1x(zyz−1) = w−1xwx−py = w−1wxx−py

= x−p+1y = x−p+1y−p+1 = (xy)−p+1 = (xy)1−p ∈ 〈xy〉.

Now 〈xy〉 E G and 〈xy〉 ≤ K, so that 〈xy〉 is normal in K. Therefore

coreG(K) ≤ 〈xy〉. We now have

coreG(H)
⋂
coreG(K) ≤ 〈y, xpw−1〉

⋂
〈xy〉.

However, 〈xy〉 is cyclic of order p2, and 〈y, xpw−1〉 is elementary abelian

and so 〈y, xpw−1〉
⋂
〈xy〉 = {1}. Hence coreG(H)

⋂
coreG(K) = {1}. This

proves that R is a faithful representation. We need to find the degree of R.

Observe that o([y, z]) = o(xpw−1) = p. Let a = [y, z] = xpw−1 and note that

[y, a] = yay−1a−1 = yxpw−1y−1wx−p = yxpw−1wy−1x−p = yxpy−1x−p =

xpyy−1x−p = xpx−p = 1. Similarly, [z, a] = 1. Therefore, H can now be

presented by

〈y, z, a | yp = zp = ap = 1, [y, z] = a, [y, a] = [z, a] = 1〉

= 〈y, z, a | yp = zp = ap = 1, yzy−1z−1 = a, ya = ay, za = az〉

= 〈y, z, a | yp = zp = ap = 1, yz = azy, ya = ay, za = az〉

= 〈y, z, a | yp = zp = ap = 1, yz = zay, ya = ay, za = az〉

= 〈y, z, a | yp = zp = ap = 1, yz = zya, ya = ay, za = az〉
∼= G9.

Therefore |H| = |G9| = p3, and so [G : H] = p2. Certainly K = 〈x, y〉 =
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〈x〉×〈y〉 ∼= Cp2×Cp, and so |K| = p3. It follows that [G : K] = p2. Therefore

deg(R) = [G : H] + [G : K] = p2 + p2 = 2p2. By minimality of µ(G), we

have µ(G) ≤ 2p2. We now have 2p2 ≤ µ(G) ≤ 2p3 and µ(G) ≤ 2p2. This

implies that 2p2 ≤ µ(G) ≤ 2p2, and so µ(G) = 2p2. On the other hand,

factoring N = 〈w〉 out of G, we get G/N = G/〈w〉 ∼= G16 = 〈x, y, z | xp2 =

yp = zp = 1, yz = zyxp, xy = yx, xz = zx〉. Therefore, from Table 5.3.1, we

have µ(G/N) = p3. Hence, µ(G/N) = p3 > 2p2 = µ(G), proving that G is

exceptional.

We now present another two examples of exceptional groups of order p5.

These are found in [19, Theorem 5]

Theorem 5.4.9. The following group of order p5 are exceptional.

(i) G = 〈x, y, z, w | xp2 = yp = zp
2

= wp = 1, zp = xαpw, [x, z] =

yw, [x, y] = xp, [y, z] = [x,w] = [y, w] = [z, w] = 1〉, and

(ii) G = 〈x, y, z, w | xp2 = yp = zp
2

= wp = 1, xp = zpw, [x, y] =

xp, [x, z] = y, [y, z] = [x,w] = [y, w] = [z, w] = 1〉.

In the presentation of G in (i), α is any quadratic non-residue modulo p.

Further, in both cases, µ(G) = 2p2 and N = 〈w〉 is a distinguished subgroup.

Proof. The proof follow by using arguments that are similar to those used

in the proof of Theorem 5.4.8.

For (i), Z(G) = 〈xp, w〉 ∼= Cp × Cp, so G ∈ G̃p. Also µ(Z(G)) = 2p. By

Theorem 5.3.2, the number of transitive constituents in any minimal repre-

sentation R of G is 2. So by Theorem 5.4.4,

pµ(Z(G)) ≤ µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)),

that is,
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p(2p) ≤ µ(G) ≤ 1
p(p3)(2p).

It follows that 2p2 ≤ µ(G) ≤ 2p3. In this case, set

H = 〈x, y | xp2 = yp = 1, [x, y] = xp〉 ∼= G7

and

K = 〈y, z | yp = zp
2

= 1, [y, z] = 1〉 ∼= Cp × Cp2 ,

which are respectively a non-abelian subgroup and abelian subgroup, of

order p3. If we let R = {H,K}, similar argument to that used in the proof

of Theorem 5.4.8 shows that

coreG(R) = coreG(H ∩K) = coreG(H)
⋂
coreG(K) = {1}.

Now G/N = G/〈w〉 = 〈x, y, z | xp2 = yp = zp
2

= 1, zp = xαp, [x, y] =

xp, [x, z] = y, [y, z] = 1〉 ∼= G26. From Table 5.3.1, we have µ(G/N) =

µ(G26) = p3. Now, by minimality of µ(G), we have

µ(G) ≤ deg(R) = [G : H] + [G : K] = p2 + p2 = 2p2 < p3 = µ(G/N).

Therefore G is exceptional.

For (ii), the proof is identical to the one above with Z(G) = 〈xp, w〉,

H = 〈x, y | xp2 = yp = 1, [x, y] = xp〉 ∼= G7

and

K = 〈y, z | yp = zp
2

= 1, [y, z] = 1〉 ∼= Cp × Cp2 .

In this case, G/N = G/〈w〉 ∼= 〈x, y, z | xp2 = yp = zp
2

= 1, xp = zp, [x, y] =

xp, [x, z] = y, [y, z] = 1〉 = 〈x, y, z | xp2 = yp = 1, zp = xp, xy = yxp+1, xz =

zxy, yz = zy〉 ∼= G25. From this, we obtain

µ(G) = 2p2 < p3 = µ(G25) = µ(G/N).
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Hence, G is exceptional.

5.5 Non-exceptional p-groups of order p5

In Theorem 5.4.8 and Theorem 5.4.9, we provided three exceptional groups

of order p5 with distinguished quotients isomorphic to G16, G25 and G26

of Table 5.3.1. Not all p-groups of order p5 are exceptional. To provide a

non-exceptional group of order p5, we introduce a definition.

Definition 5.5.1. Let K and Q be two groups. A group G is an extension

of the group Q by the group K if G has a normal subgroup N ∼= K such that

G/N ∼= Q. We say that Q is extended by N ∼= K to G or N ∼= K extends

Q to G. Moreover, if N ≤ Z(G), then G is called a central extension.

In each of the exceptional groups of order p5 provided in Theorem 5.4.8

and Theorem 5.4.9, G is an extension of its distinguished quotient by the

distinguished subgroup N = 〈w〉 ≤ Z(G). That is, G is a central extension

of G16, G25 or G26, by N = 〈w〉. In fact, the following is shown in [24,

Theorem 5.4].

Theorem 5.5.1. If G is an exceptional group of order p5, for p odd, then

G is an extension of a distinguished quotient G/N of order p4 by a central

subgroup N of order p, and G/N is isomorphic to G16, G25, G26 or G27.

Proof. See [24, Theorem 5.4].

The statement of Theorem 5.5.1 implies that, up to isomorphism, any ex-

ceptional group of order p5, p odd, is a central extension of Gi by some

distinguished central subgroup N, for some i = 16, 25, 26, 27. However, G27
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cannot be extended by any distinguished central subgroup N, to an excep-

tional p-group G of order p5 with G/N ∼= G27. This appears as [19, Theorem

6], we end this chapter by providing the proof of this result. We need the

following definition.

Definition 5.5.2. A group G is a semidirect product of a subgroup N

and a subgroup H, if the following conditions are satisfied:

1. G = NH

2. N EG

3. N ∩H = {1G}.

We write N oH to indicate that G is a semidirect product of N and H.

It shall be noted that if G is a semidirect product of N and H, then |G| =

|N ||H|. We are now ready to prove the existence of non-exceptional p-group

of order p5.

Theorem 5.5.2. The group G27 = 〈x, y, w, z | xp = yp = wp = zp = 1, xy =

yxz, xz = zx, xw = wx, yz = zy, yw = wy, zw = wz〉, of order p4, cannot

be extended by a central subgroup N to an exceptional group G of order p5

with distinguished quotient G/N isomorphic to G27.

Proof. Suppose the group G27 = 〈x, y, w, z | xp = yp = wp = zp = 1, xy =

yxz, xz = zx, xw = wx, yz = zy, yw = wy, zw = wz〉, of order p4, can be

extended by a central subgroup N to an exceptional group G of order p5 with

distinguished quotient G/N isomorphic to G27. We claim that |Z(G)| = p.

Suppose |Z(G)| ∈ {p2, p3, p4, p5}.

Now, if |Z(G)| = p2, then Z(G) ∼= Cp2 or Z(G) ∼= Cp×Cp. So µ(Z(G)) = p2

or 2p by Table 5.3.1. By Theorem 5.4.4, we have
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pµ(Z(G)) ≤ µ(G) ≤ 1
p [G : Z(G)]µ(Z(G)).

Using the fact that µ(G27) = p2 + p and the lower bound µ(G) ≥ pµ(Z(G)),

we have

µ(G) ≥ p(p2) = p3 > p2 + p = µ(G27) = µ(G/N)

or

µ(G) ≥ p(2p) = 2p2 = p2 + p2 > p2 + p = µ(G27) = µ(G/N),

respectively. In both cases, we have µ(G) > µ(G/N), contradicting the ex-

ceptionality of G.

If |Z(G)| = p3, then [G : Z(G)] = p2. So, by Corollary 5.4.5, we have

µ(G) = pµ(Z(G)). Also, since Z(G) is abelian and |Z(G)| = p3, we have

µ(Z(G)) ∈ {p3, p2 + p, 3p}, by Table 3.5.1. Hence µ(G) = pµ(Z(G)) ∈

{p4, p3 + p2, 3p2}. Notice that all the elements in the set {p4, p3 + p2, 3p2}

are strictly greater than µ(G/N) = p2 + p. Again, we have a contradiction

since G is exceptional.

If |Z(G)| = p4, we get the same contradiction as in the case where |Z(G)| =

p3, since µ(Z(G)) ∈ {p4, p3 + p, 2p2, p2 + 2p, 4p} and µ(G) ≥ pµ(Z(G)) ∈

{p5, p4+p2, 2p3, p3+2p2, 4p2}. All the elements of this set are strictly greater

than µ(G/N) = p2 + p.

If |Z(G)| = p5, then Z(G) = G and so G is abelian. By Theorem 5.2.2, G

is not exceptional.

We conclude that |Z(G)| = p and so Z(G) ∼= 〈w〉. Now the center is gener-

ated by just one element. Therefore, if n is the number of constituents of

a minimal representation of G, then n = d(Z(G)) = 1, by Theorem 5.3.2.

So the minimal representation of G has only one core-free transitive con-

stituent H. Also, |H| is of prime-power order, since H ≤ G. It follows that
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µ(G) = [G : H] = |G|/|H| = pk for some positive integer k. If k = 1, then

H is a subgroup of order p4 in a group of order p5. Therefore H E G, and

so coreG(H) = H, which contradicts coreG(H) = {1G}. If k = 2, then H is

a subgroup of order p3 in G. Since p is odd, by Table 3.5.1, H is isomorphic

to one following of groups:

(i) Cp3 .

(ii) Cp2 × Cp.

(iii) Cp × Cp × Cp.

(iv) G7 = 〈x, y | xp2 = yp = 1, xy = yxp+1〉.

(v) G9 = 〈x, y, z | xp = yp = zp = 1, xy = yxz, zx = xz, zy = yz〉.

We prove that each case leads to a contradiction. Now, k = 2 implies that

µ(G) = [G : H] = |G|/|H| = p2. Since µ(H) ≤ µ(G) = p2 and µ(Cp3) = p3

then H � Cp3 . Also, since µ(Cp2 × Cp) = p2 + p, then H � Cp2 × Cp.

Suppose H ∼= G7 or H ∼= G9. Note that the elements of the group 〈w〉 com-

mute with the elements of H. Also, H is core-free, so H has no non-trivial

normal subgroups. It follows that H ∩ Z(G) ∼= H ∩ 〈w〉 = {1G}. That is,

G7 ∩ 〈w〉 = {1G} and G9 ∩ 〈w〉 = {1G}, since we are assuming that H ∼= G7

or H ∼= G9. Therefore, G7〈w〉 = G7×〈w〉 and G9〈w〉 = G9×〈w〉. Now note

that G7〈w〉 ∼= H〈w〉 ≤ G and G9〈w〉 ∼= H〈w〉 ≤ G. Therefore, µ(G7〈w〉) ≤

µ(G) = p2 and µ(G9〈w〉) ≤ µ(G) = p2. However, by Lemma 3.4.13, we

have µ(G7〈w〉) = µ(G7 × 〈w〉) = µ(G7) + µ(〈w〉) = p2 + p > p2 = µ(G), a

contradiction. Similarly, µ(G9〈w〉) > µ(G), a contradiction again. Thus we

have H � G7 or H � G9. The only case that remains is H ∼= Cp ×Cp ×Cp.

Suppose H ∼= Cp × Cp × Cp. By Theorem 4.1.5 (i), G has a normal abelian
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subgroup P of order p3. Since coreG(H) = {1G}, then H does not contain

any non-trivial normal subgroups of G. But P is a non-trivial normal sub-

group of G, so P ∩ H = {1G}. We now have PH ≤ G and PH = P o H,

so |PH| = |P oH| ≤ |G| = p5. However, |P oH| = |P ||H| = p3p3 = p6, a

contradiction.

So we must have that k > 2, that is, µ(G) = [G : H] = |G|/|H| ≥ p3. Conse-

quently, µ(G27) = p2 + p < p2 × p = p3 ≤ µ(G). So, G is not an exceptional

group of order p5 whenever G/N ∼= G27 with N central in G.

So, G27 should not be a part of the statement of Theorem 5.5.1.
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Chapter 6

Remarks and conclusions

The work carried out in this dissertation explores a number of open ques-

tions. The extent of the class of finite groups for which µ is additive is not

known. As remarked towards the end of Chapter 3, it is not known whether

or not the content of Theorem 3.7.1 is exhaustive. That is, it is still un-

known whether the class of finite groups for which µ is additive consists only

of finite groups of coprime order, finite nilpotent (and hence finite p-groups

and finite abelian groups), finite simple groups and elements of the class

G. Note that within the class of finite groups for which µ is additive, we

have the class G whose extent is also not known. So, before one attempts to

investigate the extent of the class of finite groups for which µ is additive, it

will be plausible to first investigate the extent of the class G.

In Theorem 5.2.2, it is shown that the class of finite abelian groups does not

have exceptional elements. From this we deduced that if G is abelian and N

is a subgroup of G, then the abelian quotient G/N is never distinguished.

Also, in Theorem 5.2.3, we proved that a distinguished quotient of an excep-

tional group is never cyclic. We also remarked that distinguished quotients

114



cannot be elementary abelian and that this is shown in [21]. From this, we

also deduced in Corollary 5.2.5 that distinguished quotients are never iso-

morphic to abelian groups of order p2. Despite all this work, the following

remains as a conjecture.

Conjecture 6.1. If G is a finite group and N is a normal subgroup of G

such that G/N is abelian, then G/N is not distinguished.

In an attempt to address this conjecture, it is shown in [22, Theorem 1] that

if the quotient G/N has no non-trivial abelian normal subgroup, then G/N

is not distinguished. So, for G/N to be distinguished, G/N must posses at

least one non-trivial abelian subgroup which is normal and abelian in G/N.

Note that the converse statement of [22, Theorem 1] does not hold. That is,

it is not true that if G/N is not distinguished then G/N has no non-trivial

abelian normal subgroup. A simple counter example to the converse of [22,

Theorem 1] is the content of Theorem 5.2.3, since every non-trivial subgroup

of a cyclic group is abelian and normal. So, when one is attempting to prove

or disprove Conjecture 6.1, G should be chosen to be a non-abelian group

and N should be chosen such that the abelian quotient G/N is not cyclic,

not elementary abelian and not have order p2 since the research carried thus

far shows that the result is already affirmative in all these cases.

There are open questions on the exceptional groups. For example, the extent

of the class of exceptional groups is not known. Moreover, the extent of the

class of exceptional p-groups is not known. By Theorem 5.4.7, we know that

there are no exceptional p-groups of order less that p5, for an odd prime p.

For an odd prime p, by Theorem 5.5.1 we know that if G is an exceptional

group of order p5, then G is a central extension of a distinguished G/N of

order p4 by some subgroup N ≤ Z(G) of order p, where G/N is isomorphic
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to G16, G25, G26 or G27. However, Theorem 5.5.2 shows that G27 cannot be

centrally extended to an exceptional group of order p5. Thus, the exceptional

groups of order p5 provided in Theorem 5.4.8 and Theorem 5.4.9 are central

extensions of distinguished quotients which are isomorphic to G16, G25 and

G26. An open question with regard to this arises: for an odd prime p, can

exceptional p-groups of order higher than p5 be found via central extensions

where the distinguished quotient is isomorphic to a p-group of smaller order?

Of course, to address this question, the isomorphism classes of p-groups

of order higher than p5 should be considered. We should mention at this

point that finite group theorists have been interested in counting groups of

prime-power order, as a preliminary step to assist in explicitly listing such

groups. Determining the number of p-groups of a given order seems easier

than listing them as in the latter situation we require a complete list of

explicit presentations of all isomorphism types of groups of that order which

is not redundant. However, determining the number of p-groups is a difficult

problem on its own. For example, we already have the following facts:

(i) There are 2p+ 61 + 2gcd(p− 1, 3) + gcd(p− 1, 4) groups of order p5.

(ii) There are 267 groups of order 26 and 504 groups of order 36. For p ≥ 5,

the number of groups of order p6 is 3p2 + 39p+ 344 + 24gcd(p− 1, 3) +

11gcd(p− 1, 4) + 2gcd(p− 1, 5).

(iii) The numbers of groups of order 27, 37 and 57 are respectively 2328,

9310 and 34297. For p > 5, the number of groups of order p7 is
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3p5 + 12p4 + 44p3 + 170p2 + 707p+ 2455 + (4p2 + 44p+ 291)×

gcd(p− 1, 3) + (p2 + 19p+ 135)× gcd(p− 1, 4) + (3p+ 31)× gcd(p−

1, 5) + 4gcd(p− 1, 7) + 5gcd(p− 1, 8) + gcd(p− 1, 9).

Definition 6.0.3. A function f defined over the primes is polynomial on

residue classes (PORC) if it is the sum of terms of the form a(p) · b(p),

where a(p) is a product of terms of the form gcd(p, c(p)), such that b(p) and

c(p) are polynomials in p with rational coefficients.

G. Higman [16] conjectured the following.

Conjecture 6.2. (PORC Conjecture) The number of groups order pn, for

a fixed positive integer n and a prime number p is PORC.

Conjecture 6.2 has been proved correct for n ≤ 7. For the details of the proofs

of the facts mentioned in (i), (ii), (iii) and for further reading with regard to

the enumeration of the groups of order pn (also for the current status with

regard to PORC Conjecture) the reader is referred to the readings of articles

like [15], [16], [26], [27], [28] and the thesis in [34]. Despite the fact that the

number of groups of order p5, p6 and p7 is known, the respective isomorphism

classes of these groups are not known. So the complexity on the problem

of finding all exceptional p-groups of order ≥ p5 through (or possibly not

through) central extensions go as far as finding the isomorphism classes of

such groups. Regrettably, the isomorphism classes of p-groups of order ≥ p5

are not known. Thus, alternative methods of establishing exceptional p-

groups of order > p4 need to be established. We would like to stress at this

point that the only class of exceptional groups that we are aware of, which

is not in the class of p-groups, is the class of the direct product D2nq×D2mr,

where m,n, q, r are such that 2 ≤ n ≤ m, q and r are odd, 2nq > 4 and
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2mr > 4. The distinguished quotient associated with the exceptionality of

D2nq ×D2mr is the central product D2nq ∗D2mr. For a detailed account of

this class of exceptional groups, the reader is submitted to the readings of

[7, Proposition 2.8].
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