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ABSTRACT

The following dissertation describes an investmatof the structural response behaviour of a
composite solid rocket motor nozzle subjected &urttal and pressure loading during the motor
ignition period, derived on the basis of a multiidinary numerical simulation approach. To
provide quantitative and qualitative context to thsults obtained, comparisons were made to
the predicted aerothermostructural response afidlzele over the entire motor burn period.

The study considered two nozzle designs — an exjolor nozzle design used to establish the
basic simulation methodology, and a prototype r@rgsign that was employed as the primary
subject for numerical experimentation work. Bothsidas were developed according to
fundamental solid rocket motor nozzle design pples as non-vectoring nozzles for
deployment in medium sized solid rocket boosteramstThe designs feature extensive use of
spatially reinforced carbon-carbon composites f@rmostructural components, complemented
by carbon-phenolic composites for thermal insufatend steel for the motor attachment

substructures.

All numerical simulations were conducted using tABINA multiphysics finite element
analysis code with respect to axisymmetric compariat domains. Thermal and structural
models were developed to simulate the structusglaese of the exploratory nozzle design in
reference to the instantaneous application of presand thermal loading conditions derived
from literature. Ignition and burn period responssults were obtained for both quasi-static and

dynamic analysis regimes.

For the case of the prototype nozzle design, a ftmslel was specifically developed to simulate
the flow of the exhaust gas stream within the nmzfdr the provision of transient and steady
loading data to the associated thermal and strmictaodels. This arrangement allowed for a
more realistic representation of the interactiotween the fluid, thermal and structural fields
concerned. Results were once again obtained fat ahd long term scenarios with respect to
guasi-static and dynamic interpretations. In additithe aeroelastic interaction occurring

between the nozzle and flow field during motor igm was examined in detail.



The results obtained in the present study provisigdificant indications with respect to a
variety of response characteristics associated ti¢h motor ignition period, including the
magnitude and distribution of the displacement siness responses, the importance of inertial
effects in response computations, the stress regpmmtributions made by thermal and pressure
loading, the effect of loading condition qualityydathe bearing of the rate of ignition on the
calculated stress response.

Through comparisons between the response behgwedicted during the motor ignition and
burn periods, the significance of considering tlgmition period as a qualification and
optimisation criterion in the design of charactiécaly similar solid rocket motor nozzles was
established.
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Cartesian coordinates
Cylindrical coordinates
Mass density

Time

Velocity vector

Stress tensor

Body force vector
Specific total energy
Heat flux vector

Rate of heat generation

Specific internal energy

Static pressure

Kinematic viscosity

Dynamic viscosity
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Coefficient of thermal conduction
Fluid temperature

Velocity strain tensor

Specific heat at constant pressure
Specific heat at constant volume
Inviscid flux term
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Specific heat capacity for solid
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Solid temperature

k Isotropic coefficient of thermal conduction
K, .Kk,, K, Coefficients of thermal conduction in the rad@icumferential

and axial directions

Q Heat source or sink term

C Heat capacity matrix

K* Conductivity matrix

K* Convection matrix

q° Surface convective load

h Convective heat transfer coefficient

o, Environmental temperature

G° Surface temperature

0,,04,0, Radial, circumferential and axial stresses

04,0,,0,,0,,0,,,0,  Shear Stresses

u,,ug,u, Radial, circumferential and axial displacements

C; Compliance coefficients

E €9 €, Radial, circumferential and axial strains

EprEy0Ep Shear strains

Q. ,q,,a, Radial, circumferential and axial coefficients ofermal
expansion

AT Instantaneous and initial temperature difference

E , E, E, Elastic moduli with relative to the, 8, z directions

VgV, Vg Poisson’s ratios

G,,.G,,.G, Shear moduli

M Element assemblage mass matrix

U Nodal acceleration vector

U Nodal displacement vector

K Element assemblage stiffness matrix
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Abbreviations

SRM
C-C
FEM

Element assemblage load vector

Elemental mass density

Displacement interpolation matrix
Strain-displacement matrix
Elasticity matrix

Body force vector
Surface force vector
Initial stress load vector
Concentrated load vector

Fluid displacement at interface
Solid displacement at interface
Fluid stresses at interface
Solid stresses at interface

Fluid velocity at interface
Solid velocity at interface

Force exerted on solid nodes at interface
Virtual quantity of solid displacement
Normalised time

Normalised radius

Thermal diffusivity

Thermal penetration depth
Maximum element dimension in the radial direati

Particular element dimension in the radial clion

Resolution factor

Solid Rocket Motor
Carbon-Carbon
Finite Element Method
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SRN1
SRN2
TVC
C-P
ITE
2D
3D
4D
ATS
CFL
FSI
BC
SP
TPZ

Computational Fluid Dynamics
Solid Rocket Nozzle 1

Solid Rocket Nozzle 2
Thrust Vector Control
Carbon-Phenolic

Integral Throat and Entrance
Two-dimensional
Three-dimensional
Four-dimensional

Automatic Time Stepping
Courant-Friedrichs-Lewy
Fluid-Structure Interaction
Boundary Condition

Sample Point

Thermal Penetration Zone

Xiv



LIST OF FIGURES

CHAPTER 1

Figurel.l NASA’s Space Transportation System launch veHiNI&SA Image Exchange
Website).

CHAPTER 2

Figure2.1 Operational phases of an SRM (Sutton (1963)).

Figure2.2 Typical design configuration of a booster SRM {&utand Biblarz (2001)).

Figure2.3 Variation of the Space Shuttle SRM’s propellardig port profile (Sutton and
Biblarz (2001)).

Figure2.4 The three phases of SRM ignition (Sutton and B#{2001)).

Figure2.5 The fundamental elements of a rocket nozzle.

Figure2.6 Axial distribution of pressure in a de Laval niezfor a variety of pressure ratios
(Sutton (1963)).

Figure2.7 Shock phenomena and flow separation in an ovearsded rocket nozzle
(Verma et al (2006)).

Figure2.8 Basic SRM nozzle configurations (adapted fronsE1975)).

Figure2.9 Conical and contoured exit cone configurationBq[EL975)).

Figure2.10  Basic details of an integral moveable SRM notatiapted from Ellis (1975)).

Figure2.11  Typical thermal liner, insulator and attach stuwe configurations (Ellis
(2006)).

Figure2.12  Possible tape winding fibre orientations (adaftech Ellis (1975)).

Figure2.13  Ariane V SRM nozzle and carbon-carbon throat rttegrliner components
(Aubard (2001)).

Figure2.14  The carbon-carbon production process (Lacosté(@002)).

Figure2.15  Three and four dimensional reinforcement archites (adapted from Yoo et al
(2003))

XV



CHAPTER 3

Figure3.1 Computational domain for axisymmetric flows (ADANR&D, Inc. (2008)).

Figure3.2 The arrangement of a control volume amongst guéar finite elements
(ADINA R&D, Inc. (2008)).

Figure3.3 The two-dimensional, three-node triangular flelement (ADINA R&D, Inc.
(2008)).

Figure3.4 Conjugate heat transfer domains (ADINA R&D, 1(2008)).

Figure3.5 The axisymmetric, four-noded, quadrilateral tharmelement (adapted from
ADINA R&D, Inc. (2008)).

Figure3.6 The axisymmetric, nine-noded, quadrilateral, dsoflement (adapted from
ADINA R&D, Inc. (2008)).
Figure3.7 Temperature versus normalised radial distance.

Figure3.8 Radial Stress versus normalised radial distance.
Figure3.9 Radial Displacement versus normalised radiaadist.
Figure3.10  Hoop stress versus normalised radial distance.
Figure3.11  Axial stress versus normalised radial distance.

Figure3.12  Convergence of the finite element solution fatiahstress profile.

CHAPTER 4

Figure4.l The BE-3A4 nozzle (Ellis (1975)).

Figure4.2 Structural configuration of SRN1.

Figure4.3 SRN1 wall pressure distribution.

Figure4.4 SRN1 wall temperature distribution.

Figure4.5 General SRN1 modelling approach.

Figure4.6 Axisymmetric finite element model geometry.

Figure4.7 The meshed SRN1 thermal model.

Figure4.8 The meshed SRN1 structural model.

Figure4.9 Throat and entrance mesh detail and full fixitpstraint location.
Figure4.10 Integral throat and entrance sample contourgoaimds.

Figure4.11  Temperature histories at sample points 8, 9 & 10.

XVi



Figure4.12
Figure4.13
Figure4.14
Figure4.15
Figure4.16
Figure4.17
Figure4.18
Figure4.19
Figure 4.20
Figure4.21
Figure4.22
Figure4.23
Figure4.24
Figure4.25

CHAPTER 5

Figureb5.1
Figureb5.2
Figure5.3
Figure5.4
Figure5.5
Figureb5.6
Figure5.7
Figure5.8
Figure5.9
Figure5.10
Figure5.11
Figure5.12
Figure5.13
Figure5.14
Figure5.15

Temperature distributions in SRN1 at (a) t = 1®¥t = 30 s and (c) t = 60 s.
Quasi-static hoop stress histories at sample$8ir® & 10.
Quasi-static radial stress histories at sampietp8, 9 & 10.
Quasi-static axial stress histories at samplatpd, 9 & 10.
Dynamic and quasi-static hoop stress responsanaple point 2.
Dynamic and quasi-static radial stress responsaraple point 2.
Dynamic and quasi-static axial stress responsaraple point 2.
Dynamic and quasi-static hoop stress responsanaple point 3.
Dynamic and quasi-static axial stress responsaraple point 8.
Dynamic and quasi-static hoop stress responsanaple point 13.
Dynamic and quasi-static radial stress responsaraple point 13.
Dynamic and quasi-static axial stress responsaraple point 13.
Dynamic and quasi-static axial stress responsaraple point 14.

Dynamic and quasi-static radial stress responsemple point 15.

Solid Rocket Nozzle Design 2.

Major dimensions of Solid Rocket Nozzle 2.

Analysis flow domain and associated boundaries.
Simulated ignition pressure and temperature igats
SRN2 pressure response modelling approach.
Axisymmetric flow model geometry.

Flow model boundary conditions.

Flow model finite element mesh.

Mesh detail at the entrance and throat region.
Axisymmetric structural model geometry.

Structural model boundary conditions.

Structural model finite element mesh.

Mesh detail at the entrance and throat region.

The position of sampling points A, B, C, D andfieSRN2.
Band plots of (a) Mach number, (b) pressure ahdénsity distributions
under steady flow conditions.

XVii



Figure5.16
Figure5.17
Figure5.18
Figure5.19
Figure5.20
Figure5.21

Figure5.22
Figure5.23

Figure5.24

Figure5.25

Figure5.26

Figure5.27

Figure5.28

Figure5.29
Figure5.30
Figure5.31
Figure5.32
Figure5.33
Figure5.34
Figure5.35
Figure5.36
Figure5.37

CHAPTER 6

Figure6.1

Axial Mach number distributions for steady floanditions.

Axial pressure distributions for steady flow ciiudhs.

Axial density distributions for steady flow cotidns.

Mach number distributions at (a) t = 0.005 s,t®)0.002 s and (c) t=0.3 s.
Pressure distributions at (a) t = 0.005 s, &Pt002 sand (c)t=0.3 s.

Density distributions at (a) t = 0.005 s, (b) 0802 s (truncated scale range)
and (c)t=0.3s.

Distribution of simulated velocity vectors at 002 s.

Mach number distributions at t = 0.005 s forif@jscid solution and (b) viscous
solution.

Mach number distributions at t = 0.02 s for (ajisiid solution and (b) viscous
solution.

Mach number distributions at t = 0.3 s for (a)iseid solution and (b) viscous
solution.

Deformed band plots of (a) hoop stress, (b) teatia@ss and (c) axial stress at
t=0.005 s.

Deformed band plots of (a) hoop stress, (b) tadiass and (c) axial stress att =
0.02 s.

Deformed band plots of (a) hoop stress, (b)alastress and (c) axial stress at
t=0.3s.

Coupled and uncoupled displacement magnituderigstat point A.

Coupled and uncoupled displacement magnituderfestat point B.

Coupled and uncoupled displacement magnituderkéstat point C.

Coupled and uncoupled displacement magnituderféstat point D.

Coupled and uncoupled displacement magnituderfestat point E.

Coupled and uncoupled hoop stress historiesiat po

Coupled and uncoupled radial stress historigoiat B.

Coupled and uncoupled axial stress historieiatt p\.

Coupled and uncoupled axial stress historieiat [B.

Scaled pressure transients.

Xviii



Figure6.2 Scaled temperature transients.

Figure6.3 Ignition period modelling approach.

Figure6.4 Burn period modelling approach.

Figure6.5 SRN2 wall temperature histories at points ofriese

Figure6.6 Temperature history at point of maximum thermalding rate.

Figure6.7 Test cylinder temperature profile at 0.07 s.

Figure6.8 Test cylinder hoop stress profile at 0.07 s.

Figure6.9 Test cylinder temperature profile at 0.083 s.

Figure6.10  Test cylinder hoop stress profile at 0.083 s.

Figure6.11  Test cylinder temperature profile at 0.3 s.

Figure6.12  Test cylinder hoop stress profile at 0.3 s.

Figure6.13  Variation of solution times with resolution facto

Figure6.14  Relative hoop stress error at hot surface.

Figure6.15  Relative hoop stress error at cold surface.

Figure6.16  Location of Flow Model T boundary conditions.

Figure6.17  Flow Model T finite element mesh.

Figure6.18  Mesh detail at the entrance and throat region.

Figure6.19  Flow Model P finite element mesh.

Figure6.20  Burn period loading specification points.

Figure6.21  Finite element mesh of the Burn Period Thermatido

Figure6.22  Structural Model T finite element mesh.

Figure6.23  Mesh detail at the entrance and throat region.

Figure6.24  Comparative element sizing at SRN2's throat.

Figure6.25  Position of sampling points A, B, C, D & E andss-section Y-Y.

Figure6.26  Mach number distributions at (a) t = 0.005 s,t®)0.002 s and (c) t = 0.3 s.

Figure6.27  Pressure distributions at (a) t = 0.005 s, 6Pt002 s and (c)t=0.3 s.

Figure6.28  Density distributions at (a) t = 0.005 s, (b) 06802 s (truncated scale range)
and (c)t=0.3s.

Figure6.29  Temperature distributions at (a) t = 0.005 st ).002 sand (c) t=0.3 s.

Figure6.30  Axial temperature distributions att = 0.005 s.

Figure6.31  Axial temperature distributions att = 0.02 s.

Figure6.32  Axial temperature distributions att = 0.3 s.

XiX



Figure6.33

Figure6.34
Figure6.35
Figure 6.36

Figure6.37

Figure6.38

Figure6.39
Figure 6.40
Figure6.41
Figure6.42
Figure6.43
Figure6.44
Figure6.45
Figure 6.46
Figure6.47
Figure6.48
Figure6.49
Figure 6.50
Figure6.51
Figure6.52
Figure6.53
Figure6.54
Figure 6.55
Figure 6.56
Figure6.57
Figure 6.58
Figure 6.59
Figure 6.60
Figure6.61

Vector plots of nozzle wall heat flux at (a) 0005 s, (b) t = 0.002 s and (c)
t=0.3s.

Axial pressure distributions att =1 s.

Axial temperature distributions att = 0.1 s.

Temperature distribution and (a) hoop, (b) radiadl (c) axial stress fields at
t=10s.

Temperature distribution and (a) hoop, (b) radiadl (c) axial stress fields at
t=30s.

Temperature distribution and (a) hoop, (b) radiadl (c) axial stress fields at
t=60s.

Burn duration hoop, radial and axial stress histoat point A.

Burn duration hoop, radial and axial stress histoat point B.

Burn duration hoop, radial and axial stress hisgoat point C.

Burn duration hoop, radial and axial stress hisgoat point D.

Burn duration hoop, radial and axial stress hisgoat point E.

Displacement magnitude histories at point A.

Displacement magnitude histories at point B.

Displacement magnitude histories at point C.

Displacement magnitude histories at point D.

Displacement magnitude histories at point E.

(a) Pressure and (b) thermal hoop stress disivitsiat 0.005 s.

(a) Pressure and (b) thermal hoop stress disitritmiat 0.02 s.

(a) Pressure and (b) thermal hoop stress difitsitmiat 0.3 s.

(a) Pressure and (b) thermal radial stress bligidns at 0.005 s.

(a) Pressure and (b) thermal radial stress bligidns at 0.02 s.

(a) Pressure and (b) thermal radial stress bligtans at 0.3 s.

(a) Pressure and (b) thermal axial stress Higidns at 0.005 s.

(a) Pressure and (b) thermal axial stress digtdbs at 0.02 s.

(a) Pressure and (b) thermal axial stress digtdbs at 0.3 s.

Distribution of hoop stress at the entrance anoktt at 0.3 s.

Hoop stress distribution with the Structural Miotlenesh overlay.

Pressure hoop stress profiles over cross-se¢tsgn

Thermal hoop stress profiles over cross-section Y

XX



Figure 6.62
Figure6.63
Figure 6.64
Figure 6.65
Figure 6.66
Figure6.67
Figure 6.68
Figure 6.69
Figure6.70
Figure6.71
Figure6.72
Figure6.73
Figure6.74
Figure6.75
Figure6.76

APPENDIX A

FigureA-1
FigureA-2

Effective hoop, radial and axial stress histosatpoint A.

Temperature history at point A.

Effective hoop, radial and axial stress histostpoint B.

Effective hoop, radial and axial stress histodepoint C.

Effective hoop, radial and axial stress histodepoint D.

Effective hoop, radial and axial stress histoatpoint E.

Comparison of quasi-static and dynamic hoop sekitions at point B.
Comparison of quasi-static and dynamic hoop stsekitions at point E.
Comparative hoop stress histories at point A.

Comparative radial stress histories at point A.

Comparative hoop stress histories at point B.

Comparative axial stress histories at point B.

Comparative hoop stress histories at point C.

Comparative hoop stress histories at point D.

Comparative hoop stress histories at point E.

SRN1 design geometry and constituent points

SRN2 design geometry and constituent points.

XXi



LIST OF TABLES

CHAPTER 2

Table2.1 Sources of SRM nozzle loading during operatidigEL975)).

CHAPTER 4

Table4.1 Mechanical and thermal properties of the corestitumaterials.
Table4.2 Maximum and minimum stresses at sample poin®s&s;10.
CHAPTER 5

Tableb.1 Mechanical properties of the SRN2’'s constitueatarnals.
Table5.2 Properties of simulated exhaust gas.

Table5.3 Flow domain initial conditions.

Table5.4 Flow domain boundary conditions.

CHAPTER 6

Table6.1 Thermal properties of SRN2'’s constituent matsrial

Table 6.2 Thermal properties of the AP/HTPB propellant.

Table 6.3 Flow Model T boundary condition parameters.

Table6.4 Flow model time step configurations.

Table 6.5 Flow Model P time step configurations.

Table 6.6 Prescribed temperatures at geometry points.

Table6.7 Prescribed pressures at geometry points.

Table 6.8 Maximum tensile and compressive stresses preflioyeignition period and

burn period simulations.

XX



APPENDIX A

TableA-1 Constituent point coordinates for the SRN1 design
TableA-2 SRN1 geometry arc definitions.
TableA-3 Constituent point coordinates for the SRN2 design
Table A-4 SRN2 geometry arc definitions.

XXxiii



CHAPTER 1

Introduction

The current state of solid rocket motor (SRM) pisjmn technology serves testament to the
enormous advancements that have been made irettle if thermodynamics, fluid mechanics,
materials science, design and manufacturing, siheefirst rudimentary solid rocket motors
were developed in the ancient world. Today, teabgiobl advancements continue to be made at
an impressive rate, as lower cost propulsion wiitswer mass and increased reliability that can
generate even higher levels of thrust are soudfis i§ particularly true for the case of SRMs
employed to provide propulsion for space launchiclel, as improvements in the technology’'s
operational qualities ultimately lead to a decrdasthe cost of space access — whether it be for

commercial, scientific or military purposes.

The most significant deployment of SRM technologyhe space launch vehicle industry is in a
first stage ‘booster’ role, where SRMs are usedewerate or contribute towards generating the
immense levels of thrust that are required durivaginitial period of vehicle ascent. A prominent
example of this type of application is the Unitett8s’ Space Transportation System launch
vehicle (Day (1970)), colloquially referred to && tspace shuttle. This vehicle employs two first
stage solid rocket boosters positioned either sfdbe craft’'s external liquid propellant tank, as
illustrated in Figure 1.1. Other contemporary exbamf similar booster SRM arrangements
include the European Space Agency's Ariane V (1of49893)), the Japanese Aerospace
Exploration Agency's H-IIA (Shibato and Kuroda (Z)Pand the Boeing Company’s Delta Il
(Sirko (2003)) launch vehicles.

In addition to this primary booster role, SRMs also used to a limited extent in high
performance / high-altitude operations, where mefmed thrust profiles of lower magnitudes
are tailored to meet exacting orbital trajectorguieements. This class of application is
demonstrated by the Inertial Upper Stage SRM-1 m@@hase (1978)), and the STAR™ 27
high-altitude motor (Sutton and Biblarz (2001)),angst others.



Figure 1.1 NASA's Space Transportation System
launch vehicle (NASA Image Exchange Website)

As is the case with all chemical rocket motorsS&M produces thrust by harnessing the energy
liberated from a controlled chemical reaction betwduel and oxidiser propellants within a
combustion chamber. As the propellants react irdined volume, the heat of this reaction
pressurises the products of combustion, which atesexjuently expanded and accelerated
through an exhaust nozzle to exceptionally highogsigies. It is this conversion of chemical
energy into kinetic energy that is responsible fbe generation of thrust. SRMs are
distinguished from other types of chemical rocketars in that they generally combust a pre-
mixed, heterogeneous mass of solid fuel and oxidisepellant components that is encased

within the combustion chamber.

Exposure to the extreme temperatures and pressfrethe exhaust stream makes the
environment within which a rocket motor nozzle @tes particularly severe. These primary
load sources combine to generate significant sisesand as it is a characteristic of most

materials to experience a degradation of mechamicgberties with an increase in operating



temperature, it is of primary importance that negzére designed with sufficient capacity to
dissipate thermal loading, to ensure that struttumtagrity is not compromised. This detalil
makes the design of solid rocket motor nozzlesiqaarly challenging, as the action of heat
dissipation can generally only be effected by thatamals from which SRM nozzles are
constructed.

As such, highly specialised, thermally resistantemals have had to be developed to fulfil this
requirement. The advent of advanced reinforcemsuntd as glass and carbon fibres has been
particularly instrumental in the refinement of thewaterials, and has allowed for considerable
progress to be made in the design optimisationRi $0zzles (Sutton and Biblarz (2001)). By
embedding reinforcing fibres within a refractoryailative material, a composite material can
be created with greatly improved mechanical andnthé properties. Such improvements
include an increased specific strength and stiffngseater thermal shock resilience and an
increased resistance to ablation and/or erosion.adidition, the employment of fibre
reinforcements enables the response behavioureoitily resistant composites to be tailored
according to particular design requirements, by ifgod) the type, volume fraction and spatial

orientation of the fibres used.

The configurative architecture of medium to largals SRM nozzles is typically comprised of
an assembly of three important elements (Ellis P he first of these elements is the thermal
liner, usually made from a combination of refragtand ablative materials, which serves as the
nozzle's interface with the high temperature exhatirsam. The next element, the insulator, is
usually manufactured from elastomeric or ablatiaearials and is employed to thermally isolate
the hot thermal liner from the third element, th@eh structure. The attach structure, commonly
manufactured from aluminium, steel or titanium, yides the structural interface between the
nozzle assembly and the SRM casing through whiehetthaust gas expansion component of
thrust is transferred. Often, the thermal liner poments of a nozzle are limited to function
solely in their thermal management capacity, withibeing able to provide overall structural
integrity to the nozzle assembly. In such case&sattach structure must be extended to fulfil this
role.

To some extent, this limitation has been overconye tihe development of advanced

thermostructural composite materials, which are adlretain their strength and stiffness during



extensive periods of exposure to high temperatuvéhout experiencing any significant
property deterioration. A prominent thermostrudt@@mposite material currently used in SRM
nozzle construction is Carbon-Carbon (C-C) (Berdo{993)), which is comprised of carbon
fibre reinforcements embedded within a carbon matBy employing thermostructural
composites to serve as thermal liners, two imporamctions can be satisfied simultaneously,
and the overall structural efficiency of the nozzé be improved (Ellis (1975)).

In the design of SRM nozzles, as with generallyspice launch vehicle components, achieving
such gains in structural efficiency through theimjged use of enhanced design features and the
most effective deployment of materials is a criticancern. By optimising the individual
structures of a launch vehicle, the overall rafipmmpellant mass to vehicle mass is increased,
which in turn allows for the lifting of heavier dagpds and thus an overall reduction in the cost
per unit mass of payload launched. Thus, in thélhigompetitive environment of the global
space launch vehicle industry, the exercise ottiral optimisation has become a guiding force

in the development of vehicle airframes and prdpualsystems.

The SRM nozzle design process is a complex onegrghiyn comprised of three individual
phases in which the aerodynamic, thermal and siraictlesign requirements of the nozzle are
established and satisfied, based upon the an&dp&RM operational parameters. The
inevitably high level of interrelatedness betweanheof these design disciplines mandates that
an iterative approach is used to arrive at a nadeségn that most optimally satisfies the criteria
of all three disciplines. Additional complicatios the way of diverse and highly transient
nozzle loading conditions that are difficult to acately quantify, as well as the nonlinear,
anisotropic thermal and mechanical behaviour etdtbiby thermal composites, make the
process of structural optimisation inherently coexpl

The development of numerical simulation technigbas greatly enhanced the rapidity and
reliability with which SRM nozzles can be desigraadl optimised. The finite element method
(FEM) has been especially useful in the predictidnthe combined thermal and structural
response of SRM nozzles under operating loads sutth an extent that the technique has
become the standard means of assessing the thanotosil performance of these structures.
The discipline of computational fluid dynamics (CfFWhose development has paralleled that

of structural numerical simulation, has advanceahdtically in its ability to analyse complex



flow phenomena such as turbulence and reactingvamgbhase flows. Consequently, CFD has
found significant application in the simulation ®RM nozzle flow, allowing for the generation

of high fidelity temperature and pressure loadiatad

In spite of these considerable advances, the apigicof numerical simulation techniques in the
context of SRM nozzle design continues to underigmificant development, and several
elements of nozzle behaviour characterisation, mahtanodelling and hence structural
optimisation remain open to further explorationthdlugh the long-term structural behaviour of
SRM nozzles is today well understood, their behaviduring periods of highly transient
loading has not been considered as thoroughlynds significant instance of transient loading
is the particularly violent period of motor ignitioDuring this period, exhaust gas velocities,
pressures and temperatures rise to operationabvathu remarkably short periods of time —
having the potential to instigate appreciable s&sdn these structures. In spite of the inherent
severity of the SRM ignition process, the natureS&M nozzle response during this event
remains distinctly under-investigated, with litlierature offering any treatment of the subject.
In specific terms, a variety of determinations tiaato SRM nozzle behaviour during ignition

have yet to be made, including:

1. Whether a quasi-static or dynamic analysis apprésgkquired to accurately capture
the physical nature of the response.

2. The degree of aeroelastic coupling that occurs detwan SRM nozzle and its
associated exhaust stream.

3. The manner and magnitude in which thermal and nréchbload sources contribute to
an SRM nozzle’'s structural response.

4. The sensitivity of the response to adjustmentfiénrate at which the ignition process is
specified to occur.

5. The significance of the overall structural respoosan SRM nozzle during the ignition
process in comparison to that of the nozzle dutiigremaining period of the SRM’s
operation.

In essence therefore, the objective of the curvemik is to develop and employ numerical
structural and fluid models to simulate and subsatjy investigate the structural response of

composite SRM nozzles during the rapid transiertbmignition period, and further, to compare



this simulated response to that of the nozzle duttve considerably longer and steadier motor

burn period.

The two nozzle designs considered, Solid Rocketzio (SRN1) and Solid Rocket Nozzle 2
(SRN2) were developed according to fundamental SRlekle design principles (Ellis (1975))
as non-vectoring nozzles for deployment in mediimadssolid rocket booster motors. As far as
materials are concerned, the designs made useatilgpreinforced carbon-carbon and two-
dimensional carbon-phenolic composites, in additionsteel as their constituent materials.
Modelling and simulation capacity was provided bg tADINA multiphysics finite element
code (ADINA v8.5 (2008)), which was used to devetoqal analyse the axisymmetric thermal,
structural and flow models considered.

The analysis of SRN1 was based on a thermal anctstal model representation of the nozzle,
and employed pressure and temperature loading tommsli obtained from literature. The

temperature loading condition was applied to tlerttal model to derive transient ignition and
burn period temperatures distributions. The stmattunodel was subjected to the pressure
loading condition in addition to mapped thermaladptovided by the thermal model. In this

manner, the combined response of the nozzle tontileand pressure loading could be predicted.

For the analysis of SRN2 however, thermal and pres$oading conditions were derived
through the implementation of a flow model speaeific developed to simulate the unsteady and
steady flow of combustion gases through the nozigng the ignition and burn periods.
Through the solution of the conjugate heat trangieblem, this flow model was used to
establish a transient temperature distributionhi@ mozzle structure from which the induced
thermoelastic response in the structure could bgpated. On the other hand, wall pressure data
were mapped directly onto the structural modeleépegate the associated structural response by

coupling the flow and structural models.

By means of superposition, both response compom@Tes combined to determine the effective
structural response of the nozzle during simulabedor ignition through the quantification of

the resulting displacement and stress historiegdatdbutions. Comparisons between structural
responses derived through the implementation ofiegtatic and dynamic solution regimes

allowed the inertial nature of the response totigniperiod loading to be established. In



addition, the nature of the aeroelastic interachetween the nozzle structure and the exhaust
flow field during the ignition period was investigd by means of comparing the uncoupled

fluid-structure response to the coupled response.

The burn period response of the SRN2 structure ne@sglved using a thermal and structural
model of the nozzle, with loading being appliedotigh the use of unvarying temperature and
pressure distributions, derived from an associdk®d model. By comparing the structural
response derived for this period to that predidtedhe ignition period, the significance of the
stresses encountered in the nozzle during motdtidgnwith respect to the generally analysed
burn period thermostructural response was estaglish



CHAPTER 2

Composite Rocket Nozzle Design and Analysis

2.1 Principlesof Solid Rocket Motor Operation

Common to the operation of all solid rocket motisréhe manner in which propulsive thrust is
generated; by the combustion of a premixed solab@litant charge in a confined volume, and
the subsequent acceleration of the products otthizbustion through an exhaust nozzle. Whilst
the process itself is constituted by a collectidrcamplex chemical, fluid dynamic and heat
transfer phenomena, in an overall sense, the uwmdgrloperating principle of SRMs is

comparatively simple. As such, solid rocket motanes in general, significantly less complicated
in configuration and construction than their liqumtopellant counterparts, which is a
considerable advantage of this technology. Basetth@mvorks of Sutton (1963) and Sutton and
Biblarz (2001), a brief overview of the fundamerpainciples of solid rocket motor operation

will now be provided, in particular reference tookter solid rocket motors used for space

launch vehicle applications.
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Figure 2.1 Operational phases of an SRM (Sutto63))9

The operation of an SRM can effectively be dividetb three phases of activity: the starting
transient, the effective burning time and the threscay period. Figure 2.1 shows a generic



SRM thrust vs. time curve, and indicates the thehsiracteristics associated with each of these
phases. The starting transient describes thegtanf-an SRM; the brief, highly transient period
between the initiation of motor ignition and thamiat which the motor has begun to generate a
functional level of thrust. The effective burninigné is the most significant activity phase,
defining the relatively long period of stable antained thrust generation. That is, the phase in
which the motor provides useful propulsion to tierich vehicle. The final phase or thrust decay
period describes the rapid fall in the motor’s #gtrautput at the end of its burn, once all of the
solid propellant has been consumed. The total idur&r which medium to large booster SRMs

typically operate ranges between 60 and 120 seconds

In general terms, an SRM is essentially comprisetbar primary components; a propellant
grain, an igniter, a motor case, and an exhaustl®oz each of which fulfils a unique and
fundamental function. The arrangement of these cjpah components is illustrated in
Figure 2.2, which depicts a partial cross-sectioiedv of the Pegasus launch vehicle booster

SRM.

Saddle attach Nozzle, intergral with three-

fitting, dimensional carbon-carbon

aluminum intergral throat and entry
Forward Structure External section and with
adapt_erfc\osure Igniter- requrcements insulation, Case, IM7 carbon/phenolic graphite
aluminum pyrogen for wing loads cork graphite/HBRF-55A  epoxy insulation/cone

F_D_rward flap, Case bond, Internal insulation, Propellant, Flight termination
silica-filled EPDM SEL-133 aramid-filled EPDM ~ HTPB-88% solids  system, shaped charge

Figure 2.2 Typical design configuration of a boo&BM (Sutton and Biblarz (2001)).

The propellant grain is, in essence, the heteragenmass of solid propellant that is combusted
within the confines of the motor and is the sowtéhe motor’s propulsive energy. In SRMs,
combustion occurs at temperatures typically execep®@000K, promoting the conversion of



chemical energy to thermal energy at efficiendieg tange between 95 and 99.5%. Three main
classes of propellant are employed in propulsivpliegitions; composite, double-base and
composite-modified double-base. The composite dasowever the type used exclusively in

contemporary launch vehicle booster SRMs.

Composite propellants liberate thermal energy thihotle reaction that takes place between the
oxidiser and fuel, which is initiated at a parteulactivation energy level. In their most
conventional form, they are manufactured by mixiagether a powdered crystalline oxidiser
(most commonly ammonium perchlorate) at a massidraof between 60 and 72%, a powdered
metal (usually aluminium) at a mass fraction oftaf22%, and an elastomeric binder (typically
hydroxyl terminated polybutadiene rubber or simdéampounds) at a mass fraction of between
8 and 16%. The inclusion of powdered aluminium éases the energy density and hence
performance of a motor, but introduces solid plsicof aluminium oxide into the exhaust
stream, which has certain drawbacks. In non-alwadhipropellants, the powdered aluminium
component is excluded altogether, resulting in aclusively gaseous, single phase exhaust
stream. The chemical cross-linking of the binded amsulting solidification of the cast
propellant grain is generally instigated by theifdd of a curing agent and subsequent heat

treatment.

For launch vehicle booster SRM applications, prapelgrains are typically manufactured in
separate segments that are transported to thehaitedndividually, owing to their considerable
size. In terms of their physical arrangement, asdesnbooster grains are most frequently
cylindrical in configuration, featuring a centratérnal cavity or port running along the motor’'s
longitudinal axis, as illustrated in Figure 2.2. dartain instances however, a set of multiple
internal ports may be used.

Various port cross-sectional profiles can be emgiigyncluding tube, star, slots and tube, and
wagon wheel profiles. It is common place to utilimere than one cross-sectional profile over
the length of the grain, as is demonstrated byreigu3, which shows the grain cross-sections
for each segment of the Space Shuttle SRM. Thialigieometry of the port profile determines
the manner in which the motor’s thrust will varyeovthe duration of its operation, that is,

whether the level of thrust will remain neutralpgress or regress as the propellant is consumed.
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Total propellant weight 1,108,280 Ibf
Total RSRM weight 1,255,592 Ibf
Maximum thrust (in vacuum) 3,060,000 Ibf

Tz Burning action time at 70°F 123.7 sec
Assembled motor length 1513 inch

| Diameter of case 146 inch

= I Prapellant mass fraction (motor) 88.2%

W 7 o — emperature limits 4010 120°F

T
S N Chamber pressure max/av. 910/662 psia
) \ Specific impulse, altitude 268.2 sec
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Propellant:
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Burn rate 0.434 in./sec

Figure 2.3 Variation of the Space Shuttle SRM’spgitant
grain port profile (Sutton and Biblarz (2001)).

The SRM ignition process is comprised of a seriesamplex and highly transient events,
generally taking place over a few tenths of a sdcionthe case of large booster SRMs. In
general terms, the process can be divided inte thpecific phases. The first phase, known as
the ignition time lag interval, defines ignitiontadty between the initial activation of the ignite
and the point in time at which the first regionstloé propellant grain catch alight. The second
phase, known as the flame-spreading interval, semts the period after the grain surface first
catches alight until all of the remaining exposedfaces of the grain are ignited. The final
phase, known as the chamber-filling interval, cevidre last portion of the ignition process
during which the combustion chamber is completdlied with combustion gases, and
equilibrium chamber pressure and flow are reachiglire 2.4 shows a typical ignition transient
trace for an SRM in terms of both motor chambesgumes and igniter pressure, with the three

phases of the ignition process clearly indicated.

Igniters used in large booster SRMs are typicallthe pyrogen type and are often mounted at
the fore end of a motor, supported by its forwalmsare in some manner, as depicted in
Figure 2.2. A pyrogen igniter is in essence a sn&M, which starts the booster grain
combustion process primarily through convectivet hemnsfer between its hot, high velocity
exhaust gases and the grain’s surface. Such igrater generally activated by the flow of an
electrical current through a heating element tkasurrounded by a small quantity of primer
material, which in turn energetically decomposeg sets the igniter’s propellant grain alight.
As the igniter propellant burns, it ejects hot caostibpn gases and in some cases hot solid

11



particles or liquid droplets that are aimed dowa léngth of the internal port towards the rear of
the motor. These constituents subsequently cone dontact with and ignite the exposed
surfaces of the grain. Once ignited, combustiatumzon these exposed surfaces and regresses
into the virgin propellant grain in a direction nwl to the burning front, and at a burning rate
that is dependent on a variety of parameters, direguthe composition of the propellant, the

combustion chamber pressure and the combustioteggserature, amongst others.
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Figure 2.4 The three phases of SRM ignition
(Sutton and Biblarz (2001)).

The tremendous pressures that are developed inR\h &uring the process of propellant
combustion are contained by the motor’s case. Laogster SRM cases generally have lengths
of between 2 and 7 times their diameters, and arst rinequently constructed in individual
sections from high strength steel alloys into whioh segmented propellant grains can be cast,
although in certain instances, cases may be manuéac as monolithic filament wound
composite structures. The assembled case is setlisl fore end with a forward structural
closure of some description, and terminates atfitend with an adapting boss to accommodate
the mounting of the exhaust nozzle. Irrespectivéheftype of material used to construct it, an
SRM case requires some form of thermal protectioprevent it from being heated to failure
temperatures during operation, especially in regioihthe motor where the case is not initially

protected by the grain. Such protection is proviftadby an intermediate layer of insulator
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material, most commonly an elastomer containingditional filler substance, which is applied

to the internal surfaces of the motor case.

The combustion products generated within the cotidushamber are comprised of highly

pressurised, but low density gases, and to gensigaidicant levels of thrust these gases need to
be accelerated to considerable velocities by theomdo achieve this, combustion gases are
expelled from the motor through a converging-diirgggle Laval nozzle, in which the gases are
expanded from chamber pressure to the externatymeeat the nozzle's outlet, and accelerated
to supersonic velocities. The convergent and demtrgortions of the nozzle are known as the
entrance and exit cone respectively, whilst théoregrvhere the nozzle is narrowest is called the
throat. Figure 2.5 shows a simplified cross-seetioschematic of the converging-diverging

profile of a rocket nozzle and illustrates its fantental elements.

Nozzle
Case

Exit Conte

Entrance

Throat

Grain \

Combustion External

Chennber Atmosphere

Inlet  Throat Outlet
Plane  Plane Plane

Figure 2.5 The fundamental elements of a rocketleoz

As predicted by gas dynamic theory for flow throwgbonverging-diverging duct, there exists a
critical ratio between the static pressure atritstiplane and the static pressure imposed at its
outlet plane, which once reached, results in tlvelacation of the flow from subsonic velocity at
the inlet to sonic velocity at the duct’s throat.this pressure ratio, flow in the divergent pédrt o
the duct essentially remains wholly subsonic, deaatihg as the duct aperture increases. As the
inlet pressure is increased from this level, flavgtjbeyond the throat becomes supersonic,

expanding as the nozzle diverges, but then suddésglerates to subsonic velocity over a
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normal shock that develops as the flow is forcedetarn back to the ambient pressure at the
outlet. With the inlet pressure continuing to riske location of the normal shock moves
rearward and the portion of supersonic flow in tlezzle increases until the shock arrives the
duct outlet. When this condition is reached, thewflundergoes acceleration in both the
convergent and divergent sections of the duct, iitkde flow's pressure at the outlet plane
equals the ambient pressure infinitesimally beytims plane, the flow is known to have been

perfectly expanded.

Below this perfect expansion pressure ratio, wiennormal shock exists within the divergent
portion of the nozzle, the flow is classified asnigeover-expanded, whilst above it, when the
flow pressure at the outlet plane exceeds the heiging ambient pressure, the flow is
classified as being under-expanded and undergpakdkpansion to ambient pressure over an
expansion shock. The nature of this important éffecone-dimensional, steady, inviscid flow
is displayed in Figure 2.6, which shows the axiairibution of pressures in a de Laval nozzle as

a function of varying outlet pressures.
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Supersonic flow
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Figure 2.6 Axial distribution of pressure in a devhl nozzle

for a variety of pressure ratios (Sutton (1963)).
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In the instance of flow within an SRM nozzle, thempressible fluid is comprised of the
products of combustion, the duct inlet pressurefisctively the combustion chamber’s static
pressure measured just before the nozzle inlettt@mbient pressure maintained at the duct
outlet is, by default, the atmospheric pressusettich the nozzle is exhausting. During the SRM
ignition process the combustion chamber presssis rfrom an ambient value to a nominal
operational value as the proportion of the graat ttecomes ignited increases, whilst the nozzle
outlet pressure remains steady. As a result, dreeatio between the instantaneous nozzle inlet
pressure and atmospheric pressure reaches tlualovitiue, flow at the nozzle’s throat becomes
sonic. As ignition progresses, the pressure raiioeases and the shock that is generated as a
result is forced to travel towards the nozzle dudtea speed proportional to the rate at which the

inlet pressure is increasing.

Once the combustion chamber has reached its nooyeahting pressure and the launch vehicle
has begun its ascent, a variation in the nozzbgdamsion ratio will still occur. This is because
as the launch vehicle climbs through the Earthfeosphere, the local atmospheric pressure
falls, thus effectively increasing the pressuréoraetween the nozzle's inlet and outlet. As a
rocket motor generates thrust most efficiently when exhaust stream undergoes perfect
expansion, an important element of SRM nozzle desgselecting the optimal ratio of outlet
area to throat area, and hence the expansion f@tia,designated combustion chamber pressure
and launch vehicle flight profile. In general, SRidoster motor nozzles are designed such that
perfect expansion occurs at some altitude in theeloatmosphere, be it at sea level or
moderately higher, whilst SRM nozzles used in hagjftude operations are designed to exhaust

to ambient pressures closer to vacuum.

As described in the work of Courant and Friedri¢t®77), in reality, two-dimensional, viscous
and turbulence effects result in the formation efaxisymmetric oblique shock between the
nozzle surface and a smaller, centralised normatksh The consequential influence of the
oblique shock is to detach the flow from the nozleface at a position slightly downstream of
its origin on the nozzle wall. In the region betwdbe nozzle wall and the separated jet stream,
a zone of fluid recirculation can occur in the e of an external atmosphere, where air is
drawn in from the outlet plane and entrained byj¢éheThe complex effects of such phenomena
in the context of rocket nozzle flow are given fwatar attention in the works of Morifiigo and
Salva (2007), Verma et al (2006), and Ostlund (2082d are illustrated in Figure 2.7.
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Figure 2.7 Shock phenomena and flow separationin a

over-expanded rocket nozzle (Verma et al (2006)).

2.2 Solid Rocket Motor Nozzle Design and Construction

The work of Ellis (1975) provides a comprehensiuélg to the discipline of solid rocket motor
nozzle design, and despite enormous advances #vat taken place in respect of material
technology and numerical analysis techniques sitscpublication, a significant portion of its
material remains entirely applicable. Beforehahd,dubject was broached in minor detail in the
text of Sutton (1963), and subsequently, additiamatks including those of Hildreth (1988),
Truchot (1988), Prescott and Macocha (1996) andoSwind Biblarz (2001) amongst others
have provided relevant updates to the state ofathewhich extend the fundamental design
principles compiled in Ellis (1975). As such, tleidwing discussion is predominantly based on

the work of Ellis (1975), with references being mad additional sources where applicable.

2.2.1 Nozzle Design Configurations

With respect to the physical architecture of SRMzabes, two basic configurations are
employed, as demonstrated by the axisymmetric satiesnshown in Figure 2.8. The classical
form is known as the external configuration, whéte entire nozzle structure is positioned

outside of the combustion chamber. The alternagiweroach is the submerged configuration,
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where a significant portion of, or in the extrenwse, the entire nozzle is inserted into the

combustion chamber.

(a) External nozzle (b) Submerged nozzle

Figure 2.8 Basic SRM nozzle configurations (adafitech Ellis (1975)).

The primary advantage of the external configuratthat the nozzle is inherently simpler in
terms of both design and fabrication, and can tiusnanufactured at a lower cost. A distinct
advantage of the submerged configuration howesehait this layout makes more efficient use
of space and contributes to reducing the SRM’saillvarert mass (Sutton and Biblarz (2001)).
Submerged nozzles are significantly more complegésign, as their submerged portions are
exposed to thermal and aerodynamic loading on theiernal surfaces in addition to their

internal surfaces. Consequently, this configuratsomlso more costly.

With regards to the geometry of the nozzle exitegdwo configurations are generally used, as
shown in Figure 2.9. The conical exit cone is timeper of the two configurations, where the
angle of nozzle divergence is kept constant, wihlilstcontoured exit cone diverges nonlinearly,
with a higher divergence angle at the start of phefile, decreasing as it reaches the exit.
Divergence of the nozzle profile beyond the thygane is required to allow the expansion that
occurs in the entry region to continue at supercseeiocities. The jet diverges in response, and a
portion of the flow’'s axial momentum is lost asesult. To limit this divergence loss effect, a
conical nozzle with a lower divergence angle ccaddused, but would have to be considerably
longer and thus heavier for the same expansioa tatbe obtained. By employing a contoured
profile however, divergence loss is reduced by sertent, as in comparison to a conical exit
cone of the equivalent expansion ratio, the prafitgle at the exit of the contoured exit cone is

lower.
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Figure 2.9 Conical and contoured exit cone
configurations (Ellis (1975)).

In addition, the same level of expansion can behed with an exit cone that is shorter and
lighter, and thus of higher structural efficien&jthough relatively more complicated to design
and fabricate than conical exit cones, for larggh performance SRM nozzles, the increased
production cost incurred is outweighed by the assed increase in the propulsion system’s
performance. Consequently, the majority of SRM temzemployed in launch vehicle
applications feature contoured exit cones, althangtances still exist where conical profiles are
used (Yoo et al (2003)).

Extendable exit cone configurations are often eggdoto limit the length of inter-stage
structures required between consecutive launctclebtages, by allowing high expansion exit
cones to be ‘collapsed’ while not in use during tinst period of the flight, as discussed in
Lacoste et al (2002). Once the stage below sepafeten the upper portion of the launch
vehicle, the exit cone extensions are extendedglatoe by actuators before motor ignition takes
place, significantly increasing the nozzle's effieetexpansion ratio. Although extended exit
cones find frequent deployment in high altitude erpgtage SRMs, they are generally not used in

a booster SRM role.
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It is often necessary for SRMs used in launch Vetdpplications to possess some form of thrust
vector control (TVC) for vehicle guidance and dlidbipurposes. TVC systems generally fall
within two distinct categories relating to how thRysical vectoring of the exhaust stream is
achieved. In the first category, the nozzle remdimned, whilst the exhaust stream is
manipulated by the TVC system, whereas in the skcategory, part of or the entire nozzle is
made to pivot by the actuating action of the TVGteyn to achieve vectoring. Various schemes
have been developed in either category, but in geahlaunch vehicle applications and
particularly in the case of large SRM boosters, tbhatemporary integral moveable nozzle
technique, shown in Figure 2.10, has evolved toolmec the industry standard (Sutton and
Biblarz (2001)).

Pivot point

— T - - g
~ 40° to 70"
Movable part

Z
\'ﬁ{{\\/l{//‘%%%
"‘f%f/‘l”m//././//////};m”""

AL i

Forward pivot

Figure 2.10 Basic details of an integral moveable
SRM nozzle (adapted from Ellis (1975)).

In this method, the entire nozzle is mounted orealesl flexible joint comprised of alternate
spherical sections of flexible and rigid layergeafmade from elastomeric materials and steel.
Nozzles of this nature are typically submergedhwite pitch and yaw motions of the nozzle
being instigated by two actuators 90 degrees dpart each other, and accommodated for by

the cumulative shear deformation experienced irfléxible layers of the joint.

2.2.2 Materials of Construction
As referred to in the previous chapter, the archite of a conventional SRM nozzle generally
consists of an arrangement of three important elsneéhe thermal liner, insulation and the

attach structure, each with its own particular gfetaterial characteristics requirements. The
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typical arrangement of these three elements is sHomboth an external and submerged nozzle

configuration in the axisymmetric cross-sectiotlabtrated in Figure 2.11.

Thermal liners

External

Structure

Thermal insulators

Thermal liners

Submerged

Thermal insulators.

Structure

Figure 2.11 Typical thermal liner, insulator antheh

structure configurations (Ellis (2006)).

The function of the thermal liner is to provideaasrodynamic contour to the exhaust stream that
experiences minimal profile variation during opemat and to protect the remaining portion of
the nozzle from the severe environment imposedéylow. In general, thermal lining must be
applied to regions of the nozzle that experiencsh évels of heat flux, such as the throat, in

addition to areas that are exposed to high leviedsasion.

As described in Sutton and Biblarz (2001), erossoa complex phenomenon in which material
is stripped away from the nozzle through the actibhigh temperature and high velocity gas
flow, attack from chemically aggressive specieshim gas flow and physical material abrasion
attributable to solid particles that may be enwdirby the gas flow. Erosion effects are
particularly severe in areas where the nozzle'dasaris perpendicular to the local flow
direction, such as the leading edge of a submengedle’s entrance, where the abrasive effect
of particles is at its highest. Significant eros&so occurs in the throat region of the nozzle,
where the removal of nozzle material leads to dargament of the throat diameter and thus an
undesirable decrease in combustion chamber pressuteSRM thrust. In this instance, the
primary erosive mechanism involved is chemicalckt@ded by high levels of heat flux and not
abrasion, as particulates travel parallel to thezlgosurface in this region.
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Materials used in the construction of thermal knean be grouped into two general groups:
thermally stable materials, which are materiald tha not chemically decompose at elevated
working temperatures, and thermally unstable maleri which undergo a chemical
decomposition of some nature at such temperatiifeermally stable materials used in SRM
nozzle construction include polycrystalline and gytic graphite, refractory metals such as
tungsten and molybdenum, carbon-carbon, ceramidscaramic matrix composites. Although
materials of this classification generally expeciera change in mechanical properties when
appreciably heated by the exhaust stream withinzzla, they are able to retain a reasonable
degree of structural integrity at typical nozzleegiing temperatures for effectively an indefinite
period of time. If heated significantly furtheretimally stable materials will eventually melt or
vaporise. Thermally stable materials are not, h@negompletely immune to chemical attack
from the exhaust stream, and as such will geneeaiberience a limited degree of erosion.

Thermally unstable materials used in thermal linare generally composite materials
incorporating a plastic matrix material — predomity phenolic resin — which is commonly
reinforced by carbon fibres, although a varietyoter reinforcing fibres are used, including
glass, silica and graphite fibres. In certain cdsewever, elastomers can be used in nozzle
regions where flow velocities are very low (MactD2). Although materials of this category
undergo a significant amount of degradation upomosdre to high temperatures, this

degradation process is endothermic and limitsakeat which further degradation takes place.

In the context of nozzle operation, this processfothe basis of a complex aerothermochemical
process known as ablation, and as such, thermalgfable materials are most commonly
referred to as ablative materials. As explaine8utton and Biblarz (2001), the ablation process
starts with an initial degradation of the surfa¢gh® composite, in which the matrix material
undergoes endothermic chemical decomposition 1d gi¢ayer of carbonaceous char in addition
to pyrolysis gases, which are entrained by the @sthstream. With time, the char layer deepens
and continued thermal protection is provided to tirgin ablative material below by the
conductive resistivity of the char and further ethéomic decomposition of the matrix below
this layer. An additional cooling effect is proviiby the pyrolysis gas boundary layer that
forms between the exhaust stream and the degradtstialis surface. Although the char layer
remains relatively stable, its poor mechanical progs result in surface erosion, exacerbated in

certain regions of the nozzle by the impingemerstadd particles upon its surface.
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The addition of fibre reinforcements to ablative tenmls is made to improve the
thermostructural properties and ablation resilieatsuch materials. Ablative composites are
manufactured in a variety of ways, depending ordémgnated function of the component being
fabricated and the type of reinforcement being ugainforcement can be continuous, where
fibres are deposited in filament form for unidiieatl reinforcement, tape or woven cloth form
for bidirectional reinforcement, or they can becdistinuous, where short strand fibres provide
randomly oriented reinforcement.

The most economical method of manufacturing lasgésymmetric ablative composite thermal
liners is the tape winding technique, where regipregnated reinforcing tape is applied to a
rotating mandrel to form the thickness of the p@te fibre orientations achievable using this
method are shown in Figure 2.12.

Parallel
to axis

[ A

(a) Tape wrap parallel to axis (b) Tape wrap angled to axis
(straight tape) (bias tape)

Figure 2.12 Possible tape winding fibre orientai¢adapted from Ellis (1975)).

For optimum ablation resistance to the exhaustastrefibres are laid up at an orientation
perpendicular to the direction of flow. However, the reinforcing fibres generally possess
higher thermal conductivity than associated plastiatrix materials, such an orientation
increases the depth of thermal penetration. In tiaadi the production of parts with a

perpendicular fibre orientation using tape windiggnot feasible and is more difficult and
expensive to carry out using other techniques. Eqnently, the tape reinforcement is normally
wound at an angular bias with respect to the doecof flow within the nozzle. As far as

material behaviour is concerned, rotationally synmime ablative composite structures
manufactured using the tape winding technique @areially be characterised as cylindrically

orthotropic about the axis of rotation, with redpecboth mechanical and thermal properties.
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The selection of an appropriate material for aglestied thermal liner component is based on the
consideration of a variety of factors including theerall nozzle performance requirements, the
position of the part and the associated local dpgraonditions, and material and fabrication
costs. Thermal lining of the throat region is uguahdertaken using thermally stable materials
that offer good resistance to erosion to preseheethroat's dimensional qualities, such as
polycrystalline graphite (small nozzles), pyrolitgzaphite (small to medium nozzles), and
carbon-carbon (small to large nozzles). Notableandgs in the processes involved in the
synthesis of carbon-carbon components has allowsdntaterial to be deployed in a throat
thermal lining capacity in some of the largest SRd4zles developed, such as the nozzle of the
Ariane V space launch vehicle booster SRM (Bussard Mora (1994)). A partial cross-
sectional view of the Ariane V SRM nozzle and tlezie’'s carbon-carbon throat thermal liner

components are shown in Figure 2.13.

Figure 2.13 Ariane V SRM nozzle and carbon-carlbwaét

thermal liner componen{®ubard (2001)).
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For medium to large nozzles, where a greater rhrasion can be tolerated or counteracted
through adjustments to the propellant grain buraratteristics, thermally unstable ablative
composites are used to line the throat region.dhniment example of this approach is the Space
Shuttle reusable solid rocket motor nozzle whichined almost exclusively with a carbon-
phenolic (C-P) ablative composite (Sutton and Bib(2001)).

Conditions encountered at the nozzle entrance egstifrom the throat region are particularly
severe as a consequence of appreciable heatirgaradesurface impingement of solid particles
entrained in the flow. As a result, thermal linemponents in this area are normally constructed
from carbon-phenolic or carbon-carbon compositesagonsequence of the lower temperatures
encountered in exit region of a nozzle, in additimits divergent nature, the thermal loading and
erosion of thermal liners operating in this posititcs less extensive. The materials of
construction most commonly used here include cagdmnolic, glass-phenolic and silica-
phenolic ablative composites, whilst carbon-carlsomposites are also used, particularly in
upper stage SRM applications, as described by Btyd988) and Ellis and Berdoyes (2002).

During motor firing thermal liners become extremélgt, and to protect the integrity of the
structural elements of the nozzle, appropriatelatgn needs to be provided. This is essentially
the primary purpose of insulators in SRM nozzlessicommonly, a separate set of dedicated
insulators is used, although it is possible to dvbe use of insulators altogether by increasing
the thickness of the thermal liner material. Twpey of materials are used in the construction of
insulators; fibre reinforced plastics and filledstbmers. The predominant reinforcements used
for the fibre reinforced plastics category are glasd silica fibres as a consequence of their
superior thermal resistance, although carbon filk@ge been used in some cases (Yoo et al
(2003)). The predominant matrix materials are phermmd epoxy resins.

In terms of insulator fabrication, the tape wrapgpiachnique for continuous reinforcement and
the die moulding technique for discontinuous reioément are the methods most commonly
used. An advantage of using continuous reinforceémenthe manufacture of insulator
components is the construction of a part of supetti@ngth. In some cases, this added strength
can provide sufficient support to the associatedntial liner that the need for an additional layer
of structural support is eliminated altogether. Mitgards to the filled elastomer material

category, commonly used filler materials includeboa and silica in the form of either powder
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or chopped strands, whilst butadiene-acryloniisla typical elastomer. Contrary to the case of
thermal liner components, where environmental damti demand the use of multiple materials

for an optimal design, often one type of insulat@terial will suffice.

The essential function of the support or attachicstire of an SRM nozzle is firstly, to act as the
structural backbone of the nozzle, supporting tregmal liner and insulator components, and
secondly, to provide for the attachment of the f@assembly to the SRM case. Two types of
materials are most commonly used in the constmatibattach structures; metals, including
steel, aluminium and titanium, and composite malkgri including glass-epoxy and
carbon/graphite-epoxy composites. Metals are mnmeguently employed for the construction of
structural members supporting the entry and thmegibn, whilst composites are the materials of
choice for exit cone structures. In regards to le#z-case attachment, a variety of techniques
exist, although the bolted joint is the techniguUechoice as it allows for accurate nozzle
alignment and is not size limited. This techniqueoives the fastening of the nozzle to the case

at a mating flange interface that is clamped bymlver of bolts around its circumference.

2.2.3 Carbon-Carbon Composites

The development of the carbon-carbon (C-C) comesditas had a profound effect on SRM
nozzle technology. This is as a result of theiresigy thermo-stability and impressive structural
performance at very high working temperatures;rofteexcess of 2500°C. In addition, carbon-
carbon composites are lower in density in comparisoother high temperature materials such
as ceramics and refractory metals and are gendealéyprone to erosion and or ablation than
ablative composites. Furthermore, they exhibit Beoe thermal shock resistance as a
consequence of low coefficients of thermal expangsiod high thermal conductivities. Each of
these qualities is of great importance in the cdart&€ SRM nozzle design.

Another particularly advantageous and curious tlstrctural property of C-C composites is
the increase in strength that they exhibit aboveptratures of approximately 1200°C
(Windhorst and Blount (1997)). A significant weakeeof C-C composites however, is their
susceptibility to oxidation at temperatures abow@’& (Windhorst and Blount (1997)).
Importantly, this phenomenon is the primary contrils to the erosion of C-C SRM nozzle
structures, as discussed in Thakre and Yang (2@i8jchi et al (2008) and Shimada et al

(2007). The significant improvements in structuahd operating efficiencies that C-C
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composites can enable through their applicatioSRM nozzles are outlined in Ellis (1973),
Ellis (1974) and Ellis and Berdoyes (2002).

In carbon-carbon composites, carbon fibres are teseeinforce a carbon or graphite matrix. A
wide variety of reinforcement architectures aredusecluding unidirectional, two dimensional
and multi dimensional or spatially reinforced sclesmrrhe manufacture of C-C composites is a
complex and lengthy process that can be approaichedvariety of ways, depending on the
starting raw materials used. Whichever techniqueisisd, the fundamental elements of the
process are the same, as outlined in Figure 2.14.

| CARBON FIBER |
PRECURSOR l
FIBER
| REINFORGEMENT (2D, 3D, nD) |
PREGURSOR :
CURSO S c JROCARBON
PRECLY REIIN N F'ITlH | | HyprOCAREON |
CHEMICAL VAPOR
IMPREGNATION IMPREGMATION INFILTRATION
(cvly
l l n times
PROCESS | CARBONIZATION | ‘ CARBONIZATION | | MACHINING |
- I
L)
| HIGH TEMPERATURE HEAT TREATMENT |
PRODUCT |

CARBON-CARBON SEPCARB © |

Figure 2.14 The carbon-carbon production process
(Lacoste et al (2002)).

Fabrication starts with the arrangement of the @marfibre reinforcement preform according to
the dimensional requirements. Two-dimensional g¢umfitions can be made by weaving and
filament winding dry fibre yarns, whilst spatialiginforced schemes can be produced by
braiding, knitting and needle weaving dry fibrengror assembling pultruded composite rods.
The next step in the process is infiltration of thatrix precursor material into the reinforcement
preform. Three precursor materials are most comynaised; polymeric resins, pitch and
hydrocarbon gases. Following infiltration, the nestage is the carbonization of the matrix

precursor material. When a resin or pitch is usadhonization is conducted after infiltration in
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a separate exercise via pyrolysis of the matrixym®or to yield a porous carbonaceous char in
its place. When hydrocarbon gases are used in aicak vapour infiltration process,
carbonization takes place in parallel with infittom, as the gas is passed through a fibre preform
heated to high temperatures to instigate carborogiégn. In either instance, the resulting
carbonized matrix preform exhibits a high levepofosity and must undergo a series of further
infiltration and carbonization cycles to raisedensity to the required level. Once a satisfactory
density has been obtained, the part undergoestdrbatment to partially graphitize the carbon
matrix material. As discussed in detail in Tarndglol et al (1992) the nature of the heat
treatment regime employed has a significant eftecthe resultant reinforcement and matrix
properties, as a consequence of microstructuraigesa

According to Tarnopol'skii et al (1992), first geadon C-C composites employed two

dimensional reinforcement schemes. Whilst possgssgnificantly better in-plane strength than
homogeneous graphite, these composites had infetiength properties in the transverse
direction and were prone to delamination failurespecially for thick laminates (Berdoyes and
Thebault (2005)). The introduction of spatially nieirced C-C composites eliminated this
weakness with the addition of reinforcing fibresrmal to the original two-dimensional

reinforcement plane, yielding a notable increaseh@rmostructural resilience and ablation
resistance. As such, spatially reinforced C-C casitps have enjoyed much success in their

application in the construction of SRM nozzles (izsite and Perez (1983)).

Two popular spatial reinforcement architecturesdusethe construction of thick C-C SRM
nozzle components, particularly throat liners, #meee dimensional and four dimensional
schemes, whose unit cells are shown in Figure ZI'h®. three dimensional configuration is
created by the arrangement of reinforcement in ttiree principal orthogonal directions,
whereas the four dimensional architecture featadgktional reinforcement at angles of +45° in

one plane.

Thinner SRM nozzle components fabricated from CeBgosites, such as carbon-carbon exit
cones, were initially manufactured using woven ifabamina or tape wound carbon fibre
preforms. As only two-dimensional reinforcement wagparted using this technique, such
components were often prone to delamination faslehering thermal loading. A solution to the

challenging problem of providing transverse reinésnent to the thin carbon-carbon structures

27



was developed in the way of preforms generatedabyid needling. In this process, stacked
layers of carbon fibre fabric are interlinked ire ttransverse direction by a multitude of fibres
inserted into position by the repetitive actioraafarray of needles, as described by Lacoste et al
(2002) and Berdoyes and Thebault (2005). The C-@nia&aproduced from such a preform has
significantly improved transverse and inter-lamsteear strength, and therefore much greater
resistance to delamination.

Unit cell of the three-dimensional SRC. Unit cell of the four-dimensional SRC.

Figure 2.15 Three and four dimensional reinforcenagechitectures (adapted from Yoo et al (2003))

The material behaviour of carbon-carbon composstemplex, and is a matter still receiving
much research attention. C-C composites gener@ylay pseudo-elastoplastic characteristics
as a consequence of fibre delamination and micckittg of the matrix (Tarnopol'skii et al
(1992)) and possess mechanical properties thasteoegly dependent on the configuration of
the reinforcement used (Delneste and Perez (1988ymeister et al (1996)). In addition,
mechanical properties of C-C composites show angtdependence on temperature (Aubard
(2001)) and on physical scale (Ladevéze et al (ROQgarticularly in the case of spatial

reinforcement architectures.

Material models have evolved over time in regacdgheir ability to approximate the behaviour
of a variety of C-C materials. Delneste and PerE288) developed and implemented an
elastoplastic finite element material model forrfdimensional C-C composites, whilst Stanton
and Kipp (1984) developed and validated a non-fineedel for two dimensional C-C

composites on the basis of experimental data. Aentmmprehensive elastoplastic material

model for four dimensional C-C composites was piedi by Aubard et al (1998), which
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reasonably described internal damage mechanismsattamdpted to model the effects of fibre-

matrix debonding at the free edges of the compoAiean extension of this work, Ladevéze et
al (2000) developed a finite element meso-modal cdmposite specimen to study the nature of
free edge debonding and investigate the relatipngld@tween macroscopic strain and the

debonding phenomenon.

2.2.4 General Design and Analysis Process

As described in Ellis (1975), the optimised desifjl$RM nozzles is a complex iterative process
that involves the simultaneous consideration obdgmamic, thermodynamic and structural
design elements, in order to engineer a structuae datisfies numerous product requirements
whilst remaining within the limits of imposed corahts. As such, the design process is initiated
with an assessment of the expected propulsion mystbaracteristics, from which key
parameters including motor burn duration, nomirf@mber pressure, nozzle expansion ratio,
thrust vectoring factors and case attachment dpetidns are established. Equally important is
the establishment of design constraints such asvalile nozzle weight and size, allowable
throat size enlargement, required levels of opemali reliability, fabrication capacity,
manufacturing costs and developmental deadlinesTéte design process is essentially divided

into three sequential phases: aerodynamic desigmal design and structural design.

The primary objective of the aerodynamic designsgh& to develop the wetted surface

geometry of the nozzle such that the conversiom@®fcombustion energy to the kinetic energy
of the flow is maximised. Based on the expectedlgstion chamber pressure characteristics,
the operational altitude envelop and various offagameters of the SRM being considered, the
appropriate entrance contraction and exit expansitios of the nozzle can be determined using
one dimensional gas dynamic theory. Once theseesdhave been set, the interior geometric
characteristics of the nozzle entrance, throat exitl regions (and exterior contour of the

entrance, if the nozzle is submerged) are thercteelén accordance with any specific design
requirements or constraints, such as thrust vemotrol or production costs. Aerodynamic

analysis is preceded by a preliminary thermochednainalysis to determine the thermodynamic
properties and the composition of the flow, andrangport-property analysis to determine
effective flow properties such as viscosity andtied conductivity, amongst others. Once these

properties have been obtained, an aerodynamicsisagn proceed in which the nozzle’s thrust
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coefficient is evaluated and the magnitude of moztHlermal and aerodynamic loading is

determined.

The purpose of the thermal design phase is to dpvalnozzle wall structure that is able to
preserve the aerodynamic contour of the nozzleh® design standard, and that retains
temperatures at all points in the nozzle to witagsociated material limits. This is achieved
through the appropriate designation and correatgiaf materials at each region of the nozzle,
based on the anticipated degree of thermal loadihgrmal loading emanates from three modes
of heat transfer; convection, radiation and theiilgpment of hot solid particles. Convective
effects dominate in the supersonic flow domain,Isttin regions of the flow where velocities
are less than Mach 0.8, radiation effects shoulddresidered for the accurate evaluation of
thermal loading. Particle impingement heating ¢fexe generally confined to areas of subsonic

flow and direct particle impact on the nozzle.

Once the degree of heat transfer has been detetntime thermal response of the nozzle is
evaluated. For components constructed from theynsadible materials, a thermal conduction
analysis in conjunction with a chemical and mectenérosion analysis is usually carried out
for this purpose. For parts made from thermally tainle materials however, a more

comprehensive ablation analysis is required, tbasiclers chemical decomposition and energy
absorption, mass transfer and pyrolysis gas bowyndger development. Once such analyses
have been carried out, the degree of nozzle rdgressid the temperature distribution in the

structure at various times during operation capediablished.

The structural design phase entails the developofeafphysical nozzle architecture that is able
to safely retain its structural integrity when sdigd to loading encountered during operation, as
well as to loading attributable to handling, tramptesting, etc. A breakdown of load sources
present during SRM operation is shown in Table Btie most significant internal loading of the
nozzle is imposed by the exhaust stream, in theptamentary form of internal pressure or
aerodynamic loading and thermal loading. The imtepressure generates stress as it acts to
force the nozzle away from the combustion chambhilstv simultaneously expanding it,
whereas thermal stress results in the structurea aonsequence of differential thermal
expansion. Thermal stresses are frequently of pyiroancern in the structural design of SRM

nozzles.
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Load Source Associated Load Types

Exhaust Stream Thermal Loading
Internal Pressure (Aerodynamic) Loading
Thrust Vector Control System Asymmetrical InterRatssure Loading
Mechanical Actuation Loading
Flight Trajectory Environment Dynamic Pressure Liagd
Wind Loading
External Thermal Loading
Gravitational Loading
Acceleration Loading

Vibration Loading

Table 2.1 Sources of SRM nozzle loading during afien (Ellis (1975)).

If thrust vector control is employed, the asymnuetrinternal pressure loading imposed on the
nozzle during vectoring manoeuvres results in theegation of asymmetrical stresses in the
nozzle. In addition, the loading applied at thealtmn where the TVC system attaches to the
nozzle can result in significant localised stressggation. As indicated in Table 2.1, various
other loading sources associated with the flighjetitory environment contribute to nozzle

stress, and for comprehensive design, should b&idened.

Once all relevant sources of structural loadingehlb@en identified and evaluated, the proposed
nozzle's operational structural integrity can bealgsed. Considering the almost universal
application of orthotropic materials in medium &@ge SRM nozzle construction, an analytical
facility with the capacity to accommodate such wéhar is normally used. In addition, analysis
may require the consideration of unsymmetrical ilogd nonlinear material properties and

dynamic response behaviour.

In the past, due to severely limited analysis céipgbdesign parameters would be derived on
the basis of simplified closed form analytical simns, empirical relationships, experimental
data and past experience. Once the primary desigje bad been completed, the preliminary
design would then be assessed using crude analigidaniques to establish its viability. If

indicated to be deficient in any way, the next gestycle iteration would take place where

required changes would be made, until a satisfactozzle design was obtained. At this point, a
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prototype nozzle would be manufactured and undargextensive testing regime to confirm the
aerodynamic, thermal and structural validity of thesign. Only once this extended design and

testing procedure had been carried out could ptamuof the flight nozzle begin.

The development of numerical simulation techniquesnputer aided design methodology and
powerful computational hardware, in addition to ndigantly more accurate material

characterisation, has greatly streamlined the o0& SRM nozzle design, allowing for designs
to be generated with much greater confidence tleare. Now, comprehensive analysis can
take place after each design phase, producing atecboundary conditions for the phase that

follows, and allowing for the final design to beched with greater rapidity.

2.3 Numerical Simulation of Solid Rocket M otor Nozzles

2.3.1 Numerical Simulation of SRM Nozzle Flows

The flow of combustion products in SRM exhaust tezhas been analysed using numerical
techniques by a variety of researchers since &g &athe 1960s, as evidenced, for example, by
the work of Kliegel and Nickerson (1967). Owingtlh@ complex physical nature of SRM nozzle
flow however, the simulative power of such techeigthas been restricted by the pace of
developments in computational hardware, softwaterammerical formulations. With respect to
the indices of capacity, accuracy and efficienaylyeefforts in this field today appear primitive
in comparison to contemporary work — indicative thé phenomenal advances that have

occurred in the discipline.

Numerical simulation of SRM nozzle flows — and themerical simulation of any chemical
rocket motor nozzle flow for that matter — can la¢egorised in broad characteristic terms as
pertaining to the modelling of either steady ortaady flow states. As steady flow is time-
invariant, its simulation is significantly less cpuatationally challenging than that of unsteady
flow — with regards to a variety of important catesiations. Consequently, early simulation
endeavours focused primarily on the consideratf@steady nozzle flow.

Regan et al (1971) presented a technique for thelation of the two dimensional flow of a two
phase fluid through an axisymmetric nozzle usirfimige difference discretization of the flow's
governing equations, and determined flow fields @adticle trajectories for various nozzle
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contours and particle sizes. Serra (1972) introdugenumerical method based on the Lax-
Wendroff procedure to solve the time dependentt@mngof inviscid subsonic-supersonic flows
in nozzles, using special nhumerical treatmentstt@mragreater solution stability and improved
accuracy in flow shock capture. A significant adege of the time dependent nature of the
solution was that it allowed for the homogeneoaattnent of the subsonic and supersonic flow
regimes, whose governing equations exhibit elliptid hyperbolic characteristics respectively.
Analysis of steady, inviscid, two dimensional, tploase nozzle flows in the transonic region
was undertaken by Jacques and Seguin (1974) usiitgrative numerical technique, to provide
initial conditions for the segregated solution bé tdownstream supersonic flow field. Chang
(1976) examined three dimensional, inviscid, supgcsflow of a homogeneous, thermally non-
conductive fluid through nozzles of different cregstional configurations, using a shock
capturing finite difference scheme. In a separatekwChang (1980) applied a MacCormack
finite difference scheme in conjunction with a bdary fitted coordinate system to solve the
time-dependent, two-dimensional, inviscid flow obtlb one- and two-phase fluids within
nozzles of arbitrary profiles. The characterisiiffedtences associated with each flow type were

evaluated by varying solid particle size and meastibn parameters.

Chang (1983) extended the method used in his eartiek, Chang (1976), to account for two-
phase flow by including models for momentum andrgyneransfer between gas and particle
phases in viscous three-dimensional supersonidenfinavs. Once again, effects associated with
the variation of particle parameters for flows imarieus nozzles were investigated. The
techniques used in this work were then used to lat@uhree-dimensional one- and two-phase
flows in the transonic region of the Titan Il SRb&nted nozzles in Chang (1990), with

computed results showing good agreement with astsattest data.

Variations in two-phase nozzle flow characteristidgibutable to different particle sizes and
mass fractions were also investigated by Hwang @hdng (1988), using a time-dependent
MacCormack finite difference discretization of theverning equations for a two-dimensional
flow regime, that were derived in conjunction wétparticle trajectory model to account for the
solid phase. The study, which included viscousctffeand a flow turbulence model, also
provided preliminary insight into the degree of pling existing between the gas and solid

phases. Flow turbulence in SRM nozzle flows was atssidered by Jones and Shukla (1998),
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who simulated the steady, viscous, compressible flo an axisymmetric nozzle using the

Baldwin-Lomax turbulence model and the MacCormaicitef difference scheme.

The establishment of the numerical techniques usettie simulation of steady nozzle flow

paved the way for the development of the more stichied approaches required to solve
transient nozzle flow, where provision needs taoragle for the conservation of flow variables in
both the spatial and time domains, for accuratesighy representation. Transient rocket nozzle
flow field simulation during motor ignition has beeundertaken by various researchers,
predominantly in regards to liquid rocket motoroon€idering, however, that the principles
governing solid and liquid rocket motor flows assentially the same, it is felt that a review of
works in reference to both forms of propulsion $tidae made.

Chen and Chakravarthy (1994) investigated the featassociated with unsteady separated
nozzle flows during motor start-up and throttle-doevents within a 1/16 scale J-S2 liquid
rocket engine nozzle, by numerically solving thésgxmetric form of the time-dependent,
viscous, compressible Reynolds-averaged NaviereStaquations, with mathematical closure
being provided by a separate turbulence model.t&hmporal and spatial development of flow
features such as the Mach disk, separation shogkebisas shock induced vortices during the

ignition transient were observed.

Nasuti and Onofri (1998) used a shock fitting asatking technique to simulate axisymmetric,
viscous nozzle flow during motor start-up by nuroaly solving the non-conservative form of
the Navier-Stokes equations. The shock fitting ttadking method allowed for the economic
and explicit capture of the non-stationary shoatudees. Results indicated the presence of two
separate vortex regions being generated by botlowssand inviscid flow structures. In addition,

the effect of these vortex phenomena on contrigutimozzle flow instability was evaluated.

Mouronval et al (2002) employed a finite differedmgsed numerical scheme to solve the time-
dependent, two-dimensional and axisymmetric Eulgragons describing the transient, inviscid
flow within a constant-area tube terminated by\gediing conical nozzle, where the flow was
initiated by an incident shock wave. Various typiftaw characteristics were captured by the
solution, and the effects of changing the conidakmence angle and incident shock wave

velocity were investigated. As a continuation détivork, a study by Mouronval and Hadjad|
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(2005) employed the equivalent solution schemeirntmiate the unsteady flow initiated by an

incident shock wave within a nozzle of a more carmgeometry.

Chang et al (2005) applied the space-time conservalement / solution element method to
numerically simulate axisymmetric, unsteady rocketzzle flows. A distinguishing
characteristic of this method is its treatmentief space and time domains of the solution as a
single entity, providing inherent variable conséiomin both domains. In particular, the work
considered the transient flow through the JPL berak nozzle, simulating the evolution of
both viscous and inviscid flow fields. The typidkdw structures associated with either regime
were captured without the deployment of turbulemicBow separation models, with the distinct
differences between the two treatments being gléadicated. In general, excellent agreement
between the computational results and equivaleperxental data was obtained. As an
extension of this work, Chang et al (2006) wenttonapply the space-time conservation
element/solution element technique in three-dinmyadi form to simulate the unsteady flow

within a canted rocket nozzle.

2.3.2 Numerical Simulation of SRM Nozzle Structural Response Behaviour

The simulation of the operational structural reggobehaviour of SRM rocket nozzles using
numerical means has been undertaken by a numbeesefrchers, considering either the
response to pressure loading, thermal loading, @ombination of the two. As discussed
previously, thermal loading generally generateshighest levels of stress in an SRM nozzle,
and as such, it is the numerical simulation of ttermostructural behaviour of such nozzles
during operation that has been given the most relsedtention. In terms of operational regimes,
it would appear that efforts have only been madsintwlate nozzle response during periods of
steady SRM operation. Indeed, despite an exhaustiveey of available literature, no
publications could be found offering treatment he response modelling of composite SRM
nozzles during the motor ignition period. This digfincy clearly highlights the novelty of the
current study.

One of the first references made to the use of ctatipnal tools to numerically simulate the

quasi-static thermostructural behaviour of SRM texavas in the work of Lemoine (1975),

which essentially described the state of the a@RM nozzle design and analysis at that time.
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Owing to the then inadequacies in composite materialelling, numerical techniques such as
the finite element method were restricted to the of providing guidance to the design process.
Lapp and Quesada (1992) described the significdutireces that had taken place in the
application of numerical simulation tools for SRMvzzle analysis since the 1970s. Key
elements of the nozzle design and analysis progess discussed, in addition to the use of the
finite element method for resolving thermal anductural responses, and adaptive mesh
technigues to model nozzle erosion. The applicatibsuch techniques was described in the
context of the design of two SRM nozzles, includingt of the Ariane V booster SRM.

Mukherjee and Sinha (1997) carried out an investiganto the thermostructural behaviour of

rotationally symmetric spatially reinforced compgesstructures using the finite element method.
As an example, the thermostructural response afraooled composite nozzle in steady-state
thermal operation was simulated, and a compari$timegoredicted thermal and stress behaviour
of this nozzle for different constituent materiats;luding C-C and metal matrix composites was
made, clearly illustrating the superior thermogtal properties of C-C composites in this class

of application.

Vandenboom and Heister (1998) conducted a transimm-dimensional thermostructural
analysis of a C-C composite rocket nozzle inteynadlated with a thin layer of silicon carbide
for oxidation protection. Numerical simulation ofth the thermal and subsequent structural
response was achieved using a finite element @tk the analysis period was limited to the
first 3 seconds of nozzle operation. Results inditdahat stress levels induced by thermal loads
typically exceeded those generated by aerodynamaidsl by one to two orders of magnitude,
and that such stresses were direct functions oklhstic moduli and coefficients of thermal
expansion of the materials of construction. Anotimeresting observation made was that for
this particular nozzle configuration, maximum s¢résvels were encountered approximately 1

second into the simulation, tapering off as thetldeb thermal penetration increased.

The finite element method was again used by Ccamadt Shivakumar (1999) to numerically
predict the transient stress response of a thrmeerdiional braided composite ablative rocket
nozzle, with the effects of material ablation beamgounted for in the constituent thermal and
structural models. The simulation considered a&ktbisd motor burn period, with combustion

chamber parameters being varied to determine theitsdty of the structural response of the
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nozzle to such parameters. For the nozzle configuraconsidered, results showed a
predominantly compressive radial stress responsegasing significantly towards the thermally
affected zone. In terms of stress in the hoop tioecthe response was primarily tensile in

nature, whilst axial strain was shown to be neblethroughout the nozzle.

Yoo et al (2003) numerically simulated the respaofse spatially reinforced C-C integral throat
and entrance structure to burn period pressureta@onal loading, using a finite element
approach. The structure’s unsteady temperatureldisbn was generated by a transient heat
transfer model and mapped to the structural madalst pressure loading was applied directly
to the structural model. The thermostructural pentmnce of three-dimensional and four
dimensional C-C reinforcement architectures waess®xl in an elastic sense and results
exhibited the expected asymmetrical and symmetdefdrmation responses, respectively. The
maximum deformation computed under thermal andspresloading was approximately 25
times greater than that encountered when just gnedsading was considered, whilst the most

severe stresses predicted were found to be indkdais hoop direction.

Ramesh Kumar et al (2005) undertook an extensieentbstructural analysis of composite
structures, incorporating temperature dependemepties, and subjected to thermal, thermo-
chemical and mechanical loading, using the fintement method. In particular, a coupled
thermostructural stress analysis of an SRM nozateprised of various orthotropic and isotropic
materials was carried out. The solution was atthinsing an iteratively coupled thermal-
structural model scheme, and employed temperaeperttient death elements to account for the
effects of ablation. Once again, results indicatied strong presence of hoop stress, and

predominant thermal stress effects.

2.3.3Numerical Smulation of SRM Nozzle Fluid-Structure Interaction

The problem of aeroelasticity in rocket nozzles basn considered by Lefrangois et al (1999)
and Lefrangois (2005), who conducted work on depialp a finite element model based on an
arbitrary Lagrangian-Eulerian formulation for stimty fluid-structure interaction, with
particular application to rocket engine nozzleswdts also considered in the work of Schwane
and Xia (2005), who undertook numerical investigiasi into rocket nozzle fluid-structure

interaction associated with side load generatiaindwver-expanded flow operation. However,
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as extensive as the above works may be, all okteaglies pertain to applications involving
nozzle geometries and wall materials charactendtlmjuid rocket motors, and do not consider
the loading imposed on the nozzle wall by the talependent movement of flow shocks during
the ignition transient. In addition, none of thesadies accounted for the structural response of
the nozzle beyond the stipulation of mean nozzli displacements.

In terms of the investigation of FSI phenomenadiidspropellant rocket motors, a collection of
studies have been conducted. Johnston and Murd@%34) investigated the fluid-structural
interaction within an SRM by examining the devetapipropellant core flow field and the
associated propellant grain deformation within @anéollowing ignition. Johnston (1996) then
conducted an FSI analysis of the Ariane V boos®MSiuring the motor’s ignition transient,
examining the coupled response of the propellaaingand core flow at sequentially lower
levels of elastic modulus. Parsons et al (2000etodk numerical simulations of rocket motors
involving the three-way coupling of the propellaotre flow, the propellant and motor case, and
the combustion of the propellant. Montesano e2@0%, 2008) considered a similar case as they
developed a numerical model to consider the effeftscoupled structural and acoustic
oscillations on propellant combustion. Again, althb these studies provide extensive insight
into FSI phenomena pertaining to solid rocket madperation, they do not include any

consideration of such phenomena in relation testhestural response of SRM nozzles.
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CHAPTER 3

Multidisciplinary Numerical Simulation Methodology

3.1 Introduction

The numerical simulation work undertaken in thigdgtcomprised three fundamental simulation
activities; modelling of the exhaust gas flow thghuthe nozzle to establish wall pressure and
temperature boundary conditions, modelling of heatsfer within the nozzle to establish an

associated temperature distribution, and modetiirthe nozzle's resultant structural response to
the imposed loading conditions. All three of thesaulation activities were carried out using

the ADINA system, which is a multidisciplinary fiei element code capable of modelling

problems related to solid mechanics, heat traresfier fluid mechanics, in addition to coupled

field interactions.

Considering the exploratory nature of this reseaacil in addition to factors such as software,
computational and data resource limitations, aetarof assumptions relating to the fluid,
thermal and solid models developed in this studsewecessary, in order for its scope to remain
manageable. The overarching assumption made wipect to all three models was the
reduction of the physical dimension of each problentwo-dimensional axisymmetric domains.
This assumption was primarily required in ordekéep the computational size of the respective

simulations to within practicable limits.

With regards to rocket nozzle flow field modellihgwever, certain effects can contribute to the
generation of a circumferential flow componentutsg in a truly three-dimensional flow field.
In addition, real nozzle flow during motor ignitida typically characterised by asymmetric
three-dimensional flow behaviour as a consequeticeomplex flow separation phenomena
(Nasuti and Onofri (1998), Ostlund (2002)). Withasignificant computational processing
power, full three-dimensional modelling of asymntetunsteady nozzle flows is generally
prohibitive, and without the advanced treatmerftat turbulence, ineffective. Having said this,

the use of an axisymmetric assumption can stiltlyimportant insight into flow characteristics,
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with a useful level of accuracy — as evidencedheywork of Chang et al (2005). As such, it is
believed that this assumption in relation to therent work can be considered acceptable.

An additional assumption made in reference to thsigal flow domain was the simulation of

the exhaust stream only up to the nozzle exit plahat is, the exhaust plume external to the
nozzle was not considered, owing to the significamputational expense of accommodating
this large additional flow domain. Although doing provides a more realistic set of flow

conditions at the outlet in comparison to a styigthposed boundary condition, a consideration
of the available computational resources suggesitatl modelling this region would be

impractical.

Additional assumptions made relate particularlytite characteristics of the simulated
flows. Although real nozzle flows are charactecafly turbulent in naturea lack of
information relating to the designation of turbuerparameters specific to SRM nozzle flows
prompted the specification of a laminar flow appmeation instead. In addition, owing to
limitations in the capabilities of the ADINA systetihe flow was specified as single phase, i.e.
purely gaseous, having reached chemical equilibrngfore entering the nozzle inlet, and
remaining chemically frozen during expansion thitouthe nozzle. The single phase
approximation is reasonable when non-aluminised $Rdpellants are being considered, and as
such, only flow properties relating to non-alumi@dscombustion products are used. With
regards to this assumption, in reality, a statehafmical equilibrium is generally not achieved
before combustion products are entrained by thezleoz although the affect of continued
reaction on macro flow characteristics is typicallinor. As such, the flow medium was treated

as an ideal gas.

In so far as thermal modelling of nozzle structuvess concerned, the most significant
assumption employed was the omission of the effeftsadiative thermal loading. More

specifically, convection was the only mode of h&ansfer considered in this work. This
assumption was required primarily because of tmsiderable difficulty that was encountered in
obtaining suitable emissivity parameters for thembostion gases and nozzle materials
considered. As described by Sutton (1963), althdhgtcontribution to nozzle wall heat transfer
made by combustion gas radiation is significanglysl than that associated with convection, it
becomes appreciable at very high combustion terhpesa and when solid particles are
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entrained in the exhaust flow. Having said thislyam non-aluminised propellant having a
relatively low flame temperature was considerethia work when thermal loading conditions
were simulated. As such, it was felt that for theposes of an exploratory study, the exclusion

of the radiation heat transfer mode would be aatset

For all burn period thermal simulations and for fivst ignition period structural response
simulation, orthotropic thermal conduction was nide For the third ignition period
simulation incorporating conjugate heat transfexdwer, an isotropic conduction approximation
had to be made as a result of software limitatidine error incurred by this approximation was
assessed and observed to be minor as a directoqummsz of the shallow thermal penetration
encountered during the ignition period. An addiibassumption made in both cases was the
specification of perfect thermal conduction acrtss various substructure interfaces of the

nozzle designs considered.

With regards to solid mechanics modelling, the nsighificant assumption employed was the
treatment of both isotropic and orthotropic matsri construction as elastic solids. Whilst, in
the context of the structural problem being exaajrseich a specification is perfectly applicable
for the case of isotropic materials, it does nalistically represent the complex pseudo-plastic
stress-strain behaviour of C-C composites in palgic However, owing to the distinct lack of
readily available material data related to this awébur, an elastic approximation was

unavoidable.

An additional assumption relating to the orthotoopiaterials modelled in this study was the
homogenisation of their constituent componentshauit which, simulations would have
become prohibitively expensive in a computatiomalse. In addition, the effects of material loss
associated with erosion and ablation were not nedielwing to the complex nature of such
effects. Such phenomena show negligible manifestatiuiring the ignition transient period, but
have a significant material removal effect over #émire burn duration. This being said, the
nozzle designs considered in this work were spetifi designed to minimise the error
associated with such an approximation. Finally,ténms of the dynamic solid modelling
undertaken, no material or structural damping wassitlered as a consequence of the
difficulties encountered in obtaining parametersoamted with realistic damping mechanisms.

The effect of making this assumption was ultimafelynd to be inconsequential.
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3.2 Flow Modelling

In the current work, all nozzle flows were simuthtasing the ‘ADINA-F’ program of the
ADINA system, which is capable of simulating theaty or unsteady, viscous or inviscid,
compressible or incompressible, and laminar orulert flow of fluids, with or without mass
and/or heat transfer. In particular, ADINA-F's higheed compressible flow model was
employed for nozzle flow simulations. As described ADINA R&D, Inc (2008), the
conservative form of the Navier-Stokes equatiorst tthescribe the time-dependent flow of
viscous and compressible fluids is used to formbss of this flow model. The computational

domain for an axisymmetric flow simplification ie@vn in Figure 3.1.

Computational domain
for axisymmetric flows

Figure 3.1 Computational domain for axisymmetric
flows (ADINA R&D, Inc. (2008)).

Relative to the cylindrical coordinate systefy,@,z) indicated in Figure 3.1, solutions are

defined in the global y-z plane, where the y cowath is representative of thecylindrical
coordinate. With the gradient operator designased a

0 0
R v 13
2 3

the constituent Navier-Stokes equations for massnemtum and energy conservation can be

written for a cylindrical coordinate system in vactorm as
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a(yp)

Y0\ 1y tyon) =0 3.2
%(ypvw OQy(ow -7,)] = yf ® + , (3.3)
%(ypE)mmy(pVE—fawm)hy(fBW+qB) (3.4)

where p is the densityf is the time,V is the velocity vector7, is the stress tensof, ® is the

body force vector,E is the specific total energyj is the heat flux vector, and® is the
specific rate of heat generation associated withfidw. The independent variables specified for

the solution of the above equations are the coatigevwvariablesp, ov and pE .

The specific total energy, the fluid stress teremmd the heat flux vector, which is assumed to

obey Fourier’'s law of heat conduction, are respettidefined as

E= %\7 W +e (3.5)
T =[(-p+uy 'DQyv)]l +218 +2)A&, (3.6)
g =-k0oe (3.7)

where € is the specific internal energypis the pressure angt and A are the dynamic and

kinematic viscosities of the fluidl is the identity vector. Variablek and & are the heat
conductivity coefficient and temperature of theéd|uespectively. The vectdag, is the velocity

strain tensor, written as

é :%(D\?+ ov'") (3.8)



For mathematical closure of this system of goveyraguations, state equations which establish

the relationship between the flow variablgs,8 and emust be introduced. For ideal gas

flow, as is the case in this work, the state egunatcan be derived from the ideal gas law as
p=(C,-C,)pb (3.9)

e=C,0 (3.10)

where C, and C, are the constant pressure and constant voluméfispeeats of the fluid,

respectively.

The Navier-Stokes equations are discretized by AMusing a combined finite volume /
finite element approach. As discussed in ADINA R&Bg. (2008), the flow through a given

control volume can be described by two distinctieemal flux terms — the dominant inviscid

flux term, denoted astfn , and the viscous flux term, denoted é§. ADINA-F uses a finite
volume discretization to compute the f|L|§§1, whilst using a finite element discretization to

solve the flux én. In a physical sense, the control volumes requivgahis flux splitting

approach are generated on a framework of the eksmenescribed by the finite element
discretization. This arrangement for the case plaaar or axisymmetric two-dimensional flow

domain is illustrated in Figure 3.2.

control volume

triangulars are
elements

Figure 3.2 The arrangement of a control volume agabn
triangular finite elements (ADINA R&D, Inc. (2008))
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When used to discretize high-speed compressiblesflestandard low-order finite element
approaches are generally not able to capture goewulinuities associated with shocks and other
characteristic phenomena efficiently (Hendriana Bathe (2000)). However, by combining the
strengths of the finite element and volume methodde form of the flux-splitting technique
described above, ADINA-F is able to provide for ch@apture using coarser and hence less
computationally expensive mesh schemes.

Owing to its suitability for use in discretizing tholow and high Reynold’s Number flow
regimes, ADINA-F’s two-dimensional, axisymmetribree-noded triangular fluid element was
employed exclusively for all flow simulations untiden in this study. The element is displayed
in Figure 3.3, where the denotations ‘1’, ‘2" al¥d represent the nodes at which all variables are
defined, whilst ‘0’ represents an auxiliary node nsed explicitly for the final element solution.

The parameters ‘r' and ‘s’ represent the eleméastparametric coordinate system.

Figure 3.3 The two-dimensional, three-node triaagul
fluid element (ADINA R&D, Inc. (2008)).

As is the case with all axisymmetric elements usetthe ADINA code, the element described
above is defined in the positive global YZ planema rotational span of one radian, with the Z

axis designated as the axis of symmetry.

The discretized equations particular to the higbesicompressible flow model of ADINA-F are
solved using linearization and iterative techniqudese to their nonlinear characteristics.
Specifically, such equations are iteratively resdivon the basis of solutions obtained for the
associated set of linearized algebraic equationsg, process known as outer iteration. For the

solution of the algebraic equations themselves, M¥BF provides for either a direct or iterative
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approach. When the iterative method is employeliitisas are obtained through a procedure

termed inner iteration.

For this work, outer iterations were carried ounhgghe Newton-Raphson technique as this is
the method prescribed by ADINA-F for problems ditized with the two-dimensional, three-
noded finite element. The resolution of the algebemuation systems generally imposes the
most significant demand on computational resour@essuch, a number of direct and iterative
solution techniques are available in ADINA-F, eadlth particular strengths and weaknesses.
The most effective direct technique, ADINA-F's sparsolver, is particularly well suited for
resolving very large systems of equations but atptice of significant memory requirements.
For small to moderate problems that are well céoomitd, ADINA-F's iterative methods provide
efficient solutions with significantly less memodgmands — in certain cases arriving at the
solution more rapidly than the sparse solver. Sielemf the most appropriate approach was
made on the basis of numerical experimentation,uttimdately, the code’s Right Preconditioned

Generalized Minimal Residual iterative solver wasrfd to be the most effective.

Implicit time integration was employed for all tea@nt problems, using the Euler backward
integration method. ADINA-F's automatic time-steppiCFL facility was incorporated into the
solution process to aid solution convergence, witluser defined Courant-Friedrichs-Lewy
number of 3 being used in a time relaxation rol@ing to the considerable temporal gradients
of certain boundary conditions applied in the uadtesimulations of this study, the code’s
automatic time-stepping (ATS) option was also seitl in all transient fluids models to allow for
convergence to be obtained at a reasonably sizergiep. If convergence is not achieved for a
particular user specified time step, ADINA-F autdicelly subdivides the time step into smaller
sub time steps and attempts the computation agatit,a solution is obtained or the specified
maximum number of time steps is reached. In thig flaw solutions are only saved at the user
specified time steps, making the size of the smtuthore manageable. The maximum number of
subdivisions allowed for all fluid flow computatisnvas set at 10.

For all transient flow problems considered, in-wadizzle temperature distributions defined at
the element nodes were resolved in the fluid mddeleach time step using ADINA-F’s
conjugate heat transfer function, and mapped dmtoassociated solid model nodes using a

mapping file. To achieve this, ‘solid’ elements welefined in the fluid model to represent the
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physical regions of the solid model. This appro&chiepicted in Figure 3.4. In the event of
inconsistent nodal coordinates between the cointidieolid domains, mapping is accomplished

via linear interpolation.

computational
doman for v, p2.#. etc.

fluid element \ solid element
aroup oroup

v={) —o

~N L~

~

computational
domain for @

Figure 3.4 Conjugate heat transfer domains
(ADINA R&D, Inc. (2008)).

In developing the solution to a conjugate heatsfiemproblem, the computational domain of the
continuity and momentum equations comprises thid #lements, whilst the associated domain

of the energy equation consists of the fluid arldisslements.

With regards to the initial and boundary conditigmescribed for the flow problems considered
in this study, the application of such conditionifi e explained in the specific context of the

model development process.

3.3 Thermal Modelling

The modelling of long term heat transfer within tiezzle structure was accomplished using the
‘ADINA-T’ program of the ADINA system. The prograhas the capacity to simulate the steady
or transient transfer of heat via conduction, catie®@ and radiation modes, through media
exhibiting constant, temperature dependent or tidependent isotropic and orthotropic
properties.
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Determinations of transient nozzle temperatureritisions over durations longer than the
ignition periods considered were made using deelittitermal models constructed and analysed
in the ADINA-T program, instead of employing thenmgate heat transfer facility of ADINA-F.
This approach was adopted because of the signifteamperature field error that would have
been incurred with an isotropic conduction appration for long periods of thermal loading.
By employing ADINA-T to derive the solutions, itstiotropic conduction capability could be

exploited.

In the cylindrical coordinate systen(r, &, z), the problem of unsteady, axisymmetric thermal

conduction in a homogeneous, rotationally symmaedrtbiotropic medium is described by the

following governing equation, derived on the badiourier's law:

T =190y 9T, 9y 9T, q (3.11)
ot ror or 0z 0z

where r and z represent the radial and axial directions, re$yelgt o and C are the
medium’s density and specific heat capacity, rethpedyg, T is the temperature in the medium,
k, and k, are the thermal conductivities in the and z directions, respectively, an@

represents either the heat source or sink terms.

ADINA-T uses a finite element scheme to discretiz governing equation of heat conduction,
based on the principle of virtual temperatures thatescribed in the work of Bathe (2006), to
give the following equilibrium equation for a tramst, linear analysis employing Euler

backward integration:
CDFAI 0 + (K k +K C)mFAt 0:t+AtQ+t+Ath (312)

+

where C is the heat capacity matri¥;*'@ is the vector of the time rate of temperature gean
at all nodal points at a time df+At, K* and K¢ are the conductivity and convection
matrices, respectively,* @ is the vector of temperatures at all nodal patta time oft + At

"*2Q is the nodal point heat flow input vector evaldate a time oft + At, and " Q°® is the
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vector of nodal point heat flux attributable to geation boundary conditions, once again, for a

solution time oft + At.

For the first ignition period thermal response dmtion, ADINA-T's two-dimensional,
axisymmetric, nine-noded, quadrilateral conductadament was employed. For subsequent
thermal simulations however, the four-noded versioh this element featuring linear
interpolation was specified, at is generated a raoreirate response to severe and rapid thermal
loading regimes. A schematic of the nodal layoud aoordinate system of the four-noded

element is shown in Figure 3.5.

Figure 3.5 The axisymmetric, four-noded, quadritéhermal
element (adapted from ADINA R&D, Inc. (2008)).

To prescribe the convective cooling effect occugéh the interface of the nozzle surface and the
external atmosphere, ADINA-T’s axisymmetric linengection element was used in conjunction

with the associated axisymmetric conduction elera¢rthe atmospheric boundary. The surface

convective loadg?®, is given as
q° =h(g, - 6°) (3.13)

where h is the local heat transfer coefficie, is the environmental temperature afitl is the

temperature of the surface. For all cases in thegmt study, the local heat transfer coefficient

was treated as constant.
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Insofar as material modelling is concerned, anrggi¢ conduction model with an isotropic
specific heat capacity was used to represent thteofsic materials of construction, whilst the
orthotropic constituents were modelled using aratropic conduction model featuring an
isotropic specific heat capacity. Although in rgglthe conductivity and specific heat capacity
properties of thermal composites exhibit an appidei dependence on temperature, the
significant difficulties encountered in attemptirtp obtain comprehensive temperature-
dependent data for the materials employed, madaghmximation of temperature-independent

thermal properties a necessary one.

In terms of the solution of the discretized govegnequation of heat transfer, three solvers are
offered by ADINA-T; a direct skyline solution metaan iterative solver and a sparse solver. In
light of the reasonably small computational sizettedf thermal models considered, the solver
time savings provided by an iterative solution aure were not significant, whilst the memory
cost of using a purely direct approach was notifigte. As such, the sparse solver was
employed to generate solutions to all thermal nsadebr time integration in transient problems,

the Euler backward integration scheme was used.

For the transport of the resolved temperature fimdch the thermal model to the solid model,
two approaches are available in the ADINA-T progréfman identical mesh is used to discretize
the thermal and solid models, the temperature odifpuwritten by ADINA-T is used to assign
the nodal temperatures of the solid mesh on a fardeede basis. If the non-coincidental
meshes are used, nodal mapping is achieved vigalspdaerpolation. Similar procedures are
carried out with regards to the temporal componehtthe problem, if either model is

characterised by different time increments.

3.4 Structural Modelling

Structural modelling was carried out using the ‘A& program of the ADINA system, which
can accommodate the linear and nonlinear analysitatic and dynamic problems characterised
by isotropic elasticity or plasticity, orthotropatasticity, in addition to isotropic or orthotropic
thermoelasticity. With respect to the work desdtitbeere, structural problems were simulated
both in a quasi-static sense, where the time-deperdisplacement variations occurred only as a
result of a transient thermal strain influence, &amé& dynamic sense, where the time-varying
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contribution of inertial effects was explicitty meled through specific time domain

discretization.

The general equations governing the solid mecharfiaggiven medium consist of the equations
of motion, the constitutive equations and the stdisplacement relations. In light of the fact
that both isotropic and cylindrically orthotropicaterials are being simulated under static and
dynamic regimes in this study, the above equatwifisbe discussed henceforth in the most

general spatial and temporal terms applicable.

For the cylindrical coordinate systert,,d,z), the elastodynamic equations of motion in the

absence of material damping can be written as

0o, 1o, do, 1 0°u
T+ +—"+—\0, —Og)=pP— 3.13
ar r 65 az r( rr 99) p atz ( )
do,, 1o, 00, 2 0°u,
o + +5g = 3.14
o roo oz 1o P (319
2
oo, JrlaagZ . 00, +l0rz _ pa L;Z (3.15)
or r 06 oz r ot

where g,., 0, and g, are the radial, circumferential and axial stressespectively,o, ,

r?

0.4, 0,, 0,, 0, and g, are the associated shear stresgess the mass density of the

z? rz?
medium,u,, U, andu, are the displacements in the radial, circumfeatatnd axial directions,

respectively, andt denotes the variable of time. The omission of tedocity-dependent
damping terms is appropriate since the effects afenal damping on the dynamic nozzle
response were not considered. For the static ceragidn, the right hand side time derivatives

vanish to yield the elastostatic equations of @oyiim.

For cylindrically orthotropic media, the constitdi equations relating the elastic and

thermoelastic strains to the directional stresestean be expressed in matrix form as
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e, -alAT]| [c, ¢, ¢ 0 O O0][0g,]
Egp — AoAT Cp Cp Cp O 0 0 o
£, —a,AT _|Cis Cu Cg 0O 0 O d g, (3.16)
Eg 0O 0 O ¢, O O] g,
£, 0O 0 0 O ¢, O]|0g,
| & ] [0 0 0 0 0 cxf|0

where c; are the compliance coefficients,, , £, and €, are the radial, circumferential and

frr?
axial elastic strains, respectively, agg, £, and &, are the associated elastic shear strains.
The thermoelastic strain contribution is represetig the producta, AT , wherea,, a, and

a, are the coefficients of thermal expansion in thaial, circumferential and axial directions,

respectively, andAT is the difference between the localised instartaseand initial

temperatures in the medium.

To computéAT , the instantaneous temperature distribution isgileed by the thermal output

file originating from the associated thermal moitethe case of a thermostructural simulation
with explicit thermal modelling, or flow model irhé case of a conjugate heat transfer
resolution. It should be noted that in either scendhe structural and thermal solutions were
not coupled. That is, although the temperaturel fsellution affected the structural response, the

converse effect was omitted from the thermoelastiation.

The compliance coefficients can be further expandedrms of the principle elastic moduli and

Poisson’s ratios as follows:

- 1 - _V&' — _Vzr
Ciy E’Clz_ Ee » Ci3 = Ez
1 -V 1

C,, = _Ee , Cpy = EZ&  Cay :_Ez (3.17)
_ 1 _ 1 _ 1
Cas = Grg » Cos = Grz » Cee = G&



where E,, E,, E,, are the elastic moduli with relative to tined, z directions, respectively,

Vg, V, ., V, arethe associated Poisson’s ratios, @ngl, G,, and G,, are the associated shear

moduli of the medium.

To provide closure to the governing equations, #tpiations relating elastic strains to
displacements can be written as

ou
E, =— 3.18
rr ar ( )
u, . 1du,
“ r roe (3.19)
ou
E, =— 3.20
z=5, (3.20)
and for elastic shear strains to displacements, as
1| 0u, ,10u, u,
E,=E, ==| L2+ -"¢ 3.21
e Z{Or r 06 r} (3.20)
1/10u,  du,
Ep =&,y =—| ——F+—= 3.22
@ Z{r 00 62} (3.22)
E, =&, -1 ou, +auz (3.23)
2l 0z or

In regards to the above, the specification of aisyaxmetric analysis domain introduces the
following conditions relating to the elastic strand shear strain expressions:

Uy

—, &, =6,=0,&,=¢€,=0 (3.24)
r

‘94949
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The discretization of the equation of motions, Hioumes 3.13-3.15, is carried out by ADINA

using a finite element scheme, to yield the follogvclassical representation:

MU +KU =R (3.25)
where M is the element assemblage mass matdixand U are the nodal acceleration and
displacement vectors, respectively,is the element assemblage stiffness matrix Bhds the

load vector associated with the element assemblafgeourse, for the elastostatic condition, the
equilibrium equation reduces to

KU =R (3.26)

For a given elementim, the mass matrix, stiffness matrix and load vecem be expressed

respectively as:

M = Z Ip(m)H (MT 4 (M gy (M (3.27)
m /(m)

K=> jB‘m”c(m)B(m’dV (m (3.28)
m y(m)

R=R; +Rs—R, +R. (3)29

where p™ is the elemental mass density,'™ is the displacement interpolation matr&™

is the strain-displacement matri€,™ is the elasticity matrix, an®R,, Ry, R, and R, are

the vectors of body forces, surface forces, inititess loads and concentrated loads,
respectively.

Spatial discretization of the solid domains consgden this study was achieved using ADINA’s

isoparametric displacement-based finite elementerenspecifically, the two-dimensional,

axisymmetric, nine-node, quadrilateral solid elemafith respect to the global coordinate
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system, the nodal layout and isoparametric cooteliggstem of this element is illustrated in

Figure 3.6.

¥4

Figure 3.6 The axisymmetric, nine-noded, quadnitdfesolid
element (adapted from ADINA R&D, Inc. (2008)).

In respect of Figure 3.6, it is important to tal@enof the global cylindrical coordinate system
used by ADINA. When such a coordinate system isked implicitly through the specification
of axisymmetric modelling, for example, the Camesicoordinate annotation X, Y and Z is
retained. However, instead of representing a Garteaxis system, X, Y and Z are used to
respectively represent the, & and z elements of the cylindrical coordinate system.séish,

the axisymmetric planez is denoted in ADINA as the plane YZ.

Under the loading conditions being considered niia¢erials employed in all solid models were
assumed to exhibit an elastic response behaviaracterised by small displacements and small
strains. As such, the stress and strain outputsrgiad by ADINA are given in terms of the
Cauchy stress and engineering strain, respectiyely}cases where either a combination of
thermal and mechanical loading or thermal loaditgne was applied, ADINA’s thermo-
orthotropic material model was used to describeosethotropic regions, whilst the thermo-
isotropic model represented all isotropic regidnsnstances where just mechanical loading was
being considered, the elastic-orthotropic and ieldsbtropic models were selected for these
purposes, respectively. Once again, as a consegjoéseverely limited material data resources,

the elastic moduli, shear moduli, Poisson’s ratod coefficients of thermal expansion were
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assumed to be temperature-independent, althougeality, such properties generally exhibit

temperature dependence for the range of tempesateiag considered in this work.

Owing to the material and geometric linearity of golid mechanics problems at hand, the static
and dynamic finite element equilibrium Equationg63and 3.25 are subsequently characterised
as linear themselves. The resolution of the stgjgilibrium equation can be carried out in
ADINA using either a direct sparse solver or anaitee solution algorithm. As was the case for
thermal modelling, the sparse solver approach waptad, for similar reasons.

In terms of dynamic modelling, the primary consatiem in terms of the solution approach to
select relates to whether an explicit or implitité integration technique needs to be employed.
This selection should ideally be made based onnabeu of factors, including the time scale of
the solution, the degree of model nonlinearity, #vailable computational resources and the
degree to which susceptibility to numerical indibican be tolerated. It is well known that
explicit time integration schemes are only condiéildy stable; that is, the numerical stability of
the solution can only be assured if the time siepis below a critical value determined on the
basis of wave speed and minimum finite element. dimglicit schemes on the other hand, are

unconditionally stable — at the cost of increasauigutational effort, however.

Although explicit methods exhibit greater compwaél efficiency in solving problems
characterised by rapid loading transients, as ther fdetails of the analysis parameters
associated with this study were initially unknowarglecision was made at the outset to approach
the solution of all dynamic problems using impliiihe integration. In this way, the generation
of stable dynamic solutions was guaranteed, evénwhs at the cost of extra computational

effort.

In addition, as explicit time integration cannot b®ed to solve dynamic problems involving
fluid-structure interaction in the ADINA system,ethuse of an implicit approach for all
disciplines resulted in greater computational umnifidy. Implicit time integration was
implemented with a step-by-step direct integrafipproach using the Newmark method. As per
the recommendations of ADINA R&D, Inc. (2008), tin@pezoidal rule was observed, where the

a and o Newmark time integration parameters were set2& @nd 0.5, respectively.
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Finally, with regards to the nature of the applieading conditions and constraints associated
with the two nozzle design structural models, fertbetails will accompany the description of

the construction of these models in the coming whap

3.5 Fluid-Structure I nteraction M odelling

Two forms of interaction between a flow and theuctnre within or around which the flow
occurs, can be modelled using the ADINA system’dM®-FSI program — the implementation
of which is described in detail in ADINA R&D, In€2008). The first technique, referred to as
two way coupling, allows for the flow to influendke structure, and then for the structure to
influence the flow field in return, and is coupliitgits truest sense. The second type is known as
one way coupling and only accommodates the inflaesfcthe fluid on the structure. To avoid
confusion, the solution derived using the formehteque will henceforth be referred to as the
coupled solution, whilst that obtained using thtelamethod will be referred to as the uncoupled

solution.

In the current study, both classifications of fielolipling were considered. In the case of either
approach, the interaction simulated only existdwitspect to the transfer of stress between the
fluid and solid domains. To accommodate the adufi@ffects relating to the transfer of heat
between the two fields, an extension of the ADIN3}program known as ADINA-TFSI can be
used. H owever, this application is not compatibi¢h the incorporation of the high-speed
compressible flow model to describe the flow congunof the fluid-structure interaction. As
such, the fluid-structure interaction (FSI) modglicarried out in this work was limited to the

consideration of mechanical (pressure) loadingealon

Ordinarily, solid models are solved by the ADINAssm in reference to a Lagrangian
coordinate system, with the primary unknown in slodution being the nodal displacements of
the solid. Fluid models, on the other hand, incaxpma Eularian coordinate system, and do not
account for any distortion of the fluid domain. Théjective in simulating fluid-structure
interaction however, is to account for such a digto and to examine the subsequent effects on
the fluid flow. To overcome this problem, fluid meld that form part of FSI analyses in
ADINA-FSI are formulated using an Arbitrary-Langgaan-Eularian (ALE) coordinate system,
and include displacement as a solution output. pimgsical coupling of the fluid and solid
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models is achieved through the definition of thikofeing kinematic and dynamic conditions at
the FSI boundary — which is geometrically coincidé¢in the fluid and solid models (ADINA
R&D, Inc. (2008)):

d, =d (3.30)

n, =nlr (3.31)

S

In Equations 3.30 and 3.3d;,andd; are the displacements of the fluid and solid atitierface,
respectivelyn is the normal direction of the fluid-structuredrface, and; andzs are the fluid
and solid stresses at the interface, respecti®hdifferentiating Equation 3.30, the kinematic

condition, with respect to time, one arrives at filnéd velocity condition for the case of zero
velocity slip at the FSI boundary, wherend dS are the fluid and solid velocities at the fluid-

structure interface, respectively:
nv=nd, (3.32)

The coupling solution begins with the calculatidrfloid nodal positions on the fluid-structure

interface, following which the displacements of thedes in the rest of the fluid domain are
computed. Subsequently, the governing equationsadved with respect to the ALE coordinate
system to compute solutions of the fluid variabldse fluid traction is then integrated along the

interface to calculate the forde(t), exerted on the solid nodes at the interface, aHmw
F(t) = j hir, @S (3.33)

whereh? is the virtual quantity of solid displacement. Tiesolution of nodal forces allows the
displacement of the solid and hence the fluid donmaibe reevaluated, and thus, following an
iteration procedure to bring the displacement wiifboundary to within a tolerance distance of
the solid boundary, the coupled solution cycle atpéself.
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In this study, the “two way coupling” solution tethue was used to compute the coupled
response of the nozzle structure, whilst the “oag woupling” solution techniqgue was used to
compute the uncoupled structural response. Furthrernthe latter technique was used to obtain

the separate mechanical loading solution for théian transient period.

In transient FSI modelling, the fluid model’'s sabut time specifications prescribe the overall
solution time specification of the FSI analysisttls, the number of time steps and the time step
size of the FSI analysis are set in the fluid madel are automatically applied to the associated
solid model. In addition, the time integration be&tcoupled set of fluid and solid equations in
transient FSI analyses must naturally be consistanthoice between the implicit Euler
backward difference integration scheme and a coitgpivgegration approach are available for
use. Considering that the Euler method was spddifi¢he fluid model, this technique was also
selected for all FSI analysis work conducted is ®tudy on the grounds of uniformity. In terms
of the solution approach used to couple the fluid aolid models for this study, an iterative
technique was used in cases involving two-way dagplwhilst one-way coupling was resolved

using a direct approach.

3.6 Validation of Numerical Simulation M ethodologies

Naturally, to have confidence in the fidelity ofetlresults generated by a given numerical
simulation technique, the applicability of sucheahnique for a given set of problem conditions
should be verified by some form of validation -heitby comparing the results of the numerical
solution to those of an associated analytical gregrmental solution, or to the solution of an

already validated numerical approach for similariyem conditions.

In this regard, efforts were made to demonstrateeasonably as was possible, the suitability of
the fluid, thermal, solid and fluid-structure iraetion numerical simulation methodologies used
in this study. The validation of the thermal anérthoelastic methodologies was achieved
through the undertaking of a dedicated validatitudys whereas the fluid and fluid-structure

interaction simulation methodologies employed westified as far as possible by a survey of

relevant literature.
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As far as the solutions generated by ADINA-F aneceoned, the fidelity of two key elements of
these solutions required scrutiny: firstly, the wwecy of the high-speed compressible flow
formulation, and secondly, the accuracy of the wgaie heat transfer facility. The solution
performance of the ADINA-F code for the case ohdig two-dimensional compressible flow
over a semi-infinite flat plate was validated in NA R&D, Inc. (2008) by comparing the
numerical solution to the analytical one preserttgdSchlichting (1979); with good results
agreement being observed. As far as high-speed ressiple flow modelling is concerned,
Bathe et al (1995) employed the ADINA-F code toveothe problem of steady, two-
dimensional, high Reynold’s number / high Mach nemBlow over a flat plate featuring a
compression corner. In comparison to the experiatemieasurements presented by Holden
(1978) for identical conditions, satisfactory agneat in flow parameter solutions was obtained.
As a demonstration of the shock-capturing capasliof ADINA-F, the solution generated by
this code for the problem of steady supersonic ftaer a bump disturbance in a channel was
compared to the solutions obtained via higher orfigite element schemes specifically
developed for compressible flows in the work of Heana and Bathe (2000). In comparison to
the higher order codes, results pertaining to tistribution of density in the fluid domain
obtained by ADINA-F showed very good agreementhwaitwell-defined density discontinuity

at the location of the standing compression shock.

The fidelity of the ADINA-F high-speed compressilflev model for the case of unsteady flow
conditions was, in effect, unable to be establisheg@rimarily because of the modelling
complexities at hand, and the lack of readily aldé analytical or experimental data relating to
such problems. Having said this, a few sets ofulssiimerical results have been published,;
including the work of Chang et al (2005), to whimdmparisons of associated numerical results
obtained using ADINA-F could be made. As the taskgenerating such results was itself
comparable to the magnitude of the overall studg,gerformance of such an exercise was felt
to be unrealistic in the context of the overalldstime frame. Although this decision ruled out
the possibility of a quantitative verification dfet code, it would still remain possible to make
assessments on the grounds of the qualitative bmitavassociated with the ADINA-F
solutions. Fortunately, the transient start-up fllfveombustion products through a rocket motor
nozzle exhibits a number of distinctive featureghsas flow separation points, flow separation
and Mach disk shocks, etc. that display strong iegendence. This consideration made for a

relatively straightforward qualitative validatiossessment of the results generated in this study.
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Such a measure of assessing the numerical validithe solutions derived was considered

adequate considering the nature of this work.

In terms of the validation of results obtained tigb the implementation of the ADINA and
ADINA-T solid and thermal modelling programs, a rhen of cases were examined. The
fundamental assumption made here was that if vglidias demonstrated for the case of
mechanical and thermal loading of orthotropic matsy this would automatically infer the
validity of the methodologies used for the casetlidf mechanical and thermal loading of
isotropic materials, considering the greater behadl complexity associated with orthotropic

media.

With regards to the accuracy of the ADINA code imdmlling the response of orthotropic
materials to mechanical loading, numerical validias demonstrated by an assessment made in
the work of ADINA, R&D, Inc. (2008). The assessmeponsidered the problem of a simply
supported square orthotropic plate subjected téormipressure loading. The results obtained
using ADINA were compared to the analytical resufisovided by Timoshenko and
Woinowsky-Krieger (1959), and showed excellent agrent with respect to displacement and

stress predictions.

In the case of the thermal and thermoelastic respomodelling of an orthotropic material, no
reference validations are presented in ADINA, R&bxg. (2008). As such, a validation study
was undertaken to assess the capabilities of th&JAET and ADINA codes in this regard. For
this to be achieved, it was clear that the procedhould involve the comparison of numerically
derived results, to those for a problem as reflectis possible of the geometry and material

architecture featured by composite SRM nozzlesiregal.

Following a review of literature presenting solusoof this type, it was found that the most
suitable solution was featured in the work of Kamddeas (1990). This study involved the
transient quasi-static analysis of thermal stresses infinite thick hollow orthotropic cylinder,

subjected to the application of a temperature lggadiondition at the inner surface of the tube.
The analytical solution presented for this problems derived through the use of Hankel

asymptotic expansions for Bessel functions of ttst &nd second kind.
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The glass/epoxy tube, having an inner and outeiusadf 20mm and 36mm respectively,

featured a circumferential primary fibre orientatiand is subjected to a thermal load of 100°C
applied at its inner surface. Upon closer exammatf the data presented in the above work,
certain anomalies were discovered and as a résaltyvork of Dao-Sheng (2003) featuring the
identical example investigated by Kardomateas wsexd o provide improved results for the

purposes of data comparison.

In the ADINA system, the problem was replicatedaopair of thermal and structural models,
each comprised of 200 two-dimensional axisymmesliements, with 20 elements in the
thickness direction. The solid model was fully doaisied along its lower edge, and employed
the temperature data file generated by the thermaglel to provide the required thermal inputs.
In order to simulate the stiffness of the infinitdhe examined by Dao-Sheng, it was established
that a length of 0.5m, with results sampling thitotige wall thickness midway along the length

of the tube, sufficiently eliminated the rigidityrers created by the constrained and free ends.

Kardeomateas’ solution for the temperature field \damonstrated to be correct, and as such,
his results for the wall temperature distributidrtveo normalised times, t*, were employed for
validation purposes. The temperature distributipredicted by ADINA and Kardomateas are
depicted in Figure 3.7, as a function of normalisadial distance from the inner wall, r*
Comparisons of radial stress, radial displacemeobtp stress and axial stress profiles were
made with Dao-sheng’s results at the equivalenimatised times and are presented in
Figures 3.8-3.11.

From these figures, it can clearly be seen thattrsevery good overall agreement between the
results produced by ADINA, and those predicted mo{3heng, with no large variances in
response trends. Although there is an underestimati the magnitudes of both radial stress
distributions, the correlation is particularly inegsive with respect to all other comparisons.
Figure 3.12 demonstrates the convergence of tlite faslement solution towards the analytical
one for the case of radial stress, as a functiamethickness direction element density. Gross
errors are present for an element density of Hioatih these are effectively rectified for an
element density of 10, providing reasonable agreeéméth the analytical prediction. It is
interesting to note that increasing this densityabgctor of 2 results in little change in the s¢re

profile, suggesting that solution mesh independeneg be present at such a mesh density.
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Irrespective of this observation, the overall rem@agreement infers the suitability of both the

ADINA-T and ADINA codes for this class of problem.
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Insofar as the validation of the elastodynamic niode of orthotropic media subjected to

thermal and mechanical loading is concerned, tihelify of the ADINA system could not be

explicitly established. Despite attempts to nunahjc simulate the elastodynamic and
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thermoelastodynamic behaviour predicted for theindyically orthotropic thick shells
considered in the works of Xi et al (2000) and Ghal (1998), agreement was generally poor.
Two significant factors may have strongly influedcinis result: the difficulty in accurately
simulating infinite shell length using standardedmatic constraints and the effect of the spatial
finiteness of the numerical models on elastic wanapagation and interaction. Having said this
however, validation of the dynamic behaviour ofisotropic cylinder simulated by a model
employing two-dimensional, axisymmetric elementd anplicit Newmark time integration is
demonstrated in ADINA R&D, Inc. (2008). The numetisolution obtained using the ADINA
program is shown to be in good agreement with ieeretical solution presented by Reismann
and Padlog (1967). Once again, in consideratiothefexploratory nature of this work, such

validation was deemed acceptable.

With respect to the modelling of fluid-structuredractions involving high-speed compressible
flow is concerned, the validity of ADINA’s FSI agmch could not entirely established for the
problem being considered in this study. Althougle tialidity of the technique has been
demonstrated for a variety of general problem elags the works of Bathe et al (1995), Bathe
et al (1999) and Zhang et al (2003), none of thesds established the validity of the code for

high-speed compressible flow problems.

Once again, the separate exercise of conductirgidation study in reference to an analytical
solution of a simple problem involving aeroelastonpling, such as the one derived by Evseev
and Morozov (2001), which considers the aeroelasteraction of shock waves with composite
shells , was felt to be beyond the scope of thidystirrespective of whether the validity of the
technique when used to solve problems incorporatighg-speed compressible flows has been
established, the ADINA-FSI code has been used nmulate fluid-structure interaction for
supersonic flow conditions. Kroyer (2003) employdte code to investigate aeroelastic
instability effects associated with the actuatidraiocraft control surfaces in supersonic flows,

and demonstrated its capability in simulating cdogbéd interaction phenomena.

It is ultimately the complexity associated with ifltstructure interaction phenomena,
particularly those of a transient nature, which esakhe validation of associated numerical
solutions difficult if not impossible. Considerirtlgis inherent condition, it was felt that in light
of the fact that the fidelity associated with ADINMAfundamental fluid, thermal and solid
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analysis capabilities had in most respects beerodstrated, absolute confidence in the code’s

FSI simulation capacity was not required for usefiploratory observations to be made.

3.7 Conclusion

The multidisciplinary numerical simulation acti@$ of this study have been outlined, and the
methodologies employed in their implementation hbeen described. Furthermore, the various
assumptions that have had to be made in respeacizafe flow, thermal and structural modelling
have been discussed in detail. As far as the ADF\We element code is concerned, the
suitability of its application in the simulationtadgties has, for the most part, been established.
The coming chapters will now focus on detailing thpplication of these simulation
methodologies in deriving the structural resporfsevo solid rocket nozzle designs to loading

encountered during the ignition and burn periods.
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CHAPTER 4

Simulation of the Structural Response of a CompdSRM Nozzle to

Instantaneous Thermal and Pressure Loading

4.1 Introduction

The first ignition period structural response siatign of a composite SRM nozzle considered in
this study was devised to serve as an introdudiiomhe implementation of the numerical

simulation methodologies discussed in the previhapter. The simulation employed the Solid
Rocket Nozzle 1 (SRN1) design as the subject ofyaisaand considered the response of this
structure to the instantaneous application of stetate thermal and pressure loading
conditions. In particular, the simulation utilisadset of thermal and structural models, without
any incorporation of exhaust flow modelling. To yide context to the results obtained, the burn
period structural response of SRN1 was simulatedHe same loading conditions and finite

element models.

Over and above its introductory nature, the primabjective of the simulation was to

investigate and characterise the nature of theorespof SRN1 to instantaneous thermal and
pressure loading during the simulated ignition évdfurthermore, a key outcome of the
simulation was to determine whether quasi-staticdefimg of the structure predicted its

response sufficiently or if a dynamic analysis megiwas required fully capture response
phenomena.

The temperature and pressure loading conditiong derived on the basis of results presented
in literature and were applied directly to the wdttsurfaces of the thermal and structural
models. To establish the suitability of SRN1's desithe burn period thermal and structural
responses were simulated and demonstrated thateign provided reasonable performance
with respect to the purposes of the current ingatibn. The structure’s ignition response was
then simulated using quasi-static and dynamic solutgimes, and results were evaluated at a

number of locations within the axisymmetric plafiéSB&N1's entrance and throat region.
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The development of the constituent models, theiegan of the simulation methodologies and

the interpretation of the subsequent numericalltesull now be discussed in greater detalil.

4.2 Analysis Parameters

4.2.1 Solid Rocket Nozzle 1

In light of the difficulty encountered in obtaininige design details of any existing SRM nozzles,
the designs examined in this work had to be deeeldyy the author on the basis of the general
SRM nozzle design principles discussed extensiveBllis (1975). Solid Rocket Nozzle 1 was

the first of these designs to be developed, firlfillan exploratory function.

The primary design criterion was to create a nottzé was as simply configured as possible,
whilst exhibiting the fundamental features commorestablished medium scale booster SRM
nozzles. A review of various nozzle profiles wasnduacted to determine key design
characteristics that could guide the developmenthef SRN1 architecture. Specifically, the
geometries and materials of construction emplogedHe thermal liners, insulators and attach
structures of the nozzles were examined closelye @articular nozzle design featured in
Ellis (1975), the BE-3A4, exhibited an attractivenfiguration, possessing a minimal number of

subcomponents and a simple geometry. The BE-3Aiglésshown in Figure 4.1.

Material Function
1 Polycryatalline graphite Throat ineert
] Graphite /phenolic die molding Forward exit thermal liner
3 Siliea/phenolic die molding Throat insulation, aft exit liner,
insulation, and structure
4 Aluminum Attach structure

Figure 4.1 The BE-3A4 nozzle (Ellis (1975)).

As can be seen in Figure 4.1, the BE-3A¥esign employs a polycrystalline graphite throat
insert, which also provides the nozzle’'s inner @amte contour, and die molded graphite- and
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silica-phenolic composites for the fore and aft erine sections, respectively. The aft exit cone
section extends forward, providing insulation t@ tbmall aluminium attach structure and

support to the throat insert. This detail illustsathe efficient use of thermal composites in the
design, as aft exit cone section is able to adtodls a thermal liner and a structural element, in
addition to providing insulation to the thermallylnerable attach structure.

The geometry of the subcomponents and wetted suifaagelatively straight forward. The
entrance region profile is uncomplicated and thie @mne features a conical exit contour with a
moderate half angle and expansion ratio. As fanater integration is concerned, the location of
the attach structure indicates that the nozzle astiglly submerged within the motor’s
combustion chamber. In addition, the design ofdtiach structure indicates that the nozzle is
rigidly attached to the combustion chamber and du#saccommodate gimballing for thrust
vector control. It is as a consequence of this alelesign simplicity, that the BE-3A4 nozzle

provided a useful model upon which SRN1 configoratould roughly be based.

The design of Solid Rocket Nozzle 1 is shown inukég4.2, and is given dimensional detail in
Appendix A. SRN1 was designed as a submerged néeatering a 16% level of submergence,
which is proportionally similar to that of the BE&3 design. SRN1 also features a fairly similar
architecture, comprising four main substructuresinéegral throat and entrance (ITE), a conical

exit cone, an insulator and an attach structure.

Insulator

Attach Structure

e

Exat Cone

Integral Throat
Entrance

Figure 4.2 Structural configuration of SRN1.
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The design differs in terms of the materials ofstarction however; mainly to ensure that it is
as representative of the state-of-the-art as plesskurthermore, in consideration of the
axisymmetric nature of the analysis, only rotatlpngaymmetric materials could be assigned in
the design. Instead of employing polycrystallinapite for the ITE, a 4D spatially reinforced
carbon-carbon composite was designated, which #ghfar superior thermostructural and
erosion resistant qualities. In place of die mold@ita-phenolic insulation, a 2D tape wound
carbon-phenolic composite was specified for thelatsr, as thermal and mechanical properties
were obtainable for this material. Since this stditiynot consider the effects of ablation, it was
important that a thermally stable material was el for the exit cone to ensure realistic
simulation of the structure’s response during theatively long motor burn period.
Consequently, a 3D spatially reinforced carbon-canmaterial was chosen for this case, instead
of a reinforced phenolic material. In terms of gahdimensions, SRN1 has a nominal length of
1 m and a throat diameter of 0.144 m. The exit dmifangle is 15°, the entrance-to-throat area

ratio is 3 and the exit-to-throat area ratio is-l€ach of which is in line with design practice.

4.2.2 NozzleMaterial Properties

Acquiring suitable mechanical and thermal properfae the composite materials prescribed in
the SRN1 design also proved to be a significantlehge, particularly because such data is
commonly proprietary in nature. After an extensiggiew of related literature, a collection of
applicable properties was found in the work of Yeb al (2003), which describes the
thermoelastic analysis of an SRM nozzle comprisipatially reinforced carbon-carbon as well
as tape-wound carbon phenolic composites. Theddéaned from this source and employed in
the finite element thermal and structural modelSBN1 are reflected in Table 4.1. The data is
presented in reference to a cylindrical coordiratstem, where, 6 andz denote the radial,
circumferential and axial directions, respectivélys, E,,, Er, Goz, Gor, Gzr, Vozy Vary Ver, Koy Koy K,y

oy, 0 anda,, are the moduli of elasticity, shear moduli, Paoisaatios, thermal conductivities
and coefficients of thermal expansion in their agged directions, respectively, whilsg @dp

are the materials’ specific heat capacity and dgnsspectively.

The effect of temperature on material properties nat considered in the analysis undertaken

by Yoo et al (2003) and no details regarding therrttal dependence were presented in their

work. Despite numerous efforts, the author was lenmbobtain any further data associated with
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these materials, and consequently, an assumptitengferature independence had to be made

in the SRN1 simulations.

Property 4D C-C 3D C-C 2D C-P Steel
Ee = E,,, GPa 24.6 34.42 74.5 205
E., GPa 30.65 34.42 15.71 205
Gy, GPa 9.17 2.552 5.017 78.13
Gy = G,,, GPa 2.48 2.552 4.65 78.13
Vog 0.341 0.083 0.1 0.28
Vor = Vor 0.0664 0.083 0.54 0.28
ko = ky, W/mK 14.45 13.96 2.38 40.6
k,, W/mK 14.14 13.96 0.38 40.6
oy =0, X10° /°C 458 4.76 -1.5 14.6
o, X10° /°C 4.97 4.76 27 14.6
Cp, JIkgK 1159 1153 1206 595
p, kg/nt 1507 1514 1329 7800

Table 4.1 Mechanical and thermal properties ofctirestituent materials.

4.2.3 Loading Conditions

The two predominant sources of nozzle loading saedl in this study were combustion gas
pressure and thermal loading. Quite clearly thouglorder to accurately represent the manner
in which pressure and heat are applied to an SRilihglugnition, loading conditions must be
given resolution in both a spatial and temporakeeihat is, one expects a magnitude variation
according to position along the nozzle wall andoaditig to time, as an SRM ignition event is

inherently unsteady.

This presented a difficulty however, as the techesrequired to reproduce such loading
conditions were beyond the scope of the currentlsition. It therefore became clear that the
loading conditions applied in the simulation coaldy be coarsely approximated. The approach
that was finally adopted to achieve this was tan#ethe spatial component of the loading
conditions with wall pressure and temperature ithistions obtained for steady flow conditions,
and to describe the temporal component of the ¢ongdi with a simple time function —

assuming that the pressure and thermal loading vetee identical.

As far as the spatial component is concerned, ttegeniques for defining the distribution of

nozzle wall pressures and temperatures were copdidénalytically, these parameters could
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have been approximated using one-dimensional gasndig theory, assuming steady and
inviscid compressible flow. The application of tihézhnique is able to yield reasonable results
for the core region of nozzle flows, providing fairaccurate temperature and pressure
distributions. Although static pressure at the fozwzall can also be predicted to an acceptable
accuracy, wall-side temperatures are significaatlgrestimated as the viscous boundary layer
that forms in real nozzle flow is obviously not taed by such a model. Since the significance
of thermoelastic stresses in SRM nozzles has ba=iywpublished, it was clear that the thermal
loading condition needed to be as realistic asiplesand a decision was therefore made not to

employ this approach.

The two remaining approaches entailed using eitbherputationally or experimentally derived
data. Since the focus of the current exercise wasdvide an introduction to the task of ignition
period structural response modelling, an extensiothat task to include flow modelling was
deemed too complex at this early stage of the stitdyas therefore concluded that the use of

experimental data presented in literature shoulterabe explored.

Conveniently, the loading conditions employed byoYet al (2003) for their analysis were

presented in their work. In the absence of similata from any other sources of literature
reviewed, this information was used to developltizgling conditions employed for the current
simulation. These conditions are presented in Egud.3 and 4.4, where pressure and
temperature distributions prescribed along SRN1&ted surface are shown as functions of

axial distance from the nozzle’s entrance plarspeetively.

As far as the specification of the temporal commbraé these loading conditions is concerned,
both ramp and Heaviside type functions were coms@leAlthough it was recognised that the
specified loading rate would likely influence theature of SRN1's structural response
significantly, as a first approach, a step functivas chosen to model both pressure and
temperature loading conditions. In theory, the iptibn of the Heaviside function in the
ignition period simulation scenario suggests obsidbaracteristics: at simulation time t=the
loading magnitudes are zero, and at t=tBe loading magnitudes take on nominal values. Bu
when implemented practically in a temporally disommous context, such as in a transient finite
element solution, the instantaneous rise in vataasonly be approximated as a very steep ramp

function; the length of which spans the very filiste step in the solution. When the word
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‘instantaneous’ is used in reference to the cursemulation therefore, it is being used to

describe this approximation.

Pressure, MPa
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Figure 4.3 SRN1 wall pressure distribution.
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Figure 4.4 SRN1 wall temperature distribution.

4.2.4 Modelling Approach

The modelling approach adopted for the current Eitimn is effectively the most fundamental
method that can be used for simulating the stratt@sponse of a nozzle subjected to pressure
and thermal loading. As implied already, the appinoemployed two finite element models to
which predefined boundary conditions were appli€de first model was developed in the

ADINA system'’s thermal simulation module, ADINA-And served as a thermal representation
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of SRN1, whilst the second model provided a stmattrepresentation of the nozzle and was
developed in the ADINA module.

For both the ignition period and burn period scEsarthe structural response simulation was
carried out using a two stage solution scheme. ioeess would begin with the transient
thermal simulation, where the axisymmetric tempgeadistribution in SRN1 was resolved for
the stipulated time period and loading conditioamperature data at each node of the thermal
model was then saved in the form of a temperatueping file written to memory by ADINA-

T. The structural simulation would then be run,hailhe axisymmetric structural model being
subjected to both the pressure loading conditiod e nodal temperature input from the
mapping file. In this manner, the thermostructaliaplacements and thus stresses attributable to
the thermal expansion and or contraction of thezleozould be computed and accounted for as
part of the structural simulation. For ignition ek modelling, the process followed was
identical, whether a quasi-static or dynamic stradtsolution regime was being implemented.
Either solution regime could be invoked in ADINArdkigh a simple specification of the
solution type required. A flow chart depicting ttm@delling approach employed for the current

study is presented in Figure 4.5.

THERMAL Temperature STRUCTURAL Effective Structural
MODEL Distribution MODEL Response
A A
Temperature Pressure Loading
Loading Condition Condition

Figure 4.5 General SRN1 modelling approach.

4.3 Structural and Thermal Modelling

4.3.1 Geometry Definition

The first specific modelling task undertaken waes ¢reation of the two dimensional geometry in
ADINA-T representing an axisymmetric section of SRNhis was achieved by specifying line
element start and end points within the YZ planehef global coordinate system, from which
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straight lines, arcs and subsequently surfacesldmildeveloped. This approach was selected in
preference to importing the geometry from a deditalid modelling program as it allowed for
greater control of the finite element mesh densisgtribution. A drawback to this method
however, was that it resulted in the generatioradhirly unstructured mesh. This is as a
consequence of the fact that the ADINA system 8rtiite definition of surfaces to either 3 or 4
points or 3 or 4 enclosing lines. Considering thenher of points required to define the model,
certain additional lines at irregular orientatiomsre required to divide loops consisting of 5 or
more lines, to allow for the definition of surfacekhis ‘quilting’ technique resulted in the
overall geometry comprising a multitude of smakerfaces. The final SRN1 axisymmetric
geometry is shown in Figure 4.6.

Figure 4.6 Axisymmetric finite element model geomet

Once the geometry had been created, the numbebdfvisions along each of its line elements
was set. By setting these subdivisions, the mesth geints were established and hence the local
mesh density could be specified according to grdteid requirements. In this regard, the
strategy employed was relatively straightforwatdwés decided that as a first iteration, the
mesh density be kept as uniform as possible andhbasubdivisions be arranged to generate a
mesh of as high a quality as was possible. Fintiig subdivided thermal model geometry was
copied into the ADINA module to provide identicabametric parameters for the structural
model.

4.3.2 Boundary Conditions

With respect to the thermal problem, two boundapyditions were assigned; the first, to
represent the imposed temperature loading conditiod the second, to represent convection of
heat from the nozzle's outer wall to the surrougdatmosphere. Although not critical for the

short ignition period simulation, the latter boundaondition would be needed for the burn
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period simulation to avoid the specification of amrealistic adiabatic boundary by default. A
heat transfer coefficient of 0.15"nwas specified at the convection boundary, as eyegl®dy
Kardomateas (1990). Thermal loading was appliedhéo lines representing SRN1's wetted
surface according to the distribution shown in Figd.4, using ADINA-T's spatial function
facility. It should be noted that for the outer fase of SRN1's entrance region, a uniform
thermal loading of the maximum magnitude was apglesimulate heating of this area.

Two boundary conditions were also required forgtractural model. To constrain the model, a
condition of full fixity in translation and rotatiowas imposed upon the three lines associated
with the outer edges of the attach structure. Tdwek and location of this constraint was felt to
be most representative of the circumferential jofivatt would hypothetically exist between the
nozzle and motor casing. The pressure loading tiondivas applied to the relevant lines of the
model by the use of spatial line functions, acamgdio the stipulated distribution depicted in
Figure 4.3. Once again, to define the pressurdangath the outer surface of the entrance region,

the maximum magnitude of pressure loading was egpd this area.

4.3.3 Finite Element Meshing

The accurate capture of elastodynamic wave projmagatsing the finite element method
requires the prescription of particularly high megmsities. Unavoidably however, this comes at
significant computational expense. The approachptedoin this exercise therefore, was to
initially employ a relatively coarse and computatily economical mesh. If propagation effects
appeared to manifest in the solution generated With coarse density, the mesh could be
refined to increase the accuracy of the responsgmfar argument applied to the mesh density
employed in the thermal model, as the instantanéemperature loading condition and short
analysis duration suggested the specification fii@emesh density, particularly in the vicinity
of the heated boundaries. Considering the prelirginature of the exercise however, it was felt
that the generation of an approximate transienfpégature solution would provide a useful
foundation for further refinement.

Two physical phenomena had to be represented bfirtite element mesh used for SRN1's
thermal model; the two-dimensional conduction ofththrough the nozzle from its heated
boundary, and the one-dimensional convection ot lfieen the nozzle's outer wall to the

external atmosphere. The first task in developihg tonduction element mesh was the
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specification of three thermally orthotropic ma&knnodels to represent the 4D C-C, 3D C-C
and 2D C-P composites, and one thermally isotrogterial model to represent the steel. These
material models were defined according to theipeissed properties of thermal conductivity
and specific heat reflected in Table 4.1. Axisynmioetlement groups were subsequently
created for each of these materials on the badiseoélement characteristics elaborated upon in
Chapter 3. Thereafter, the 26 surfaces of the gggmere meshed using ADINA-T's 9-noded
axisymmetric conduction elements, with each elengemtip corresponding to a set of surfaces
representing a given substructure.

To describe convection, a constant convection ‘risdtevas defined to specify the heat transfer
coefficient and a convection ‘load’ was defined $pecify the external environmental
temperature. A line convection element group was tbreated to enable the one-dimensional
convection elements to be meshed along the desidjnadnvection boundary. The overall
thermal mesh was comprised of 978 elements andoiarsin Figure 4.7. The location of the
convection boundary condition and convection eleémenindicated by the orange line and the
element groups representing SRN1's four substrestegan be distinguished by the different

colours prescribed to each region.

Convection Boundary
Condition

N

Figure 4.7 The meshed SRN1 thermal model.

The process of developing the structural mesh &ty paralleled that followed for creating
the thermal mesh, however only one general elemhgrd was used. Firstly, three thermo-
orthotropic material models and one thermo-isotropnaterial model were specified,
representing the elastic properties of the comstitumaterials reflected in Table 4.1.
Axisymmetric element groups corresponding to eaciteniml were then created to give
definition to the elements to be used to reprefenfour substructures, and the structural mesh

78



was subsequently generated using ADINA's 9-nodaslyexmetric solid elements. As the line
subdivisions in the structural model were the samthose applied in the thermal model, and as

both models employed quadrilateral elements, te#iblution of elements in each model was
identical.

As far as specifications relating to structural garg are concerned, it was decided that in the
absence of appropriate damping parameters for SKRMaterials of construction, damping of

the nozzle would not be considered. The resulttngcgiral mesh of 909 elements is shown in
Figure 4.8, and for illustration purposes, the riistion of the applied pressure loading

condition is also graphically depicted in this figuAn enlarged view of SRN1’s entrance and
throat region is shown in Fig. 4.9, detailing thesim applied in this area and the location of the
structural model’s full fixity constraint.
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Figure 4.8 The meshed SRN1 structural model.
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Figure 4.9 Throat and entrance mesh detail andifity constraint location.
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4.3.4 Simulation Time Parameters

The quasi-static assessment of SRN1's structusgorese during the motor burn period was the
first simulation performed in this exercise. To slate this phase of operation, the pressure and
temperature loading conditions were applied tortbzzle at nominal magnitude for a period of
sixty seconds. As far as time discretization isceoned, an analysis time step size of 0.1 s was
selected, resulting in a solution comprising 600Qetisteps. Since a quasi-static solution was
being considered, it was felt that these specificat would comfortably provide sufficient
temporal resolution to the problem.

The second simulation was concerned with the stre® response during the motor ignition
phase, immediately after the instantaneous apitatf the loading conditions. Owing to the
potential manifestation of vibratory effects inghiesponse, discretization in the temporal sense
needed to be of much higher resolution than inctme of the burn period simulation. In this
regard, a time step size of 2X18 was selected for this purpose and applied fér @8ps,
resulting in a total analysis period of 0.05 s. Alther modelling parameters remained

unchanged, however.

To determine the inertial nature of SRN1's respotise ignition period simulation comprised
two separate analyses, the first evaluating thetsiral response in a dynamic sense, while the

second generating a quasi-static solution for coatjpy& purposes.

4.3.5 Results Sampling

The substructure that received particular attentiothe current study was SRN1's integral

throat and entrance (ITE). As a consequence slitsnergence and other factors, the ITE would
be subjected to the most severe thermal and peessading of the four substructures, and it
thus provided an appropriate case for examinatioarder for the thermal and structural models
to realistically simulate the response behaviouhefITE during operation, SRN1 was analysed
in its entirety to allow for any physical interamis between the ITE and the surrounding
substructures to take place.

Sampling of thermal and structural response daim fthe constituent models was achieved

through the use of a series of sample contourgairds, which are shown in the axisymmetric
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projection of the ITE in Figure 4.10. In this manna wide range of substructure responses

could be obtained as functions of both position tame.

Figure 4.10 Integral throat and entrance sampléocos and points.

4.4 Results and Discussion

4.4.1 Motor Burn Period Assessment

The primary objective of carrying out the motor mbyveriod assessment was to determine
whether the SRN1 design would perform within a oeable thermal and structural envelope
and thus constitute an acceptable exploratory de&igllowing the solution run, the output files
of the two constituent models were opened in ADIBIAJost-processing module and the
resultant thermal and structural responses of thezlea were evaluated. The temperature
histories at sample points 8, 9 and 10 over thenoinete simulation period are shown in Figure
4.11, whilst band plots of the temperature distidouin the nozzle at solution times of 10 s, 30 s

and 60 s are shown in Figure 4.12.

In reference to Figure 4.11, the early thermaloasp at sample points SP8 and SP10, which are
located on the outer and inner surfaces of thayiate¢hroat and entrance, clearly illustrate the
manner in which the temperature loading conditisas to its nominal value between t = 0 and t
= 0 +At. Furthermore, the nature of the temperature histbSP9 is reasonable in consideration
of the fact that SP9 is positioned approximateljweay between SP8 and SP10. Importantly,
the response also suggests that thermal equilibnasnot been established in the ITE at the

conclusion of the 60 s burn.
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Figure 4.11 Temperature histories at sample p&ing& 10.
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Figure 4.12 Temperature distributions in SRN1 at @10 s, (b) t =30s and (c) t = 60 s.
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The temperature distributions shown in Figure 4cl@arly illustrate the evolution of the
temperature field within SRN1 during the simulatiperiod. As expected, the severe thermal
loading at the entrance and throat region resalgnificant heating of the ITE and insulator,
whereas temperatures encountered in the exit aerlevaer, particularly over the last two-thirds
of this substructure. The low thermal gradientd #r@ shown to exist in the radial direction
across the ITE and exit cone in the final plot jieva graphical demonstration of the relatively
high thermal conductivities of the 4D and 3D cadoanbon materials. As far as the
performance of the insulator is concerned, it appé#@at a fair degree of thermal protection is
offered to the attach structure, although its théds in the axial direction would ideally have to
be increased to limit temperatures in the adjacegibn of the attach structure to acceptable
levels. For the purposes of an exploratory exeromsever, the overall design appeared to be

reasonable as far as thermal characteristics aienoed.

In terms of the structural response of the nozhlke variation in stress with time at SP8, SP9 &
SP10 were investigated to provide a basic indinatiegarding the structural validity of the
SRN1 design. The hoop, radial and axial stressilpsofit these sample points are shown as
functions of time in Figures 4.13-4.15, whilst therresponding maximum/minimum stress

magnitudes at the three locations are displaydédbie 4.2.
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Figure 4.13 Quasi-static hoop stress histories@ipte points 8, 9 & 10.
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Figure 4.14 Quasi-static radial stress historiesaaiple points 8, 9 & 10.
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Figure 4.15 Quasi-static axial stress historiesaatple points 8, 9 & 10.

Stress (M Pa) Hoop Radial Axial

SP10  SP9 SP8 SP10  SP9 SP8 SP10 SP9 SP8
Maximum 0.0C 36.3¢ 0.0C 0.0C 2.4¢ 0.0C 0.0C 13.2¢ 8.3(
Minimum -215.40 -32.02 -181.13 -17.95 -2.47 -32.49 -148.583.52  -157.33

Table 4.2 Maximum and minimum stresses at sample98, 9 & 10.
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As reflected in Figures 4.13 — 4.15, the instarefamaximum/minimum stresses highlighted in
Table 4.2 all occur within 5 seconds of motor igmt As time progresses and the depth of
thermal penetration increases, differences in takaxpansion within the ITE relax, and stresses
subsequently decrease and level off as their stetadly values are approached. It is clear that
during the burn period, compressive stresses atspieeified sample points in the ITE are
predicted to be significantly greater in magnittidan tensile stresses. The highest tensile stress
is shown to occur at SP9 in the hoop direction andell within the general tensile strength
capacity of spatially reinforced Carbon-Carbon mate However, the magnitude of the highest
compressive stress, encountered at SP10, is aable@nd modifications to the design would
be required to reduce the compressive stressasinegion, and the compressive hoop and axial
stresses present at SP8 and SP8 to acceptable Iegethe purposes of this work however, and
in view of the reasonable thermal performance efrtbzzle, it is reasonable to conclude that the
SRN1 design provides a satisfactory representafisofar as thermal and structural

considerations are concerned.

4.4.2 I gnition Period Dynamic Structural Response

As far as the ignition period results are conceriitedas felt that it would ultimately be more
useful to record the structural responses at sapglgs as a function of time, as opposed to
recording such responses along sample contourspattigular time. In light of this, data for
dynamic and quasi-static hoop, radial and axialssts were captured at sample points 2, 3, 4, 8,
9, 10, 13, 14 and 15 to provide through-the-thiskneesponse histories along sample contours
2, 4 and 5. These three sample point groups weargechas they allowed for assessments to be
made at the surface, within the surface, and incds® of SP13, at the interface with another
substructure. The resulting stress response hastare presented in Figures 4.16 — 4.25.

In general consideration of these results, a wanétdefinite trends were observed. The most
notable of these is that the response predictetidogynamic solution regime was characterised
as oscillatory in all cases. The frequency at whills vibration occurs suggests that the
instigation and subsequent propagation of elastuyn waves has taken place. Another
significant trend was the manner in which this dgiasolution, without exception, oscillated
about the associated quasi-static solution. Thatthe mean of the dynamic oscillations

coincided with the quasi-static solution at idealtipoints in time, with no divergence between
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the two responses during the period of analysiss Tésult is consistent with the nature of the

problem however, considering its prescribed geamatrd physical linearity.
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Figure 4.16 Dynamic and quasi-static hoop stregsamse at sample point 2.
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Figure 4.17 Dynamic and quasi-static radial stresponse at sample point 2.
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Figure 4.18 Dynamic and quasi-static axial stresponse at sample point 2.
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Figure 4.19 Dynamic and quasi-static hoop stressamese at sample point 3.
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Figure 4.20 Dynamic and quasi-static axial stresponse at sample point 8.
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Figure 4.21 Dynamic and quasi-static hoop stregzorese at sample point 13.

88



-4.00E+06

-4.50E+06 A —— Dynamic Response

-3.00E+06

Quasi-Static Response

-5.50E+06 A

-6.00E+06

-6.50E+06 +

Radial Stress, Pa

LA
=7.00E:+06 {1 AT RNV Al SR LA 1E1 1 N
\| FHn i ||"|‘IH Ilw_llll‘.\

-7.50E+06 A

-3.00E+06 A

-8.50E+06 T T T T
0.00 0.01 0.02 0.03 0.04 0.05

Time, s

Figure 4.22 Dynamic and quasi-static radial stresponse at sample point 13.
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Figure 4.23 Dynamic and quasi-static axial stresponse at sample point 13.

89



8.00E+06

6.00E+06 A

4.00E+06 A I

i JH“
|l 1

il

I AT
Il | k|
|

2.00E+06 A

[l ” A
0.00E+00 “ it

Axial Stress, Pa

—— Dynanmuc Response
-2.00E+06

Quasi-Static Response

-4.00E+06 T T T T
0.00 0.01 0.02 0.03 0.04 0.05

Time, s

Figure 4.24 Dynamic and quasi-static axial stresponse at sample point 14.
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Figure 4.25 Dynamic and quasi-static radial stresponse at sample point 15.
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Another interesting pattern that emerged was thall aample points assessed, apart from SP14,
the hoop, radial and axial stress responses wexicped to be compressive immediately after
the application of loading at t = 0 s. Only theadustress response at SP14, shown in Figure 4.24
differs in this regard, remaining tensile for theation of the analysis. In general however, both
the dynamic and quasi-static responses remainegressive for this period, apart from the
hoop stress response at SP3, which undergoessititrarfrom compressive to tensile stress at
approximately t = 0.04 s, as illustrated in Figdr&o.

In terms of the variance of the through-the-thids@lynamic hoop, radial and axial stress
responses at sample points along sample contodrarg] 5, several interesting behaviours were
observed. Chief among these was the degree ofati&sil predicted to occur in the dynamic
radial sress responses at sample points situatedeofiee surfaces of the ITE, as depicted in
Figures 4.17 and 4.25. At these locations, it saclthat the amplitude of oscillation is
considerably lower than in the case of radial stsfiles at points submerged within the ITE,
such as SP13 shown in Figure 4.22, where the Higtreplitude is in the order of 1.25MPa.
Similar behaviour was observed in the axial strpssfile for SP2, where oscillation is
significantly lower than in the case of axial streaesponses evaluated at other positions. This
difference in behaviour is most likely attributatiteSP2’s proximity to the leading edge of the
ITE, where inertially induced stresses would be le®valent. Oscillatory magnitudes naturally
increase towards the centre of the substructurebenyas indicated by the axial stress response
of SP8 shown in Figure 4.20.

Insofar as response behaviour at the interface degtwthe C-C ITE and the C-P insulator
substructures is concerned, stress historiess shiowfigures 4.21-4.23 are similar to the
responses predicted at other submerged samplespaith comparable dynamic amplitudes and

guasi-static trends.

As discussed previously, all dynamic stress regmuerived from the current ignition period
simulation oscillate about the quasi-static sohtiorespective of the sampling position or class
of stress. The degree by which the magnitude ofl{fmamic response exceeds that of the quasi-
static response is therefore the most critical iclemation in determining the significance of
accounting for inertial effects in analyses of tgure. From observations of the response of the

ITE to instantaneous loading, it appears thatdhEsrepancy varies quite substantially.
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For instance, in the hoop stress response at S§3réF4.19), the most severe stress predicted
by the dynamic analysis exceeds that of the quascsanalysis by 137%, with a compressive
stress of 9.24MPa — which is however a relatively ktress level. By contrast, in the radial
stress response at SP15 (Figure 4.25), the mostesetress predicted by the dynamic analysis
only exceeds that of the quasi-static analysis.B8%. Interestingly, in the most extreme stress
response, the hoop stress response at SP15, tpestlarariance in compressive stresses
estimated by either analysis regime is only frawlty greater than 1%.

In general however, the majority of the responskeseoved showed a significant variance
between the dynamic and quasi-static solutionsh Wid out of the 27 responses sampled
featuring a maximum stress magnitude variance ef @6%. This result clearly illustrates that
although the dynamic thermostructural responsevalthe trend predicted by the quasi-static
solution, considerable discrepancies exist betw#g®m maximum and minimum stress
magnitudes in either case. Furthermore, in viewthef complex stress-interaction nature of
contemporary failure criteria formulations for comsfie materials, the results obtained in this
exercise suggest that inertial effects may nedwzbtoonsidered in the assessment of the ignition

period structural response of structures of thianea subjected to similar loading conditions.

With regards to the result discussed above, ititeqapparent that in order to ascertain a more
accurate representation of the ignition responsth@®flITE and indeed the SRN1 nozzle as a
whole, significant revisions to the simulation misdeould be required. The most significant
changes would perhaps relate to the characteristit®e meshes employed by the thermal and
structural models. In particular, the mesh denaitg distribution associated with both models
would have to be refined to enable the effectsxtifeenely rapid loading rates to be captured
with improved accuracy. Furthermore, the tempoiiatrétization of the structural problem
would require further refinement in order to ensuhat the waveform of the apparent

elastodynamic perturbations is given sufficientrdgén.

In a general sense, carrying out such refinemettitées would have constituted a significant
undertaking. Considering the approximate naturehef available pressure and temperature
loading conditions, it was felt that instead of guing model refinement activities, it would be
more beneficial to focus on establishing an exhflagt modelling capacity from which more

representative loading conditions could be deriwedhis manner, the refinement of subsequent
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models could be made on a more realistic basisvak therefore decided that the current
simulation efforts be concluded to allow the depetent of a more advanced modelling

approach to be pursued.

4.5 Conclusion

The current numerical simulation efforts serveadmtroduction to the methodologies involved
in simulating the structural response of a compoSRRM nozzle to instantaneously applied
pressure and thermal loading. In particular, effevere concerned with the response modelling
of Solid Rocket Nozzle 1 during both motor burn dgdition scenarios, using predefined

loading conditions and a fairly rudimentary modseiliapproach.

An axisymmetric thermal model was developed to igtettie burn and ignition period transient
temperature distributions within the nozzle, whieére subsequently employed by an associated
axisymmetric structural model to allow the subsequB/namic and/or quasi-static response of
the nozzle to be modelled. The motor burn pericalyais results demonstrated the suitability of
the SRN1 design, whilst the ignition period anayssults illustrated significant discrepancies
between the responses within the integral throdtesntrance that were predicted by the dynamic
and quasi-static solution regimes. Furthermore, thoe instantaneous loading conditions
considered, the presence of elastodynamic waveapgatipn within the ITE was clearly
indicated in the dynamic solution, having the gaheffect of increasing maximum compressive

and tensile stresses by an appreciable margin.

In spite of these notable observations, it wasnaltely decided that instead of pursuing further
model refinement efforts, the capacity to modehdrant nozzle flows be developed to enable
the provision of higher fidelity loading conditianshe development of this capacity and the
characteristic ignition period structural resposgbsequently derived in the resulting simulation

will be discussed in the following chapter.
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CHAPTER 5

Simulation of the Structural Response of a CompdSRM Nozzle to

Transient Pressure Loading

5.1 Introduction

In light of the restricted representation provideg the ignition period loading conditions

employed in the previous simulation, work on exhdlesv model development was initiated

with the intention of generating more realisticdvey conditions, at least in a qualitative sense.
In addition, a new nozzle design, Solid Rocket N®Z (SRN2), was created to provide an
analysis subject fifty percent larger in size anithva design layout more characteristic of
modern booster SRM nozzles. These efforts provetstoactive, and following a process of

model refinement, the first ignition period strueturesponse simulation incorporating flow

modelling was undertaken. This simulation servethasubject of the following chapter.

The primary objective of the simulation was to erd the nature of the response of the SRN2
structure to pressure loading derived from an w@ateignition period flow simulation.
Furthermore, the degree of aeroelastic couplingiden the nozzle and the flow field during the
ignition transient was to be assessed using thé-$lmucture interaction capacity of the ADINA
system. Consideration was not given to thermal leolading in this initial multidisciplinary
simulation to limit the complexity of the problem&n intermediate level.

Inlet conditions for the flow model were derived thre basis of an SRM combustion chamber
ignition pressure history obtained from literatared an assumed temperature transient. Steady
and unsteady flow simulations were carried out, twedresultant flow fields were qualitatively
evaluated to determine the validity of the soluigenerated. The transient wall-side pressure
distribution resolved by the unsteady flow modebswgplied to a structural model of SRN2 via
a fluid-structure boundary condition, to generdte tgnition period structural response. By
specifying the fluid-structure interaction iteraticonditions, both the coupled and uncoupled
responses could be developed. The modes of fluidtsre interaction during the ignition

period for the current conditions were characteriaad overall structural deformations of the
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nozzle were observed. In addition, stress respofrses four locations within the nozzle
predicted by coupled and uncoupled solution regimese investigated. Finally, comparisons
between these data were made to shed light onxtbateof the interaction between SRN2 and

its associated exhaust gas flow field, during &glggnition transient.

5.2 Analysis Parameters

5.2.1 Solid Rocket Nozzle 2

A new nozzle design, Solid Rocket Nozzle 2 (SRN&s developed to serve as the analysis
subject for the current simulation. In general tgritne SRN2 design features an architecture
which is more consistent with that of modern boo8BM nozzle designs. The design does
however still employ the four basic substructueasintegral throat entrance (ITE), an exit cone,
an insulator and an attach structure. A crossaaaltiview of the SRN2 design is shown in

Figure 5.1.

INSULATOR

INTEGRAL THROAT
ENTRANCE

ATTATCH
STRUCTURE
EXIT CONE

Figure 5.1 Solid Rocket Nozzle Design 2.

As can be seen in Figure 5.1, when compared toofh@RN1, the SRN2 ITE is more complex
in design, extends further downstream of the thapat features a sharper, shorter convergence
with a contraction ratio of 2.5. The exit coneadmgd to the ITE via a more elaborate interface

that allows acute corners to be avoided and is aoatipely thinner over its length than the
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SRN1 exit cone. The exit cone divergence half afge been increased to 17.5° and the
expansion ratio has been reduced slightly to aevalu8, but the exit cone contour remains
conical. The SRN2 attach structure is also compaigt larger and more sophisticated,

providing for a high aperture attachment to the SRMmbustion chamber and more

comprehensive support of the composite substrugturbe insulator has consequently been
extended to provide the necessary protection tohtgkly submerged attach structure. Once
again, the nozzle was assumed to be rigidly atthdioethe combustion chamber via a

circumferential bolted joint.

In physical terms, SRN2 is significantly largerntf@RN1. With the distance from leading edge
to exit plane measuring 1.5m, SRN2 is 50% londeant SRN1, although the level of
submergence has been reduced from 16% to 12%.diticer] the throat diameter has been
increased significantly from 0.144 m on SRN1 to50mM on SRN2. The major dimensions of
SRN2 are displayed in Figure 5.2. Greater dimerdidetail is provided in Appendix A.

1550 |

336

2325

150 1220

Figure 5.2 Major dimensions of Solid Rocket NoZzle

5.2.2 Nozzle and Flow Material Properties

The material properties of Yoo et al (2003) incagbed in the previous study were used once
again to define SRN2's materials of constructione Dnly difference in the current application

of this data was the specification of the 3D carbarbon material for both the ITE and the exit
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cone substructures, to simplify the problem slighfrhe mechanical properties of SRN2's
materials of construction are shown in Table 5dimdor the sake of convenience. Once more,
r, 8 andz denote the radial, circumferential and axial diets, respectively, whilstdg, E,;, Ex,

Gez, Gor, G21, Vo2, V21, Vor @ndp stipulate the moduli of elasticity, shear modBljison’s ratios and
density of the materials, respectively. As the oese of the nozzle to pressure loading alone
was of interest in the current simulation, thermakerial properties were not considered.

Property 3D C-C 2D C-P Steel

o = E,, GPa 34.42 74.5 205
E., GPa 34.42 15.71 205
Gy, GPa 2.552 5.017 78.13
Gy = G, GPa 2.552 4.65 78.13
Vo 0.083 0.1 0.28
Var = Vor 0.083 0.54 0.28
p, kg/nt 1514 1329 7800

Table 5.1 Mechanical properties of the SRN2’s dturesit materials.

As far as properties defining combustion gasesifigwwthrough the nozzle are concerned, data
were required that were consistent with flow mddglisimplifications stipulated in Chapter 3;
namely that only a single phase, non-reacting amperature independent flow could be
considered. After a review of related literatune,appropriate set of properties were obtained in
the work of Montesano et al (2008), where the datee employed in an investigation into the
effects of structural and acoustic coupling on ptlamt combustion in a solid rocket motor. The
properties specific to the current simulation awargified in Table 5.2.

Property Value
Ratio of Specific Heaty. 1.z
Specific Heat at Constant Pressur,, J/kgK 200c
Dynamic Viscosity, u, kg/ms 8.07¢5
Thermal Conductivity, k, W/m 0.19¢
Particle Mass Fraction, 0

Table 5.2 Properties of simulated exhaust gas.
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5.2.3 Flow Domain Definition

Once the design of SRN2 had been established xtbgnametric domain within which the flow
of combustion products would be modelled needezktdefined. Definition of this domain was
based upon the geometric configuration of the kfivfpassage of the hypothetical SRM
associated with the SRN2 design. As such, the flomain, illustrated axisymmetrically in
Figure 5.3, incorporates two physical boundariesepresenting the internal contours of the
SRN2 and the hypothetical propellant grain, anedhvirtual boundaries — representing the
domain inlet, outlet and axis of symmetry.

PROPELLANT
GRAIN

SRNZ ASSEMBLY

DOMAIN

DOMAIN OUTLET

INLET FLOW DOMAIN

AXIS OF SYMMETRY

Figure 5.3 Analysis flow domain and associated blauies.

As far as the propellant grain profile shown inUfiey 5.3 is concerned, the recession of the
propellant grain surface to accommodate the SRM2dgssary to maximise combustion surface
area and is a common design approach. Owing tagpesciable complexity of modelling the
combustion and mass flow occurring at the propekmain surface, this surface has had to be
treated as an inert wall, and adiabatic in the aisthe current simulation. Furthermore, in
consideration of the mathematical impositions assed with the flow model’s inlet boundary

condition, it was necessary to position the donmait upstream of SRN2's leading edge.

5.2.4 I gnition Transient

As discussed in Chapter 2, the SRM ignition processcomplex event composed of a series of
highly transient phenomena that are governed bjowsrphysical and chemical properties.

Therefore, to accurately describe the evolutiothefflow ahead of the SRM nozzle during the
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ignition process requires either comprehensive mx@atal measurements of actual test firing
parameters or the use of complex numerical ignisonulation codes — exercises beyond the
scope of this work. Consequently, a simplified aapgh had to be adopted for the current
simulation, which involved the use of ignition dapaiblished in literature to define the
development of the flow through the nozzle.

Naturally, this approach needed to be consistettt thie inlet boundary conditions appropriate
to this class of problem in the ADINA-F program. the problem is effectively a de Laval duct
scenario, ADINA-F’s ‘subsonic inlet’ boundary cotidh was the most accurate condition
available. This condition requires that a pairlofff variables be defined on the inlet boundary
in certain combinations of static pressure, enthafjpatic temperature, density and velocity
magnitude. By defining the time-varying evolutiohsoich a pair of variables at the inlet of the
flow domain, the flow within the nozzle can be tdm’ in a simulated ignition event. Whilst

employing basic step and ramp functions to desdhibevolution of the selected set of variables
can be employed as an approximation, such functemesonly able to provide a highly

simplified temporal representation of this transipariod. As such, it was decided that more
comprehensive data, measured or predicted at thef & combustion chamber for an actual

SRM ignition process should be sought instead.

After an extensive review of related literature,wias determined that the most applicable
variables to use at the domain inlet were staisgure and static temperature. As the variation
in pressure at the aft end of the propellant paringg SRM ignition is a commonly assessed
parameter, data of this nature was available feaargety of motors. Ultimately, the selection of
which pressure history to use was based on motde,sas the duration of an ignition event is
generally proportional to the size of the SRM caned. Thus, to provide pressure definition to
the inlet condition, a pressure history was obtiideom the work of Johnston (1996),
representing the simulated aft chamber pressutbheofriane 5 SRM booster as a function of
time during motor ignition. For application in toarrent study, all critical discontinuities in the
curve from Johnston (1996) were reproduced as wiseetime function to represent the
increase in static pressure at the SRN2 inlet dugnition, and an identical maximum pressure

of 5.86MPa was used. The normalised representafithis curve is shown in Figure 5.4.
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An associated temperature history was not presehtedlohnston (1996), however. The
temperature characteristic for the inlet boundanydition therefore had to be approximated as a
ramp function, based on the assumption that the &trwhich the maximum temperature at the
nozzle inlet is reached, is equivalent to the tiatewhich the igniter pressure spikes - at
approximately 0.025s. At this time, the mass flowotigh the nozzle is primarily attributable to
the combustion of the igniter charge and it is am=l that the exhaust gas has reached its
maximum temperature of 3000K at this peak pressilités temperature magnitude was
determined on the basis of the flame temperatutbeopropellant considered by Montesano et
al (2008). The normalised temperature historyss atflected in Figure 5.4.
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Figure 5.4 Simulated ignition pressure and tempeearansients.

5.2.5 Modelling Approach

The incorporation of flow modelling in the curresimulation increased the complexity of the
task at hand considerably. However, as the sinmmaivas concerned with determining the
response of SRN2 to pressure loading alone, theeltiragl approach employed remained fairly
straightforward, as only two independent modelseweiquired. The first model, a flow model
representing the exhaust stream within SRN2, wageldped in the ADINA System’s
computational fluid dynamics module, ADINA-F, whilthe second model, representing the

nozzle structure, was once again developed intthetsral module, ADINA.

For both the coupled and uncoupled ignition pesimdulations, initial conditions specifying the

flow variables in the domain before the ignitionogess started, and boundary conditions
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qualifying flow variables along the periphery oetdomain were prescribed in the flow model.
In addition, the governing parameters of time ssgge and total solution time were also

specified in this model.

The first step in the overall solution processhis tesolution of the flow variables after the time
period, At, has elapsed. Included in this solution is a rdeteation of the fluid forces at the
nodes representing the interface between the fluvtlae nozzle structure, which are identified
by the definition of a fluid-structure interfacehd fluid force distribution at this interface and
time in the flow solution are then relayed to theictural model, following which the structural
response over the time periait, is resolved. If the flow and structural modets ancoupled,
then the flow model is automatically solved for thext time step and the process continues. If
however, the models are coupled, the displacentetiteonozzle and hence the fluid-structure
interface at t = Ot is relayed back to the flow model, where the flfigd is resolved once
more. In doing so, the response of the structuedlasved to influence the flow within it. This
iterative process will continue until a convergetusion is reached, following which the overall
solution can progress to the next time step. Theigd modelling approach described here is

graphically depicted in Figure 5.5 for the coupdetlition case.

Boundary Initial
Conditions FLOW MODEL Conditions
A

Fluid Nodal
Forces Displacements

v
[ STRUCTURAL MODEL ]

v

Structural
Response

Figure 5.5 SRN2 pressure response modelling approac
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5.3 Flow Modelling

5.3.1 Geometry Definition

In an identical manner to the SRN1 simulation, axesymmetric flow domain geometry was
created using a combination of points, lines andiasas lying in the global YZ plane. Once
again, the overall geometry was developed fronriasef 15 four-sided surfaces. The complete

flow model geometry is shown in Figure 5.6.

Figure 5.6 Axisymmetric flow model geometry.

Mesh seed points were prescribed by the speciitadi line subdivisions according to the
anticipated local mesh density requirements. Is tegard, two important considerations needed
to be made. Firstly, as a normal shock was expédotpcbgress down the length of the exit cone
during the simulation period in response to aneatdy domain inlet pressure, the mesh density
over this entire region needed to be sufficienartipularly in the axial direction — to provide for
reasonably accurate shock capture at each instainhé. In addition, as viscous flow was being
modelled, a suitably fine mesh density adjacetltwall surfaces in the direction of the surface

normal was needed to provide acceptable resolofitiee associated boundary layer.

5.3.2 Initial Conditions

For transient flow simulations, the specificatidriritial conditions is necessary to describe the
state of the flow field being analysed at the stthe simulation. Such conditions must usually
be physically representative of the event being efied in order for realistic results to be
obtained. Another consideration that needs to bdemegarding the use of representative initial
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conditions is their impact on the numerical coneaice of the flow solution. Indeed, in certain
cases it may be necessary to employ fictitiousainitonditions to assure convergence at the

beginning of a solution.

For the current case, it is assumed that in realitg gas within the nozzle is at rest, at
atmospheric pressure and at room temperature inatedgibefore the ignition transient is
initiated. Following a period of numerical experimegion, it was found that for the specified
pressure and temperature inlet conditions and tplayimg a sufficiently small time step size,
these parameters could be applied as initial cimmditwithout any convergence issues. The
initial conditions employed for the transient fl@imulations of this study are summarised in
Table 5.3.

Flow Variable Prescribed Value
Y -Velocity 0 m/s
Z-Velocity 0 m/s

Pressur 100 kPi
Temgeratur 298 K

Table 5.3 Flow domain initial conditions.

5.3.3 Boundary Conditions

Boundary conditions were assigned to the perimatdnre flow domain to replicate the physical
qualities of the two physical and three virtual bdaries that were used to define it. The location
of these boundary conditions, denoted as BC1, BC3, BC4 and BC5, respectively, is shown
in Figure 5.7, with the corresponding parameteisgodetailed in Table 5.4.

The interface between the exhaust flow and the SRiNEture, shown as BC1, was defined
using ADINA-F’s fluid-structure interaction boungacondition to allow for the transfer of force
and displacement data between the flow and strictoodels. BC2, which was defined using
the wall boundary condition, represents the prepelbrain boundary. This inactive boundary
condition was employed as propellant combustion wass accounted for in this study. In
consideration of the very short time scale of tineugation, such a simplification was felt to be
reasonable as any mass flow from the surface istiquewould be minor so soon after the

initiation of the ignition event.
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BC2
BC1
BCS
BC3
BC4
Figure 5.7 Flow model boundary conditions.
Boundary Condition Type Value
BC1 Fluid-Structure Interactic No Slip, Adiabati
BC2 Wall No Slip, Adiabati
BC3 Subsonic Inle P(t), T(t
BC4 Symmetn -
BCE Outlet Contrc P =100 kP

Table 5.4 Flow domain boundary conditions.

The flow domain inlet, indicated as BC3, was deafinsing ADINA-F’s subsonic inlet boundary
condition, at which the ignition transient pressarel temperature functions discussed above
were prescribed. Temporal variation of these twameters was achieved using time functions
which scaled their magnitudes as a function of tiffee domain’s axis of symmetry was defined
using the symmetry boundary condition (BC4), whils¢ domain outlet was defined using
ADINA-F’s outlet control boundary condition (BC5}) ahich the flow's pressure was set to

atmospheric pressure to simulate the nozzle'sfaterwith the external environment.

5.3.4 Finite Element Meshing

Owing to the material uniformity of the flow domaitie generation of its finite element mesh
was relatively straightforward procedure. Followthg creation of the flow domain’s geometry
and the prescription of the line subdivisions,avfimaterial model was defined in the ADINA-F

module according to the properties reflected inl@&h2. An axisymmetric element group was
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then generated for this material based on the gefiard element characteristics discussed in
Chapter 3. fie 15 surfaces representing the domain were theshadeusing 5192f
ADINA-F’s 3-noded triangular axisymmetric fluid @hents. The overall flow domain
mesh is depicted in Figure 5.8, which demonstrdtesapplication of a relatively fine
mesh density in the axial direction of the nozaie adjacent to the nozzle surface, for
shock and boundary layer capture, respectivelyurgi®.9 shows the mesh structure at

the nozzle’s entrance and throat region in gredetail.
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Figure 5.8 Flow model finite element mesh.
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Figure 5.9 Mesh detail at the entrance and thegion.
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5.3.5 Simulation Time Parameters

A series of investigative flow simulations were donted to establish the optimal time
parameters required for the solution of the flowhem. With respect to the overall simulation
time span, it was observed that an analysis peridd3 s provided sufficient time for the most
significant transient flow effects within the nogzb take place. In consideration of the limited
computational resources available, it was appdhatta full duration simulation of 0.6 s would
provide little additional information, whilst beingvice as computationally expensive. A total
simulation time of 0.3 s was therefore employed.

In terms of temporal discretization, it was desitleat as large a time step as possible be used to
limit the solution size. The primary constrainttitis respect however, is that the numerical
stability of an unsteady flow problem is generagpendent on the time step size selected. That
is, for the current simulation a critical time steipe existed beyond which the solution would
fail to converge. Following experimentation, it wastablished that with the aid of ADINA-F's
automatic time stepping facility and using a Cotxamedrichs-Lewy number of 3 to relax this

sensitivity, the solution time step size could &ised as high as 1x{® and still run stably.

Consequently, a scheme employing three thousardsléme steps to generate a solution 0.3 s
in length was used for the current flow simulatiéorthermore, as the overall simulation time
parameters are controlled in the fluid model faidistructure interaction (FSI) simulations in
the ADINA System, the time parameters for both ftbev and structural solution components
were specified in the flow model. The differentistibetween a coupled and uncoupled FSI
solution is made according to the maximum numbefFSifiterations specified by the user. For
an uncoupled solution, the maximum number of itenat is set to one, whilst if a coupled
solution is desired, the number is set to an intggeater than one.

5.4 Structural Modelling

5.4.1 Geometry Definition

The axisymmetric structural model geometry wasteias a collection of the four substructure
geometries by respectively defining points, linesl gurfaces in the global YZ plane, in the
method discussed previously. To provide for sammbint locations and to accommodate
geometric complexities, the final geometry commtis3® individual surfaces, as depicted in
Figure 5.10.
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Figure 5.10 Axisymmetric structural model geometry.

Once the geometry had been established, line sshudig were specified for each line element
in preparation for the surface meshing operatioffiottow. In this regard, consideration was
given to the distribution of subdivisions appliddrey the fluid-structure interface in the flow
model. Although a nodal mismatch between interfagdes of the flow and structural models
can be accommodated by the ADINA System using gerpolation function, for the sake of
error minimisation, an identical distribution oftslivisions was applied to the interface of the
structural model. Subdivisions along the remairling elements were effectively based on the
scale of the interface subdivisions, with the misation of element distortion being of primary

concern.

Once again, it was felt that if it was warrantedthg presence of an elastodynamic response
signature, the coarseness of the resulting meshil dmurefined improve the accuracy of the
response. In terms of a quasi-static response esgwever, it was believed that the specified

subdivisions provided sufficient mesh density thiage reasonable response accuracy.

5.4.2 Boundary Conditions

The structural model was subjected to three boyndanditions, BC1, BC2 and BC3, as
depicted in Figure 5.11. A fluid-structure intefantboundary condition (BC1) was applied to
the wetted surface of the model to define the nigakinterface with the flow model. To
represent the circumferential joint between SRNZ #éme hypothetical motor casing, the
structural model was constrained with full fixitB@2) on the three lines associated with the
outer edges of the attach structure. Finally, ssqunee load of 100 kPa was applied to the
external surfaces of the nozzle to represent tbgepce of atmospheric pressure.
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Figure 5.11 Structural model boundary conditions.

5.4.3 Finite Element Meshing
On completion of the geometric and boundary cooditpecifications, one isotropic and two
orthotropic material models were defined to regneSRN2’s constituent materials according to

the properties listed in Table 5.1. Three elemeotigs were subsequently classified on the basis
of each of these material models.

The surfaces representing the four substructures Ween meshed using ADINA’'s 9-noded
axisymmetric solid elements, resulting in the dorabf a finite element model comprising 842
elements. The completed finite element mesh idalieg in Figure 5.12, with SRN2's entrance
and throat region shown in greater detail in FigbrE3. The subtle variation in mesh density

prescribed by biasing the line subdivisions casden from these figures.

Figure 5.12 Structural model finite element mesh.
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Figure 5.13 Mesh detail at the entrance and threzaon.

5.4.4 Results Sampling

From experience gained in the SRN1 simulation, ltesampled at points rather than along
contours proved to be more informative, especialythe case of a vibratory response.
Furthermore, oscillations were typically more sevat subsurface points as opposed to points
on the wetted surface. Consequently, responseikisierived from the current simulation were
sampled at submerged points, denoted alphabeticafjgure 5.14. Positions A to E represent
mid-surface points at the tip of the exit conefay along the length of the exit cone, at the
root of the exit cone, at the throat of the nozzid at the leading edge of the ITE, respectively.
The spread of these positions across the SRN2 dgoaiwwed for responses in relatively stiff

and flexible regions of the nozzle to be observed.

Figure 5.14 The position of sampling points A, B,BCand E on SRN2.
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5.5 Results and Discussion

5.5.1 Assessment of Simulated Steady Flow Field

Before confidence could be placed in results geedrdy the transient flow simulation

representing the ignition event, the performancethaf flow model was assessed for the
significantly simpler scenario of steady state afien at nominal inlet conditions. In this

manner, qualitative irregularities detected forsteimpler flow case would provide an early
indication of an erroneous model and/or solutidreste.

Band plots depicting Mach number, pressure and iyedsstributions throughout the flow
domain under steady flow conditions are shown cbllely in Figure 5.15. Inspection of the
Mach number distribution in relation to the asstmmlacontour scale provides immediate
indication of the subsonic to supersonic transitainthe flow's velocity in the vicinity of
SRNZ2’s throat. Downstream of the throat, the flavdergoes supersonic expansion until the exit
plane, with contours in the core flow region denm@iig the two-dimensional nature of the
expansion. Development of the surface boundary lsyalso clearly shown in Figure 5.15 (a),
and a slight disturbance of the boundary layerhim vicinity of the exit plane is indicated —

potentially as a result of interaction with an ewgg shock.

The predicted static pressure distribution is &ygical of choked convergent-divergent nozzle
flow and exhibits the significant expansion of gd@nbustion gases that occurs over the length
of SRN2. The associated contour gradient indictiteisthe greatest degree of expansion occurs
in the transonic region of the flow, with the twisrgnsional effects of nozzle’s curvature on the
flow’s expansion clearly visible. The variationaénsity in the nozzle, shown in Figure 5.15 (c)
follows a similar trend, decreasing rapidly as flewpansion occurs, as is expected. This plot
also predicts the flow stagnation that would odoureality at the bottom of the annular pocket
created between the nozzle and propellant graiindisated by the small zone of particularly
high density.

As a further steady flow assessment, the variatfollach number, static pressure and density
along SRN2's axis of symmetry and wall was plotsda function of distance from the leading
edge position. The Mach number variation is showrfigure 5.16. In accordance with the
specification of a zero slip surface, the veloaitithe wall is shown to be zero along the length
of the nozzle. Along the axis of symmetry, the sileal convergent-divergent nozzle Mach
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Figure 5.15 Band plots of (a) Mach number, (b) pues and (c) density distributions

0.0
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under steady flow conditions.

number curve is observed, with the flow reachingisoelocity just beyond SRN2's throat and

accelerating to a speed a fraction under Machti3eagxit plane.

As far as the variation of pressure is concernddchvis plotted in Figure 5.17, the expected
trends are once again observed. Significant disereps are noted to exist between variations

along the axis of symmetry and the nozzle wall, ésv. The higher wall pressure at the leading
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edge of SRN2 in comparison to that predicted onakis of symmetry can be attributed to
pressure recovery, as the flow in the region adjaitethe leading edge remains fairly stagnant.
Further along the nozzle, the pressure at the fatldl significantly below that predicted on the
axis of symmetry for the equivalent axial displaeemm In reference to Figure 5.15 (b), it would
appear that this difference can be attributed édwo-dimensional nature of the flow expansion.

1.50 4

Mach Number

1.00

Axig of Symmetry

0.50 A Wall

000 T T T T T
0.00 0.25 0.50 0.75 1.00 1.25 1.50

Axial Distance from Nozzle Inlet, m

Figure 5.16 Axial Mach number distributions foradg flow conditions.
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Figure 5.17 Axial pressure distributions for stefldw conditions.
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In terms of the variation of density with axial pliscement, Figure 5.18 displays virtually
identical characteristics. The discrepancy occgrhatween the wall and axis of symmetry data
towards the end of SRN2 can be attributed to bayrdser effects. Interestingly, the boundary
layer disturbance at the end of the nozzle inditatd=igure 5.15 (a) registers as a slight density
rise in Figure 5.18.
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Figure 5.18 Axial density distributions for stedthw conditions.

In a qualitative sense, the data reflected abadieates that the flow model was able to correctly
predict the variations of Mach number, static puessind density characteristic of steady flow
through convergent-divergent nozzles, with no obsierrors being observed. In response to this
finding, an assessment of the simulated transiewtffeld was subsequently conducted.

5.5.2 Assessment of Simulated Transient Flow Field

For this assessment, the full 0.3 s period of teemisflow was simulated and plots of Mach
number, static pressure and density distributioesevence again investigated, at solution times
of 0.005 s, 0.02 s and 0.3 s. These times weretsdl@as they each represent characteristic
instances during the evolution of the flow. Reswte presented for each flow variable in
Figures 5.19, 5.20 and 5.21, respectively.
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Figure 5.19 shows Mach number distributions in ftbev domain at each of these three time
points. At t = 0.005 s, the scaled contours indidghiat flow immediately downstream of the
throat has just surpassed sonic speed, as the mlondei pressure has risen past the critical
pressure. At this pressure however, the flow it stiverely over-expanded by the nozzle and
recompresses over a normal shock approximatelytioing of the way along the exit cone;

although this shock is more clearly shown in thesity distribution depicted by Figure 5.21 (a).
The contours at this time also indicate the ingreEsombustion gases into the annular
propellant grain pocket. Densification in this imy is also demonstrated by the density
distribution, along with apparent flow stagnatiotcerring on the converging contour of the
nozzle entrance. Interestingly, the pressure digion shown in Figure 5.20 (a) depicts a
compaction of gases ahead of the shock to pressigeificantly above the latent atmospheric

pressure, in a plunger type action.

As demonstrated by Figure 5.19 (b), a complex $etowv phenomena are shown to have
manifested in the aft region of the exit cone hiree of 0.02 s. The normal shock observed at t
= 0.005 s has travelled towards the exit planénasniet pressure is raised further, and the flow
is still notably over-expanded as evidenced bgégsaration from the exit cone, roughly halfway
along the exit cone’s length. The pressure digtidbushown in Figure 5.20 (b) also indicates the
presence of the normal shock, and an observatidimeofiensity plot depicted in Figure 5.21 (b)
(with a truncated scale range to improve resoljtieneals the presence of an oblique separation
shock emanating from the flow separation point imersecting the normal shock. The velocity
vector plot displayed in Figure 5.22 shows thediom of the velocity vectors at an equivalent
time of 0.02 s, and significantly indicates thesgmce of flow recirculation in the flow region
adjacent to the separated jet. In a qualitativeeetihese observations agree very well with those
articulated in literature regarding the flow chaesistic associated with over-expanded flows,

such as the diagram of Verma et al (2006) shoviigare 2.7 of Chapter 2.

Figures 5.19 (c), 5.20 (c) and 5.21 (c) depictfibe at the end of the simulation, 0.3 s into the
ignition event. As can be seen, The Mach numbeasgure and density distributions indicate
relatively complete expansion of the combustioregasvith no flow separation or shocks being
visible in the flow domain, although a degree dflation to the flow occurs from 0.3 s to steady

conditions, as indicated by Figure 5.15.
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Figure 5.19 Mach number distributions at (a) t808. s,
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Figure 5.20 Pressure distributions at (a) t = 0905
(b)t=0.002sand (c)t=0.3s.
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Figure 5.21 Density distributions at (a) t = 0.G0%b) t = 0.002 s
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Figure 5.22 Distribution of simulated velocity verg at t = 0.02 s.

Finally, to demonstrate the difference betweenflihe fields predicted by inviscid and viscous
flow models, results are now presented for inviddath number distributions at 0.005s, 0.01 s

and 0.3 s adjacent to the associated viscous sesukigures 5.23, 5.24 and 5.25, respectively.
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Figure 5.23 Mach number distributions at t = 0.8G6r (a) inviscid solution

and (b) viscous solution.
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Figure 5.24 Mach number distributions at t = 0.0@rqa) inviscid solution

and (b) viscous solution.

Significant differences in the results predicteddither model are observed. The most notable
deficiency in the inviscid results is the obvioussence of any boundary layer structures. In
addition, the progression of the normal shock viiitreasing inlet pressure appears to occur
more rapidly in the inviscid flow model, as viscaesistance does not have to be overcome and
the sub and supersonic flow regions are more gletatined. Also, the normal shock is more
acute and considerably less deformed than in tee chthe viscous model. For the solution at
t= 0.3 s, the viscous model indicates a well-dgwetl boundary layer, whilst in the inviscid
model, higher flow velocities at SRN2's exit plaaee predicted. These observations clearly
point to the importance of including viscous effeict the simulation of transient nozzle flow, if
the loading of the nozzle structure is to be réalifly represented.

From this assessment of the simulated transient field, it can be concluded that the SRN2

flow model provides a reasonable qualitative apipnation, at least, of the development of the
flow structures known to take place in rocket negaiuring motor start-up.
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Figure 5.25 Mach number distributions at t = 0f8rqa) inviscid solution

and (b) viscous solution.

5.5.3 Characteristic Fluid-Structure I nteraction Modes

The transient displacement response of the nozateoompared to the development of the flow
field to gain an understanding of the characteristodes of interaction occurring during the
ignition event. In addition, the stress responseashposite components of SRN2 in the hoop,
radial and axial directions was examined to esthlhihe manner in which these indices vary
with time. Deformed band plots showing hoop, radiadl axial stress distributions at times of
0.005 s, 0.02 s and 0.3 s are shown in Figsurés 5.27 and 5.28, beneath plots of flow domain
pressure distributions at equivalent times. Forsiee of clarity, the deformation of the nozzle

has been magnified 500 times.

At solution time of 0.005 s, the gases compress$exha of the advancing normal shock are
shown to have a clear effect on the structurehasricreased pressure in this region forces a
slight expansion of the exit cone, as indicatedal®one of tensile hoop stress in the adjacent

region. Hoop stresses are shown to be mild andopredhntly compressive in nature in the
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carbon-phenolic insulator and negligible in theegral throat and entrance. Radial stresses in the
nozzle are for the most part mild and compressivaaiture, apart from a region of tensile stress
at the tip of the insulator. Although there appearde a greater variance in the axial stress
distribution, magnitudes are generally negligibte the insulator and ITE. The increased
compressive axial stress in the exit cone upstrefithe normal shock can be attributed to the
axial thrust generated by the zone of compaction.

By 0.02 s, the normal shock has advanced furthigristiving a zone of partial vacuum in its
wake. Where this zone makes contact with nozzlfasey the external atmosphere is shown to
compresses the exit cone generating compressive $togsses in this region. This phenomenon
is indicated once again at a later stage of théiéggntransient at a time of t = 0.045 s. The
advancement of the flow shocks had however beanded at this stage by the periodic decline
in chamber pressure following the igniter chargespure spike at t = 0.025 s. Further upstream
in the throat region at 0.02 s, the super-atmos$plpeessure adjacent to this area imparts mild
tensile hoop stresses in the ITE and at the healdeoéxit cone. Radial stresses in the structure
are shown to be predominantly compressive and imitchture, apart from small zones of tensile
stress encountered around stress concentratorg #ienperiphery of the insulator. The axial
stress distribution is dominated almost entirely fsgligible compressive stress, although

isolated areas of mild compressive stress areatelicin the insulator.

By the final solution time of 0.3 s, all major didbances in the flow field are shown to have left
the domain. The displacement response is charsetki particular by the significant distortion

of the forward section of the nozzle in reactionthte now considerable combustion chamber
pressure. Similarly, significant distortion in trelial direction is observed at the start of thié ex

cone as a result of the high internal to extermasgure differential in this region. The predicted
hoop stress distribution shows a wide variationmfrmoderate compressive stress levels to
moderate tensile stress levels. Tensile stressedndt® in the exit cone, whilst compressive
stresses are predominant in the insulator andWrich is consistent with nature of the pressure
loading present. Radial stresses appear to remiédntimoughout the nozzle, apart from at the

geometric stress concentrators. Axial stressesoarthe most part moderately compressive in
nature, although two bands of moderate tensilsstiee shown to exist in the insulator. Areas of
moderate compressive axial stress are predictdtbiregion of the normal interface between the

insulator and the ITE, as would be expected.
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Figure 5.26 Deformed band plots of (a) hoop strggsadial stress

and (c) axial stress att = 0.005 s.
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Figure 5.27 Deformed band plots of (a) hoop strggs;adial stress

and (c) axial stress att =0.02 s.
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Figure 5.28 Deformed band plots of (a) hoop strggs;adial stress

and (c) axial stress att=0.3 s.
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From these results, it is clearly apparent thatemsurable interaction takes place between the
exhaust flow field and the nozzle structure durthg early stages of the ignition transient.
Predicted hoop, radial and axial stress levelsnduttiis period appear to be at most moderate in
magnitude. The question that remains to be answhosdever is whether the interaction
occurring between the SRN2 structure and its flieldfis characterised by aeroelastic coupling,
or whether this interaction is uncoupled, simplynpoising the response of the nozzle to the

largely unaffected development of the flow field.

5.5.4 Coupled and Uncoupled Structural Responses at Sample Points

In reference to the equations governing fluid-gtrces interaction in the ADINA code discussed
in Chapter 3, conjugate fluid-structural influerisecommunicated between the fluid and solid
domains through the kinematic condition at therfatee boundary. Thus, the best assessment of
whether strong coupling effects exist is achieveddnsidering the displacement behaviour of
the nozzle predicted by the coupled and uncoupdhdisns at specific sample locations. Such
behaviour is shown for sample points A, B, C, D aBdas functions of time, in
Figures 5.29-5.33.
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Figure 5.29 Coupled and uncoupled displacement magnhistories at point A.

Interestingly, by observing the displacement respohistories extracted for points A-E, it is

clear that the discrepancy between results pretizyethe coupled solution in comparison with
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the uncoupled solution is minor. The only disceteatariations between the two solutions are
found at sample points A and B, both located at thall sections on the exit cone, which
represent the most flexible areas on the nozzlés ©hservation immediately indicates that
coupled interaction between the fluid and the stmgcdoes not take place at interfaces where
the structural stiffness at the boundary is higlactly as predicted by theory.
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Figure 5.30 Coupled and uncoupled displacement magnhistories at point B.
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Figure 5.31 Coupled and uncoupled displacement imatghistories at point C.
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Figure 5.32 Coupled and uncoupled displacement imafnhistories at point D.
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Figure 5.33 Coupled and uncoupled displacement magnhistories at point E.

Also indicated by the displacement magnitude trasdkat for all sample points, the highest
structural displacement rates occur within tha i85 s of the ignition transient. The interaction
modes referred to in Figures 5.26, 5.27 and 5.28a#s0 clearly represented, especially at

sample points A and B. The trace discontinuitiesuagng at roughly 0.17 s and 0.27 s can be
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attributed to the associated discontinuities inttimee function defining the temporal growth of

pressure at the nozzle inlet.

In terms of the stress response alternately prsdlibly the coupled and uncoupled solutions,
results depicted in Figures 5.29-5.33 imply thatasueable discrepancies between the two
solution schemes are only likely to occur at potand B, where the structure’s stiffness is at
its lowest. Figures 5.34-5.37 show the most sigaift time variation of circumferential, radial

or axial stresses observed at these two points.
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Figure 5.34 Coupled and uncoupled hoop stressrhastat point A.

What is immediately obvious is the relatively lovagmitude of the predicted stresses generated
by the application of pressure loading alone —catime do the respective stress levels exceed
2MPa at either point A or B, a value far below thiture stresses of the specified C-C material.
It is evident therefore that the contribution magedynamic pressure loading during the ignition
transient to the development of stresses in thiecexie is essentially negligible — a noteworthy
result. If one considers the transient pressurtildision predicted during the ignition transient,
this observation is completely justifiable, as fwessure differential across the outer and inner

surfaces of the exit cone and over the passadedfdw separation is comparatively low.
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Figure 5.35 Coupled and uncoupled radial stregstigs at point B.
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Figure 5.36 Coupled and uncoupled axial stressftigst at point A.

Perhaps a more significant observation is the afesef the high frequency oscillatory stress
signature which would be expected if any elastotyinavibration was present. This suggests at
least from the perspective of pressure loading, thie loading rates considered for the current
case are not rapid enough to instigate stress watvasy point in the structure. The manner in

which the perturbations in the initial period o&tHisplacement magnitude and stress response
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histories shown for points A and B dissipate rapidliring the course of the ignition event,
suggests that these oscillations are not reprasenta general structural vibration either. This
conclusion is based on the fact as that dampingneaiprescribed in the structural model, any
inertial vibrations would be free to continue usles course, a damping effect was generated by
the flow. This possibility can be ruled out in tfece of the minor discrepancy between the

coupled and uncoupled solutions, however.

As far as the discrepancy between the coupled aodupled stress solutions at points A and B
is concerned, the predicted differences are gdgesalall. The most considerable discrepancy
occurs for the circumferential stress responseacatitpd, where the effect of coupling the
solution domains has ‘accelerated’ the stress respoSimilar effects were observed for the
radial and axial stress traces at both pointspafih less distinct. In general, the discrepancy in
the magnitude of the stresses predicted at thelsgmojnts by either solution is slight, although

circumferential and axial stress responses at poare an exception to this characteristic.
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Figure 5.37 Coupled and uncoupled axial stressfigst at point B.

To elaborate on the matter of the low levels ofcuwinferential, radial and axial stress
experienced by the exit cone, it should be bornemind that during solid rocket motor
operation, thermal loading generally contributgggicantly more to the generation of stresses
in SRM nozzles than pressure loading alone (Elli876), Yoo et al (2003)). Had thermal
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loading been considered in this work, it is anttgul that the levels stress in the heated
substructures would have risen substantially, @&tlen a localised basis. The exact effect that
thermal loading would have on the degree of cogphrtween the solution domains, if such

loading had been accounted for, is however mucle midficult to predict.

It is clear though, that coupling effects are mmstnounced when structural deformations are
considerable, and when such deformations occuelatively high rates. Structural deformations
attributable to thermal loading occur as a consecgi®f differential material expansion, but
require the degree of heat penetration to be pruenl for any significant distortions to be
induced. If one considers the brief thermal loadperiod that an SRM ignition transient
represents, such a limited time period may not Ufécient to allow for significant thermal
diffusion, and hence structural deformation, taetplace.

In view of the severity of thermal loading in compan to pressure loading however, the
potential for thermally generated nozzle distoigluring an SRM ignition process, particularly

in the exit cone, cannot be overlooked and theegfequires further investigation.

5.6 Conclusion

The current chapter has described the numericallation of the structural response of the
SRN2 nozzle to ignition period pressure loadingweel from a transient combustion gas flow
model. In addition, it has outlined an investigatimto the degree of aeroelastic coupling
occurring between the SRN2 nozzle and its assac&tkaust gas flow field during the ignition

event. The latter assessment was made on the dfasiswulations involving the coupled and

uncoupled fluid-structure interaction of the sturet and flow models. Furthermore, the design
of the SRN2 structure and the development of tmstitoent numerical models are detailed.

An overview of the modes of fluid-structure intefan that occur during the ignition period was
provided, and displacement and stress responsaribsstwere presented for specified sample
points within the nozzle. Observations indicate foathe particular conditions considered, the
effects of aeroelastic coupling on the responsth@fnozzle were generally minor, and that for
the current case, the uncoupled solution regimédegik a sufficient representation of the
response. The results have demonstrated that pee$sading in isolation generates only
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moderate stresses throughout the nozzle's foutraughgres. Significantly no evidence of stress
wave instigation or general structural vibrationswaund, indicating the insignificance of the

inertial terms in resolving the equations of motiobmesponse to pressure loading alone.

Although the current simulation represented a figant technical advancement from that
discussed in the previous chapter, limitationshie ¢tapacity of the ADINA System prevented
the fluid-structure interaction facility from beinged to transfer thermal loading data from the
flow model to the structural model. As such, a téghe had to be developed that would enable
such data to be extracted and applied to the stalctmodel, in order for associated
thermoelastic effects to be accounted for in thecstral response. The implementation of this
technique, in addition to the results obtainedtif@r full structural response will be discussed in

the following chapter.
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CHAPTER 6

Simulation of the Structural Response of a CompdSRM Nozzle to

Transient Thermal and Pressure Loading

6.1 Introduction

As an advancement of the work described in Chaptethe current chapter outlines the
modelling methodology developed to additionallydrporate the effects of thermoelasticity in
the simulated ignition period response of Solid kbdNozzle 2. Details of the flow, thermal and
structural models employed in the simulation avigled and a wide range of results relating to

the ignition and burn period response of the stimecare presented and discussed.

To overcome the inability of the ADINA-FSI prograto thermally couple the flow and
structural models, an additional solution path wveveloped which employed ADINA’s
conjugate heat transfer capability to relay tramsiemperature data from a dedicated flow
model to an associated thermostructural modelnAkea simulation described in Chapter 5, a set
of flow and structural models was solved simultarsipto derive the response of the structure
to pressure loading. The effective ignition persbdictural response of the nozzle was obtained

by the superposition of the responses derived bly eithese solution paths.

A comprehensive sensitivity study was conducteddtermine the maximum allowable finite

element size that could be used to discretize itjelyhlocalised zone of thermal penetration.
The thermal solution flow and structural models evénen constructed according to these
discretization requirements, on the basis of tleavfand structural models described in the
previous chapter. An additional set of thermal atrdictural models was developed for the
purposes of deriving the structural response of SRdring the motor burn period. The wall

temperature and pressure loading conditions redjdicethis simulation were obtained from a

quasi-steady flow simulation.

The ignition period simulation results highlightedveral important characteristics associated

with the response of the SRN2 structure. Theseided determinations regarding the potential
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for aeroelastic coupling, the evolution of stresstributions, the extremities of the stress
response envelope and the inertial characterigfitise response. Comparisons were also made
between the ignition and burn period structuraluation results to determine the significance
of stresses induced during ignition in the contaxstresses generated during the operation of
the motor. Two additional ignition period structusamulations carried out in reference to
temporally-scaled versions of the benchmark ignitiansient, allowed the sensitivity of the
nozzle's structural response to the motor ignitiate to be determined.

6.2 Analysis Parameters

6.2.1 Nozzle and Propellant Material Thermal Properties

To accommodate the thermoelasticity associated thighcurrent problem, the collection of

material properties employed in the previous sitmawas extended to include the thermal
properties reported in Yoo et al (2003) and usedhan SRN1 simulation. For the sake of
convenience, the relevant properties are showmagalable 6.1 with respect to a cylindrical

coordinate system, wherg, k;, ki, as, 0, ando, are the thermal conductivities and coefficients of
thermal expansion in their associated directioespectively, whilst ¢andp are the materials’

specific heat capacity and density, respectively.

Property 3bC-C 2D C-P Stedl

ko = k,, W/mK 13.96 2.38 40.6
k., W/mK 13.96 0.38 40.6
oy =0, X10° /°C 4.76 -1.5 14.6
o, X10% /°C 4.76 27 14.6
Cp, JIkgK 1153 1206 595
p, kg/n? 1514 1329 7800

Table 6.1 Thermal properties of SRN2's constitueaterials.

Owing to solution difficulties encountered whenngsthe adiabatic wall condition to describe
the propellant grain boundary in certain flow siatidns, thermal properties were also assigned
to represent the propellant. This designation wadearon the approximate assumption that for
the period of interest, the propellant grain woaltsorb heat from the exhaust gases and not
actively combust. As heat transfer to such an ipeypellant grain would be comparatively low
during this phase, the thermal properties of tlapgitant would have a negligible effect on the

adjacent flow stream and accurate definition ohsuoperties is therefore not crucial.
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Nonetheless, approximate thermal properties wemveatk for a hypothetical ammonium
perchlorate (AP) / hydroxyl-terminated polybutadi€HTPB) propellant for the purposes of the
simulation. This oxidiser/fuel combination is commho employed as a non-aluminised
propellant. The effective thermal properties of phepellant (assumed to be homogeneous) were
calculated on the basis of 75% AP to 25% HTPB mnass using general constituent thermal
properties and the rule of mixtures. The resuliiatyes for thermal conductivity, specific heat

capacity and density are displayed in Table 6.2.

Property AP/HTPB Propellant
k, W/mK 0.16

Cp, J/kgK 1500

p, kg/n? 1730

Table 6.2 Thermal properties of the AP/HTPB progpll

6.2.3 Scaled Ignition Transients

To assess the sensitivity of SRN2's structural sasp to the rate of SRM ignition, two

additional ignition transients defining the theiadon of pressure at the flow domain inlet, were
considered. The additional transients are showreliation to the original 0.6 s transient from

which they were derived by temporal scaling in Fég6.1.

Static Pressure (Pa)

——0.45 s Transient
—— 0.60 s Transient
——0.75 s Transient

040 0.50 0.60 0.70 0.80

Time, s

Figure 6.1 Scaled pressure transients.
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The duration of the first scaled transient was ceduby 25%, whilst the duration of the second
was increased by 25%, yielding transients 0.458 @i/5s in length, respectively.

Correspondingly, additional transients defining Hagiation of temperature at the flow domain
inlet were generated in an identical manner. Figbi2 shows the additional temperature

transients in relation to the temperature transtensidered previously.

——0.45 s Transient
— 0.60 s Transient
——0.75 s Transient

Static Temperature (K)

0.40 0.50 0.60 0.70 0.80

Time, s
Figure 6.2 Scaled temperature transients.

6.2.4 I gnition Period M odelling Appr oach

The ADINA fluid-structure interaction facility codl not be employed to relay a transient

temperature boundary condition primarily as a tesfuthe fact that when compressible flow is

being considered, interaction can only be simulatéd respect to force and not heat flux. To

counter this significant limitation, an indirechitjon period modeling approach was developed
to allow the combined effects of thermal and pressoading to be accounted for. As illustrated
in Figure 6.3, this indirect approach utilised tgimulation paths, designated T (thermal) and P
(pressure), to compute the response of SRN2 tonddeaind pressure loading in isolation. Each
path comprised a flow model, to generate the agtatiloading condition, and a structural

model, to which the loading condition was then &gabto derive the required response.
To generate the thermal stress response, Flow Mbals solved as a conjugate heat transfer

(CHT) problem to establish the transient tempeeatlistribution in the nozzle, which was in

turn mapped to Structural Model T where the thetmigtural problem could be solved.
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Structural Model T was solved in respect of both static and dynamic equations of motion, in

order for the inertial nature of the thermal loadproblem to be assessed.

To generate the pressure stress response, FlowlNtodes solved to determine the pressure
distribution along the nozzle’'s wetted surface, aihivas subsequently mapped to Structural
Model P at each solution time step using the FS8ilifia in uncoupled mode to allow the
structural response to be established. As it haehdy been established that the pressure stress
response associated with this problem displayetigilelg vibratory characteristics, the solution

of Structural Model P was derived using a quagiessamplification.

Boundary Conditions / Initial Conditions

\ 4 \ 4
[ FLOW MODELT FLOW MODEL P
CHT Temperature FSI Pressure
Distribution Boundary Condition
\ 4 \ 4
[ STRUCTURAL MODELT ] [ STRUCTURAL MODEL P ]
Thermal Response Pressure Response

SUPERPOSITION

\ 4

Effective Structural Response

Figure 6.3 Ignition period modelling approach.
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Finally, to calculate the combined effective resgmmesults generated by either structural model
were superimposed at each increment in time. Itilshioe noted, of course, that the application
of such a straightforward augmentation approackgmts the SRN2 structure from influencing
the overall flow through the nozzle in respons¢hiermal loading. That is, Flow Model T and
Structural Model T are uncoupled.

6.2.5 Burn Period Moddlling Approach

To simulate the response of SRN2 to pressure amhtld loading during the burn period, the
modelling approach employed was similar to thatilieehe simulation described in Chapter 4.
To derive the transient temperature distributiorSRN2 during a 60 s burn period, a thermal
model was constructed and subjected to a steadgetature boundary condition along the
nozzle's wetted surface. This temperature distiboutwas then mapped to an associated
structural model, which in turn was subjected teadly pressure loading. By simultaneously
accounting for thermal and pressure loading in thimner, the structural model was able to

calculate the effective burn period structural cesge of the nozzle.

Boundary Conditions / Initial Conditions

A 4

4[ FLOW MODEL T ]7

Temperature Loading Condition Pressure Loading Condition

A 4

[ THERMAL MODEL ]

A 4

Temperature Distribution >[ STRUCTURAL MODEL ]

A 4

Effective Structural Response

Figure 6.4 Burn period modelling approach.
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In the current case however, the required nozzlk temperature and pressure distributions
were calculated using Flow Model T. Temperatured pressures were recorded at specific
points in the Flow Model T results file, and sphfienctions were then used to prescribe the
variation of the two parameters along the wettaedasas of the thermal and structural models.

The overall modelling approach is outlined in Figyér4.
6.3 Thermal Penetration Zone Element Sizing

The phenomenon that was of most particular inténetbte current simulation was the effect that
rapid heating of SRN2’s wall would have on its stawal response. Naturally, it was desired that
this phenomenon be simulated with as much accwasdlie available computing capacity would
allow. In view of the high thermal loading magniésdand rates associated with the transient
convective heating of the nozzle, it became cleat thermal and structural mesh densities much
higher than had previously been used would haveetcemployed to describe the thermal
penetration zone (TPZ). A critical exercise therefevas to determine the maximum dimensions
of the thermal and structural elements that cowdapplied in this zone to describe it with

acceptable accuracy. By doing so, the computatiginalof the problem could be minimised.

The depth of heat penetration would vary considgralmng the wetted surface of the SRN2
nozzle as a consequence of differential heatingsrand magnitudes. In theory therefore, the
optimum distribution of TPZ elements would have rbdwmsed on an assessment of heat
penetration at numerous locations along the nozale To avoid such an involved undertaking,
it was decided to base element sizing calculatmmgshe maximum depth of heat penetration
likely to be encountered in the nozzle during afdsBnulation interval. Even if this conservative
approach reduced the solution efficiency, it emdutkat the TPZ would be adequately

discretized.

To estimate the maximum depth of heat penetratioe,governing differential equation for
unsteady one-dimensional heat conduction in a g&inite slab was considered:

oT _ 8T
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HereT is the temperature in the medium at a given positi the direction of thex dimension
and at a timd, and a is the thermal diffusivity of the medium. Althougtrictly speaking, heat
conduction within rotational structures occurs widispect to the cylindrical form of Equation
6.1, as the anticipated depth of thermal penetratias significantly smaller in dimension than
the diameter at which it would occur, the applicatof Cartesian coordinates was deemed an

acceptable approximation.

It can be shown analytically that the penetratiepth, y, which defines the distance at which

the local temperature is just 0.1% above the slabibient temperature at a tiniemay be

solved as

y=alat (6.2)

Despite being independent of the magnitude of tpplied thermal loading, the solution
provided by Equation 6.2 predicts the thermal patien depth in response to the instantaneous
application of such loading. In relation to thisnd@ion, Figure 6.5 shows temperature histories
at various points along the SRN2 wall which werewdel from the flow model considered in
the previous chapter. As can be seen, althoughome spositions there is a rapid rise in
temperature, the rate of this increase is cleady instantaneous. The specification of the
instantaneous loading condition would thereforedigtea slightly greater depth of penetration
than would be encountered in reality, leading oae conservative estimation.

Using the diffusivity of the 3D C-C material in thadial direction, calculated as 8.00%%10%/s,

and for a total simulation time period of 0.3 € tfenetration depth was calculated to be 6.2 mm
from the heated surface. To account for any twoettisional conduction occurring adjacent to
contours with sharp radii or corners, the TPZ elgniand was specified in Flow Model T and

Structural Model T to be 8 mm deep.

The next parameters that needed be resolved werminiensions of the models’ TPZ elements
in the directions normal and parallel to the heatadiace. As the highest thermal gradient would
exist in the normal direction, element sizing iistHirection was of particular importance. A

sensitivity study was therefore undertaken to deitee the effect of element size on the transient
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thermoelastic response of an internally heatedndgli using the ADINA-T and ADINA

modules. In doing so, the optimal dimensions fax #PZ elements in Flow Model T and
Structural Model T could be estimated.
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Time (s)
Figure 6.5 SRN2 wall temperature histories at [gonftinterest.

As the transient thermal gradients to be encoudtieréhe TPZ were directly proportional to the
rate at which the temperature on the nozzle surfaméd rise, the loading condition applied in
the sensitivity study was derived on the basis lid tmost severe temperature evolution
encountered in the results shown in Figure 6.5s Was indicated to occur at a point on the exit

cone positioned roughly one quarter down its lersgtt the temperature history at this point is
shown in Figure 6.6.

The transient loading condition for the sensitivitydy was approximated as a ramp function
based upon the parametealld , representing the change in temperature, dihdrepresenting
the time over which this change occurs, shown gufe 6.6. These parameters were measured
to be 2212 K and 0.014 s, respectively. It shoddbted that the flow model from which this
data was extracted treated the nozzle wall as iabatit boundary, which would inevitably lead

141



to an overestimation of temperature magnitudeseatwall, and in the case of this study, a

conservative estimation of thermal penetration.
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Figure 6.6 Temperature history at point of maxinthermal loading rate.

The base level element size in the radial directicas calculated as the 99.9% thermal
penetration depth in the cylinder subjected tarlstantaneous application of 2212 K to its inner
surface after a period of 0.014 s. In this mantier,maximum element dimension in the radial

direction, Ar,_, was established to be 1.33 mm. For higher meshitiks, the particular radial

dimension,Ar , was governed by a resolution factd\t,, such that

Ar
Ar = —T 6.3
N (6.3)

The particular axial dimension of the thermal elatmeas governed by a specified aspect ratio
of 5. The test cylinder was 100m in length, and &adnternal diameter of 450 mm and a wall
thickness of 12 mm — the latter two dimensions @&iquivalent to the dimensions at the point
of interest on the exit cone. Linear interpolatdignoded axisymmetric conduction elements
were used to discretize the thermal model to aeoidrs typically generated by the quadratic
interpolation associated with the 9-noded conducslements, when subjected to high thermal
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gradients. To establish the sensitivity of the omse of the test cylinder, thermal and structural
simulations were carried out for resolution factofsl, 2, 3 & 4. Results for the predicted
temperature and hoop stress distributions withim first 8 mm of the heated boundary are

shown at three instances in time in Figures 6.2-6.1
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Figure 6.7 Test cylinder temperature profile aZ0s0
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Figure 6.8 Test cylinder hoop stress profile a7 &0
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Figure 6.9 Test cylinder temperature profile a83.8.
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Figure 6.10 Test cylinder hoop stress profile 888.s.

As expected, the mesh characterised by a resolfstcar of 4 provides the smoothest and most
representative thermal and hoop stress distribsitireach time, especially whilst loading is still
in progression at t = 0.07 s. The coarser disetitins stipulated by the lower resolution factors
of 1 & 2 induce a slight overestimation of the pesiion depth as demonstrated by Figure 6.9,

resulting in the generation of slightly higher téashoop stresses in the cool region of the
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cylinder. By a time of 0.3 s however, the tempeawtand hoop stress profiles predicted by all
four mesh densities are shown to be in good agneertids also interesting to note the small
variation in the maximum compressive hoop stresslipted to occur at the heated surface by
each mesh. Clearly however, the most accurate septation of the transient thermal
penetration and stress generation is providedragsh resolution factor of 4.
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Figure 6.11 Test cylinder temperature profile &%.
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Figure 6.12 Test cylinder hoop stress profile at0.
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Of course, the accuracy of any numerical solutisngénerally related to its discretization
resolution and hence computational size. In thépeet, the time taken to compute solutions to
the thermal and structural problems for the ranfjeeeolution factors were investigated to
evaluate the cost of each solution in relationtdcaccuracy. The results of this assessment are
displayed in Figure 6.13 and demonstrate the dianiatrease in the computational time
required for an increase in resolution factor. gnfficant difference in the thermal and structural
solution times that manifests with an increaseegolution factor can also be observed.

50
u

2000 4 @ Thermal Sclution
B Structurzl Selution

Solution Time (x)

-

Resolution Factor

Figure 6.13 Variation of solution times with resadn factor.

It is useful to consider the results reflected iguFe 6.13 in the context of the relative solution
error existing between hoop stress predictionsguairesolution factor of 4, and those computed
for factors of 1, 2 & 3. Figure 6.14 shows a conguar in hoop stresses predicted at the inner,
heated surface of the cylinder, whilst Figure 6ri&kes this comparison at the outer, cool

surface of the cylinder, for the three solutiondsin

These results demonstrate the decrease in rekatioe with respect to an increase in solution
time and an increase in resolution factor. Intémght, the decrease in the rate at which error
decreases with resolution factor suggests that rirefpendence in the solution is nearing.
Figure 6.15 also illustrates the significant hotess error at the cold surface, generated by the

artificially deep thermal penetration zone arisiingm coarse discretization, particularly for
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earlier solution times. Although very large dis@aepies are shown to exist for the resolution
factor 4 solution, the low magnitude of the preglicstresses mitigated concern in this regard.
More significantly however, the relative error inetmaximum stresses predicted at the hot

surface is shown to be small, even for a resoldfotor of 1 and at the earliest solution time.
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Figure 6.14 Relative hoop stress error at hot serfa
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Figure 6.15 Relative hoop stress error at coldeserf

147



Three issues were considered in determining thet rmosable TPZ element size. These
comprised the cost of employing each mesh resoldtiotor in relation to the accuracy of the
resulting solution, the restrictions that the TR&nh&ent size placed on discretization in the flow
models, and the capacity of the computational messu available for use. After careful
consideration of these issues, a resolution famft@ was selected to scale the discretization of
the TPZ bands in Flow Model T and Structural Mobel

6.4 Flow Modelling

6.4.1Flow Mode T

Flow Model T was effectively developed as an extamsf the flow model considered in
Chapter 5. It was constructed using the same apipraxad to identical flow domain dimensions
as its predecessor, and employed the same combugi properties and initial conditions. It
differed considerably however, in its inclusion ‘eblid’ elements to determine the unsteady
temperature distribution in SRN2’s thermal pen@ratzone and to represent the non-adiabatic

propellant grain boundary.

As shown in Figure 6.16 and described by Tablegx3specific boundary conditions denoted as
BC1, BC2, BC3, BC4, BC5 and BC6, were used to desdhe periphery of the flow domain.

The subsonic inlet, symmetry and outlet controlriutaries indicated by BC4, BC5 and BC6 are
identical to those used in the previous model, MBiS1, BC2 and BC3 denote the non-slip,
non-adiabatic boundaries of the solid element gsagpresenting the exit cone, ITE, insulator

and propellant grain, respectively.

Insofar as the solid element groups are concethed;onjugate heat transfer simulation facility
of the ADINA-F program is unable to model the coctittn of heat in a thermally orthotropic
medium. As such, the 3D carbon-carbon and 2D capb@molic composite materials
constituting the exit cone, ITE and insulator hadb¢ approximated as isotropic in their thermal
conduction. Although clearly not ideal, it was féftat this simplification wouldn’t induce
excessive error as a consequence of the very sh#flermal penetration anticipated in the
structure, particularly in the insulating 2D C-Pteral. Furthermore, the conductivities of the
3D C-C material are identical in the radial andaaxiirections, limiting error further. In light of
this equivalence in directional thermal conduciigt the thermal conductivity of the material
defining the 3D C-C solid element group was spedifas 13.96 W/mK. For the 2D C-P solid
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element group, the axial thermal conductivity d38@W/mK was specified on the basis that it

would allow for greater thermal penetration.

BC3

BC4

%cz BC1

BC6

BCS

Figure 6.16 Location of Flow Model T boundary cdratis.

Boundary Condition Type Associated Conditions/Values
BC1 Solid Element Group: C-C No Slip, Non-Adiabatic
BC2 Solid Element Group: C-P No Slip, Non-Adiabatic
BC3 Solid Element Group: Propellant No Slip, Nonigahtic

BC4 Subsonic Inlet P(t), T(t)

BC5 Symmetry -

BC6 Qutlet Control P=R,

Table 6.3 Flow Model T boundary condition parameter

With respect to Flow Model T’s finite element meshe mesh density in the solid domain

representing the thermal penetration zone wastefédg governed by the results of the element

size sensitivity study. As a conjugate heat transfmulation in ADINA-F requires that the

nodes of the solid and fluid domains are coinciddhts discretization determined the

subdivision sizing on the flow side of the intedaas well. This condition inevitably contributed

to a high mesh density in the general flow domsignificantly higher than that of the previous

flow model.

Although considerably more expensive in a compotati sense, this finer discretization also

promoted improved shock definition and a betteoltdion of the boundary layer. In total, Flow
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Four separate simulations were undertaken using Model T; a simulation for each of the
three transients and a quasi-steady simulatioret@igite thermal and pressure loading data for
the burn period thermal and structural models. Tdtier simulation was termed quasi-steady as
it provided a representation of the steady flovdfig s after ignition by means of a transient
solution, as opposed to a time invariant solutibra steady solution had been sought, the
temperature loading condition obtained at the reor@ll would have been unrealistically high,
as the domain could not be bounded externally bgravection boundary and did not represent
the entire nozzle structure. As such, it was ddsite obtain wall temperature and pressure
distributions a fair time after the flow domainéniconditions had reached nominal values, but
before the rate of heat transfer was slowed sianifly by thermal saturation of the solid
domain. Furthermore, owing to the extremely largemory requirements of the Flow Model T
results file for the 0.3 s simulations, a solutafrgreater than a few seconds would have become
unmanageable and was ruled out. In respect of tbeseerns, a simulation time of 1 s was
selected as a reasonable compromise. The detaite dfme step configuration used for each

simulation are shown in Table 6.4.

M odel Solution Period Transient Time Step Configuration
Flow Model T 0.3s 0.6s 3000 x le-4s
0.45s 1500 x le-4 s
+50x5e-5s
+125x 1e-3 s
0.75s 1500 x le-4 s
+50x5e-5s
+125x le-3s
Flow Model T (Quasi-steady) 1ls 0.6s 1650 x le-4 s
+30x5e-5s
+ 820 x 1e-3 s

Table 6.4 Flow model time step configurations.

6.4.2 Flow Model P

Flow Model P differed from the original flow modeéscribed in Chapter 5 only in respect of its
finite element mesh, shown in Figure 6.19, whicitdeed a finite element scheme identical to
that Flow Model T for the sake of consistency. Bagne flow domain geometry, combustion

gas properties and initial and boundary conditisiese however employed. Along the SRN2
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wall, a fluid-structure interaction boundary wasceragain specified to generate an interface
with Structural Model P for an uncoupled FSI sintiola between the two models.

Figure 6.19 Flow Model P finite element mesh.

In light of the strong similarities between Flow 88 T and Flow Model P, the same time step
configurations applied in each of the three FlowdgloT ignition period simulations were used
for the associated Flow Model P simulations, agated in Table 6.5.

M odel Solution Period Transient Time Step Configuration
Flow Model P 0.3s 0.6s 3000 x 1le-4's
0.45s 1500 x 1e-4 s
+50x5e-5s
+125x 1e-3s
0.75s 1500 x 1e-4 s
+50x5e-5s
+125x 1e-3s

Table 6.5 Flow Model P time step configurations.

6.5 Thermal Modelling

6.5.1 Burn Period Thermal Model

The Burn Period Thermal Model was developed to kiteuthe evolving thermal field in the
SRN2 structure during a 60 s motor operation séen#trwas constructed in the ADINA-T
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module using the same two-dimensional surface gegneenployed for the structural model

considered in the previous chapter.

The model's instantaneously applied temperaturdihgacondition was obtained from the 1 s
Flow Model T simulation. Temperatures were recordeédleven points along the nozzle wall to
generate a temperature distribution that was appie the model using ten linear spatial
functions. The position of each spatial functioarsand end points is indicated in Figure 6.20,
with the temperatures specified at each point detém Table 6.6.

Convection Load

Figure 6.20 Burn period loading specification psint

Geometry Point Prescribed Temperature (K)
1832
1832
2020
2113
2819
2674
2517
2434
1457
1017
655

© 00 ~NO Ul WN PR

ol =
= O

Table 6.6 Prescribed temperatures at geometrysoint

It should be noted that the temperature appliedoatt 1 was artificially prescribed to be the
same temperature at the nozzle’s leading edge, gmimt 2. The reason for this imposition is to
cater for the local heating effect that would afisen combustion at the adjacent surfaces of the
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propellant grain, which could not be accommodatadiri the 1 s simulation. To account for
convection heat transfer from the nozzle to theermal atmosphere, a convection load was
applied to the external surfaces of the model faremce to an ambient temperature of 298 K
and a constant heat transfer coefficient of 0.15 Tihe location of this load is highlighted in
Figure 6.20.

As far as material specification in the Burn Periddermal Model is concerned, three material
models were generated according to the data indlird@able 6.1, to define the 3D C-C, 2D C-
P and steel constituents. Following this, threedcetion element groups and one convection

element group were created in preparation for mesbi the geometry.

Discretization was governed by the same geometbgigision scheme used in the structural
model described in Chapter 5. In considerationhaf tong duration of the simulation, the
moderate mesh density prescribed by this schemaleased to be acceptable. The mesh was
generated using a combination of four-noded axisgtrim conduction elements and three-
noded boundary convection elements. Four-noded eslssmwere used to represent thermal
conduction to avoid the mid-element temperaturerénduced during rapid thermal loading by

quadratic temperature interpolation in more elateoetements.

The architecture of the Burn Period Thermal Modletd element mesh is presented in Figure
6.21. Finally, as far as temporal discretizationc@cerned, the 60 s transient temperature

solution comprised 600 time steps, each 0.1 sigtle

Figure 6.21 Finite element mesh of the Burn Pefibdrmal Model.
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6.6 Structural Modelling

6.6.1 Structural Model T

Structural Model T employed the same thermo-ordpityisotropic materials, element groups
and full fixity constraint as the previous SRN2ustural model, but did not possess an FSI
boundary condition through which pressure loadiogld be applied. Furthermore, it utilised a
significantly denser mesh scheme designed to accalata the band of thermal penetration

zone elements.

The mesh was composed of 37 996 four-noded axisyricneolid elements, the predominant
number of which were employed to discretize the TRBd. Four-noded elements had to be
employed instead of the more efficient nine-nodedhents, to enable node-to-node reading of
the thermal mapping file used to describe the teaipee distribution in the nozzle and that was
generated by Flow Model T. The overall mesh comfitjon is shown in Figure 6.22, whilst a
detailed view of the mesh at the entrance and thexfion, clearly indicating the location of
TPZ elements is shown in Figure 6.23. To demorestita¢ significant difference in the mesh
density applied in the TPZ band in comparison torest of the model, Figure 6.24 displays the

mesh employed adjacent to SRN2's throat.

Figure 6.22 Structural Model T finite element mesh.

As it had yet to be determined whether or not Heerhal loading condition simulated by Flow
Model T would induce a vibratory structural respivs SRN2, Structural Model T was solved
dynamically. For the sake of uniformity, the times configurations applied in all Flow Model

T simulations were employed in the associated &tracModel T simulations.
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Figure 6.23 Mesh detail at the entrance and threzaon.

Figure 6.24 Comparative element sizing at SRN2tath
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6.6.2 Structural Model P

As a consequence of the satisfactory performanteedirst SRN2 structural model described in

Chapter 5, Structural Model P was a copy of thiglehon every respect. However, as it had

been demonstrated that no inertial effects mamifest the response of this model to pressure
loading alone, the fluid-structure interaction $ian incorporating Structural Model P employed

a less costly static solution regime.

6.6.3 Burn Period Structural Modd

The Burn Period Structural Model featured the sanmserials, element groups, full fixity
constraint and finite element mesh as Structuradéli®. However, to describe pressure loading,
the constant pressure distribution derived from XteeFlow Model T simulation was applied,
instead of using Structural Model P’s FSI boundamydition.

The pressure distribution was defined in refereiacthe same eleven geometry points used to
define the temperature distribution in the Burnié®iMhermal Model, shown in Figure 6.20,
and was applied in an identical manner on the bakiten spatial functions. The pressure

magnitudes prescribed at each point are quantifidéble 6.7.

Geometry Point Prescribed Pressure (Pa)
5.663e6
5.663e6
5.658e6
5.598e6
2.945e6
1.714e6
1.408e6
1.270e6
3.907e5
1.989e5
1.032e5

© 00 ~NO O WNBE

e
= O

Table 6.7 Prescribed pressures at geometry points.

In terms of solution parameters, the problem waslved using a static solution regime over
600 time steps, each 0.1 s in length.
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6.6.4 Results Sampling

The results of the thermal penetration zone elemsa® sensitivity study provided a clear
indication that thermally-induced stresses far megeere than those attributable to pressure
loading could be expected in regions adjacent ¢ohtbated walls of SRN2. Furthermore, they
indicated that the highest thermal stresses woellerizountered at positions on the wall itself. In
consideration of these indications, it was appatieat the most suitable locations at which to
record response histories would be at points positi along the wetted surface of the nozzle.
Five points were therefore selected for this puepos the basis of the insight it was believed
they would be able offer into the response charitites of the nozzle. Labelled A, B, C, D and
E, their locations are illustrated in Figure 6.28s0 shown in this figure is the cross-section
denoted Y-Y, along which distributions of thermatlgoressure stresses were to be compared.

Figure 6.25 Position of sampling points A, B, C&E and cross-section Y-Y.

6.7 Results and Discussion

6.7.1 Flow Model T Flow Field Assessment

Band plots representing Mach number, pressure amdity distributions in the flow field
obtained from the 0.6 s transient simulation aietnof 0.005 s, 0.02 s and 0.3 s are shown in

Figures 6.26-6.28, respectively.
A comparison of these results to those reflectethénprevious chapter for equivalent solution

times in Figures 5.19-5.21, indicates that thenesfient of the Flow Model T mesh has led to a

slightly altered evolution in the predicted flowvelfi.
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Figure 6.26 Mach number distributions at (a) t808. s,
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Figure 6.27 Pressure distributions at (a) t = 0805
(b)t=0.002sand (c)t=0.3s.
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Figure 6.29 Temperature distributions at (a) t606.s,
(b)t=0.002sand (c)t=0.3s.

For instance, the compacted gas zone that is frigsthre pressure distribution shown in Figure
5.20 at 0.005 s has only just begun to manifetiénassociated density distribution displayed in
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Figure 6.28. In addition, the normal compressionc&h which appears with significantly
improved definition in Figures 6.26 and 6.28, iswh to have advanced to a lesser extent down
the length of the exit cone by 0.02 s when vieweddmparison to the associated band plot in
Figure 5.19. Despite these subtle differencespteeall characteristics of the flows predicted by
either model are very similar.

The development of the flow field’s temperatureriisition is illustrated by Figure 6.29, which

shows distributions at 0.005 s, 0.02 s and 0.3s. dvolution of the thermal boundary layer in
the subsonic, transonic and supersonic regiondhefflow demonstrates the effects of heat
absorption by TPZ elements in the solid domainhef tnodel. In reference to the temperature
flow fields depicted in Figure 6.29, Figures 6.386show the axial variation of temperatures
along Flow Model T's axis of symmetry (AOS) and Wat equivalent solution times. The

decreasing discrepancy between the AOS and walpaetures over the duration of the
simulation, especially at the throat, indicatesiraatease in the rate of heat transfer with time
which is expected as velocities in the nozzle fidds evolution in heat transfer is confirmed in
Figure 6.33, which shows heat flux vector plotsdiméng the degree of convective transfer into
the solid domain at times of 0.005 s, 0.02 s aBd0The variation of heat flux shown here is in

strong agreement with the classical distributiomoicket nozzles first predicted by Bartz (1957).
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Figure 6.30 Axial temperature distributions at@.805 s.
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Figure 6.31 Axial temperature distributions atQ.62 s.
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Figure 6.32 Axial temperature distributions atQ.8 s.
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The dip in wall temperature shown for each solutiore just after the leading edge suggests the
presence of flow stagnation and a significant dessen the local heat transfer coefficient at this
location. The rapid rise in the AOS temperaturéritistion shown in Figure 6.31 provides an

effective illustration of the position and strengththe normal compression shock at 0.02 s.

In each wall temperature distribution, particulaaty0.3 s, a sharp temperature discontinuity can
be observed in the vicinity of the throat locatfolowed by a series of temperature disturbances
along the the exit cone wall. When these distringiwere compared to the wall temperature
distributions generated by the Chapter 5 flow satiah, which did not account for heat transfer

at the wall, it was realised that these spuriotiscef were clearly side effects of the conjugate
heat transfer solution. At the time of writing hoxge, their exact cause had yet to be established.

Finally, to illustrate the loading conditions amglito the burn period models, wall distributions
of pressure and temperature generated by the tw Model T simulation are shown in
comparison to the associated AOS distributionsigures 6.34 and 6.35, respectively. To avoid
erroneous recordings resulting from potential terafpge disturbance effects at the node points
defining the thermal spatial functions, data ol#dirat these positions were checked against

temperatures at neighbouring nodes and adjusfedrifl to be unrepresentative.

6.00E+06

5.00E+06 A Axis of Symmetry

Wall

4.00E+06

3.00E+06 -

Pressure, Pa

2.00E+06 4

1.00E+06

1.00E+03 T T T T
0.00 0.25 0.50 0.75 1.00 1.25 1.50

Axial Distance from Nozzle Inlet, m

Figure 6.34 Axial pressure distributions att=1s
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6.7.2 Stress Field Development during Burn Period

The evolution of the hoop, radial and axial strééekls in SRN2 during the simulated burn
period is demonstrated by Figures 6.36-6.38, whiahw results recorded at 10 s, 30 s and 60 s,
respectively. Associated temperature distributionthe nozzle are also shown in these figures,
to allow the influence of thermoelastic effects each stress response to be observed.
Furthermore, in order for the response of the rdgztomposite substructures to be displayed
clearly, the steel attach structure region wasteahitrom the band plots.

A review of Figures 6.36-6.38 reveals interestiagponse characteristics. The degree by which
each response is shown to develop with time indicahe dominance of transient thermal
stresses over steady pressure-induced stresseshd-onost part, the general prevalence of

compressive hoop, radial and axial stresses canfilained by this dominance.

At a time of 10 s, thermal penetration is still qaratively shallow, but severe stresses are
already being encountered in localised areas atjacethe wetted surfaces of the nozzle,
especially in the subsonic region. The throat negibthe ITE is shown to be experiencing very

high compressive hoop and axial stresses, primasilg consequence the strong thermal loading
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and extreme thermal gradient at this location. fibated material zone can be seen inducing a
zone of tensile hoop and axial stresses in theaieecentral region of the ITE in response to
significant thermal expansion. Along the entranegtisn and in the vicinity of the leading edge
of the ITE, quite significant compressive radiaksses can be seen developing in response to
the expansion resistance imposed by unheated 3Dn@@rial. The insulator, subjected to
maximum chamber pressure loading was observecexairilvards in response to the distortion
of the attach structure, resulting in high tenkit®p stresses in this component, particularly in
the area adjacent to the ITE. The negative coefftodf thermal expansion in the hoop direction
of the constituent 2D C-P material contributedhis stress. The highly localised zone of intense
tensile radial stress, found in the insulator talsathe nozzle's motor attachment point appears
to have arisen spuriously. The error, which alsmifeats at the subsequent solution times, is
believed to be as a consequence of the applicafianvery low mesh density in the vicinity of
the intersection between a heated and adiabatiocdaoy. High tensile hoop stresses were also
observed at the head of the exit cone, again ores to the pressure induced distortion of the
attach structure and concentrated by the geomdigoontinuity created by the corner along its

external surface.

By the 30 s midway point of motor operation, ther@ase in thermal penetration displayed by
Figure 6.37, has increased the presence of coniresteesses in the nozzle, and has relieved to
some extent the submerged tensile hoop stresdbe ITE. The zone of tensile axial stresses in
the substructure however, has become more proffignificantly, the severe compressive
stresses encountered in the throat region haveubsided, and the zone of compression has
deepened appreciably. It is believed that this pheamon can be attributed to the notably stiffer
and insulated steel attach structure retardingrélde&al expansion of the ITE. An area of high
tensile hoop stress can once again be seen inghkior at its heated junction with the ITE, the
magnitude of which has increased significantly. Silenaxial stresses have also been shown to

increase at the corner feature at the head ofxihea@ne.

By the end of the burn period, at 60 s, hoop sfreise ITE and exit cone are predicted as being
almost entirely compressive. The severe compressirgss zone at the nozzle's throat has
deepened further and progressed in the upstreamdawdstream directions, although the
magnitude of the highest recorded stress has dexteglightly. Tensile hoop stresses have

spread across the heated surface of the insulatarcansequence of further thermally-induced
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material contraction. The submerged region of terakial stress in the ITE has increased in
size, whilst tensile axial stresses in the adjagenilator have risen to a notable magnitude. In
addition, a small zone of compressive radial stcassalso be seen developing at the head of the

insulator as a result of the significant differahxpansion in the radial direction.

When considering the stresses arising from the ualezxpansion of separate substructures such
as the ITE and insulator, it is important to beamiind that in reality, expansions gaps and slip
surfaces are designed into the nozzle structurethferspecific purpose of alleviating these
stresses. Even in the case that substructuresoadeth together with adhesives, a significant
amount of expansion stress can be dissipated bghhmacteristically low modulli of elasticity
associated with these adhesives. As these feaiwess not included in the SRN2 design or
structural models, and in consideration of the Hgvef the design itself, it is clear that to a
degree, simulated stress magnitudes in certainszohthe Burn Period Structural Model were
unavoidably overestimated. Having said this howeiteis believed that the fidelity of the
ignition period structural response was substdntidéss affected by these technical

simplifications as an elementary consequence offiigifdy localised nature of heat penetration.

To gain a more precise understanding of the stmegnitudes encountered during the burn
period, hoop, radial and axial stress historiesewecorded at the five sample points A, B, C, D
and E, and are exhibited in Figures 6.38-6.43,eetsyely. The establishment of histories at
these points was important as it would allow igmitiperiod and burn period responses to be

compared at identical locations.

The most marked observation made in relation teghesults is that at each point, with the
exception of the axial stress history, the higlststss magnitudes recorded were shown to be
reached by the first time step of the simulatiomttermore, the magnitude of the predominant
hoop and axial stresses at the nozzle's surfacknddcconsiderably from this peak over the
remaining duration of the simulation, as the degtthermal penetration increased and relieved
the constricting effect imposed by unheated regidiés decline wasn't as significant in the
hoop stress history recorded at point B, howetes. suggested that the trend was not followed
at this point as a result of the radial expansionstriction imposed by the attach structure.
Nonetheless, this observation was notable asiitatet the significance of the ignition period in

generating nozzle surface stresses and the roleglay thermoelasticity in this regard.
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Figure 6.36 Temperature distribution and (a) hgbpradial and (c) axial stress fields att = 10 s.
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Figure 6.37 Temperature distribution and (a) hgbpradial and (c) axial stress fields att = 30 s.
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Figure 6.38 Temperature distribution and (a) hgbpradial and (c) axial stress fields att = 60 s.
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Figure 6.39 Burn duration hoop, radial and axiedsg histories at point A.
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Figure 6.40 Burn duration hoop, radial and axiesg histories at point B.
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Figure 6.42 Burn duration hoop, radial and axiegsg histories at point D.
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Figure 6.43 Burn duration hoop, radial and axie¢sg histories at point E.

Also noted was the apparent directional hierarahgragst the hoop, radial and axial responses.
In general, surface stresses in the hoop direatiere shown to be most severe, followed by
axial stresses, whilst radial stresses appearaénain insignificant for the duration of the
simulation. As a result of point A’'s perpendiculaiientation relative to the other points, a
slightly different hierarchy was observed in whitie axial stress response as opposed to the
radial stress response was shown to be compasatmeglligible. As far as stress direction is
concerned, almost every response remained comygetisioughout the simulation, although
interestingly, the hoop stress histories at poldtand D were observed to become slightly

tensile in the second half of the time interval.

6.7.3 Nozzle Displacements Attributable to | gnition Period Pressureand Thermal Loading

In spite of the ADINA-FSI program being unable tocaunt for thermal loading during a
coupled ignition transient simulation, the effetircorporating SRN2's thermoelastic response
in regards to the degree of aeroelastic coupliag) Would subsequently be induced, could still

be indirectly explored.

The kinematic condition (Egn. N) employed in thd &ution algorithm implies that the degree
of coupling that occurs between the nozzle andldts field is effectively governed by the
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distortion of the nozzle in response to the loadimgosed upon it by the flow field. The
distortion clearly needs to be of sufficient magdé to alter the flow field, and for the altered
flow field to in turn load the nozzle in an alterashnner. As was demonstrated in Chapter 5
however, when SRN2 was subjected to pressure Igadone, an insufficient distortion of the
nozzle arose to induce any notable coupling effecthe structural response. If, therefore, the
distortion of the nozzle during exposure to therrtwdding alone could be compared its
distortion in response to pressure loading, themt@l for thermoelasticity to induce aeroelastic
coupling could be estimated. As such, displacemeagnitude histories at points A-E were
derived from the Structural Model P simulation @oethpared to those resolved in the Structural
Model T simulation, as shown in Figures 6.44-6ré8pectively.

Two interesting characteristics in the results @oserved. Firstly, at points positioned in the
stiffer regions of the nozzle, namely points A @dthe thermally-induced displacements are
significantly smaller in magnitude in comparisonttmse induced by pressure loading — as
evidenced by Figures 6.44 and 6.45. At points Carld E however, where the structure is
notably more flexible, the thermally-induced dis@ments are of comparable magnitude

towards the end of the simulation period.
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Figure 6.44 Displacement magnitude histories attp®i

176



Displacement Magnitude, m

Displacement Magnitude, m

2.350E-04

—— Structural Model P -
2.00E-04 — Structural Model T —‘_ __
1.30E-04 - Y
1.00E-04 1 J
5.00E-05 B '_‘
QO0EH0 e T PP . . . . .
000 003 005 008 010 013 015 018 020 023 025 028 030
Time, s
Figure 6.45 Displacement magnitude histories attpBi
1.20E-04
— Structural Model P ~ ________________——-"""""
1OE-04 1 —— Structural Model T N
8.00E-05
|
6.00E-05 !
AW
400E-05 - i
|
200605 4 [ |/
| I| |I
| .
[V e
| -
0.00E+00 +—— T T T T T T T T T T
000 003 005 008 010 013 015 018 020 023 025 028 030
Time, s

Figure 6.46 Displacement magnitude histories attpOi
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Figure 6.48 Displacement magnitude histories attpoi

The steady growth in thermally-induced displacemdmm a time just after the start of the
simulation is believed to be attributable to théward expansion of the entire exit cone as the

depth of heat penetration increases. The secopdnss characteristic of interest is the vibratory
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nature of the thermally-induced displacement histoat all five points, although significantly
stronger at points C-E. The frequency of oscillatigppears to be too small to be associated with
the propagation of elastodynamic waves, but sugdbstpresence of global structural vibration.
Although the source of this vibratory response dadt be confirmed, the vibration may well be
attributable to differential heating of the nozzle.

Ultimately however, it was concluded that whilstittmally-induced displacements along the exit
cone are appreciable, they are not sufficientlgdarthan pressure-induced displacements to
suggest that any significant aeroelastic couplinguld arise in their inclusion in an FSI

simulation.

6.7.4 Transient Stress Distributions Attributableto Pressure and Thermal L oading

To establish the distinct characteristics of thresst responses induced by pressure and thermal
loading during the ignition period, results derifeam Structural Model P and Structural Model

T for the 0.6 s transient were compared at sanipiest of 0.005 s, 0.02 s and 0.3 s. In this

regard, band plots of hoop, radial and axial stdéstsibutions are shown in Figures 6.49-6.57.
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Figure 6.49 (a) Pressure and (b) thermal hoopsstistributions at 0.005 s.
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Figure 6.50 (a) Pressure and (b) thermal hoopssttissributions at 0.02 s.
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Figure 6.51 (a) Pressure and (b) thermal hoopssthistributions at 0.3 s.
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Figure 6.52 (a) Pressure and (b) thermal radiabstdistributions at 0.005 s.
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Figure 6.53 (a) Pressure and (b) thermal radiabstdistributions at 0.02 s.
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Figure 6.54 (a) Pressure and (b) thermal radiabstdistributions at 0.3 s.
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Figure 6.55 (a) Pressure and (b) thermal axiasstdéstributions at 0.005 s.
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Figure 6.56 (a) Pressure and (b) thermal axiasstdéstributions at 0.02 s.
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Figure 6.57 (a) Pressure and (b) thermal axiasstdéstributions at 0.3 s.

183



Upon inspection of these figures, the differencethé stress field distributions that are induced
by either loading source, becomes immediately apyai he pressure-based hoop, radial and
axial stress fields show fairly wide-ranging distiiions, which are predicted to evolve
significantly as the flow field develops within tin@zzle. Both compressive and tensile stresses
are shown to manifest in the composite substrustungth stresses in all directions rising

steadily to moderate levels during the course witiign.

In comparison, thermally induced stresses are sliougave the SRN2 structure almost entirely
unaffected. A review of the stress magnitude scstesvn adjacent to the Structural Model T
band plots however, indicates the development ghiitant compressive stresses that are
particularly severe in the hoop and axial directiorAs demonstrated in Figure 6.58, which
displays the thermal hoop stress distribution at éhtrance and throat region at 0.3 s, closer
inspection of the thermal stress band plots revib@presence of highly localised compressive
hoop, radial and axial stress distributions adjacen the nozzle’s wetted surface. This
compressive stress zone is shown in relation toT#& element band in Figure 6.59, and
demonstrates the conservative nature of the fel@ément discretization scheme. With respect to
magnitude, these stresses are estimated to beshighe¢he surface, whilst rapid dissipation
occurs with increasing submergence. This behawas predicted by the TPZ element size
sensitivity steady and is ultimately a product lod thigh thermal gradients generated by rapid
convective heating of the nozzle during ignition.
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Figure 6.58 Distribution of hoop stress at theamte and throat at 0.3 s.
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Figure 6.59 Hoop stress distribution with the Stueal Model T mesh overlay.

To provide an example of the significant differermmween the distribution characteristics of
the pressure and thermal stress responses, Figi@sand 6.61 show stress profiles over the
cross-section Y-Y at the head of the exit cone d¢eduby pressure and thermal loading,
respectively. The profiles, which are shown at ehsolution times, clearly indicate the
significant differences in stress magnitudes aadlignt.
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Figure 6.60 Pressure hoop stress profiles ovesegestion Y-Y.
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Figure 6.61 Thermal hoop stress profiles over esestion Y-Y.

From a review of the overall distribution and irgi#tpm of pressure- and thermally-induced
stresses in the nozzle, two conclusions can berdr&iwstly, in terms of absolute magnitude,
thermal stresses are predicted to be consideralose reevere than pressure stresses, and
secondly, on the assumption of response supemositie highest effective stresses generated in
the nozzle during ignition occur along its wetteanface. This deduction clearly indicates the
appropriate location of the sample points A-E itakkshing the worst-case stresses during

ignition.

6.7.5 Evaluation of Effective Surface Stresses

To quantitatively gauge the evolution of the suefatress response along the length of SRN2'’s
wall, histories for effective hoop, radial and d$tresses were evaluated at sample points A-E.
The resulting data generated by superimposing #sociéated pressure and thermal stress

components at each position and solution timedapécted in Figures 6.62 and 6.64-6.67.

Upon inspection of the recorded responses, it besoapparent that certain surface stress
histories display a period of strong oscillatiorcarcing roughly between 0.02s and 0.17 s,
particularly at points A-C. In consideration of thigh stiffness of the structure at points A and

B, one would expect any manifestation of inertiddration to occur at the high frequencies
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associated with elastodynamic vibration rather taba low frequency indicative of structural
vibration. The relatively low frequency of the reded response is therefore inconsistent with
the local stiffness of the structure. Furthermdle asymmetry of the apparent waveform
relative to the time-scale of the response alsgestg that this behaviour does not have physical
origins.
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Figure 6.62 Effective hoop, radial and axial stigissories at point A.
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Figure 6.63 Temperature history at point A.
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Figure 6.65 Effective hoop, radial and axial stitgissories at point C.
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Figure 6.67 Effective hoop, radial and axial stteissories at point E.

The temperature history at point A, shown in Fig@ré3, presents with similar perturbations
and provides an indication of their most probaldarse. When the associated stress response

histories at point A are compared to the point's\gerature history, it becomes clear how
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strongly the combined stress response is dependethiermal loading — based on the manner in
the stress histories track the temperature histesythe thermoelastic stress contributions at any
point are derived solely on the basis of the tewrtpee at that point, one can deduce that the
perturbations are caused by the numerically ernameesolution of the conjugate heat transfer
problem in Flow Model T. Based on this conclusiitnyould appear that the perturbations in

time observed here, are related to the perturtmiiorspace observed in the wall temperature
distribution of the 1 s solution to the same flowdal. It is speculated that this error could either
be attributed to an insufficient time discretizatie@solution and/or the inherent lack of variable

conservation in time associated with the finiteneat method. Conveniently however, the

perturbations appear to dissipate before the tinaimmum stress values are encountered,

preserving the usefulness of the results.

Another distinct characteristic of the predictesh@nses is the same magnitude hierarchy among
the hoop, radial and axial stress components obdeduring the burn duration response. In all
but one scenario, that of point A, the greatessstrencountered was in the hoop direction,
followed by that in the axial direction. For poifdsk, the radial stress component encountered
was negligible in comparison, confirming the minofluence that pressure-induced stresses
appear to have had on the combined response \tithiexit cone. As the direction of heat flux
encountered at point A was effectively in the aximéction, it is understandable that the axial
stress component was calculated to be small in adsgn to the hoop and radial components,

as the ITE was free to expand in the axial directio

The stress responses at points C, D and E, showrigtres 6.65-6.67, indicate that an

interesting thermal loading phenomenon is occurdahghese locations. In comparison to the
histories recorded at points A and B, where thectiffe stresses suggest that thermal loading
occurs from the outset of the simulation, the hig® of points C, D and E depict response
delays of increasing time lengths, which suggedtlayed exposure to thermal loading at these
points. These response delays can be quite adégeapdained in the context of the developing

flow of combustion gases, by the progression ofj¢theseparation point down the length of the
exit cone as the SRM chamber pressure increasdsreBie arrival of this point, the local

surface is exposed to temperatures not much grélader the ambient temperature as it is
insulated from the hot core flow by a stagnant zdxethe point passes over the surface, it is

rapidly exposed to heat of the boundary layer flawhjch results in an equally rapid rise in

190



compressive surface stresses. It is this effettishaeing observed in the stress responses at the
exit cone points. In this regard, it is importamtniote that the ability of the solution scheme to
provide accurate definition to the boundary layethierefore critical if stress histories are to be

reasonably predicted at these locations.

Figures 6.66 and 6.67 also indicate that the stresigonses at points D and E have not yet
reached their peaks by the end of the simulatiamogebefore the thermal penetration zone
deepens and subsequently relieves stresses atutfazes of the nozzle. In spite of these
compressive stress peaks not being registered, éssentially impossible that the maximum
stresses recorded in this region of the nozzle dvgubater than those further upstream. This is
as a simple consequence of the fact that whilstntlagerial in this region is the same, the
magnitude of the thermal loading it is subjectettoonsiderably lower. In regards to maximum
stresses, Table 6.8 compares maximum tensile amgressive stresses predicted to occur at

each point by the ignition period and burn perivdctural simulations.

Stress Direction  Simulation Surface Stress (Pa)
Point A Point B Point C Point D Point E
Tensile Ignition Period 1.49E+05 1.19E+05 1.11E+061.61E+06  8.19E+05
Burn Period - - 6.45E+06 4.70E+06  1.97E+05
Compressive Ignition Period -3.68E+08 -4.56E+08 80GE+08 -1.07E+08 -3.89E+07
Burn Period -2.39E+08  -4.41E+08 -1.55E+08 -8.98E+0-2.80E+07

Table 6.8 Maximum tensile and compressive strgssaticted by ignition period and burn period

simulations.

Results from these two sources are compared to m&mabte how the use of instantaneously
applied burn period loading conditions and a sigaiftly coarser mesh can approximate the
maximum ignition period stresses to a fair degreaazuracy. In addition, this comparison

confirms the superiority of surface stresses indutigring ignition to those experienced during

the steady operation of the SRM.

The ignition period simulation results shown in Tealp.8 provide a clear indication of the
severity of the compressive stresses encounterédRNPR’s wetted surface during the ignition

191



event. By contrast, the tensile stresses predloyeithe ignition period simulation are shown to
be of negligible magnitude. In the context of tlypidal compressive strength capacity of
spatially reinforced carbon-carbon composite malkgrithe magnitude of the maximum
compressive stresses indicated here is extremesaggests that a thin zone of compressive
material failure could develop across a fair portaf the nozzle’s wetted surface during the
ignition transient period. Importantly, it is coinable that surface layer damage of this nature
caused to the I.T.E and exit cone subcomponenisglignition, could potentially play a role in
accelerating the initial rates nozzle ablation arasion during nominal operation.

Although the failure mechanisms of spatially renofd C-C materials have not been specifically
considered in the current study, the above resntticate that a more advanced analysis of
material failure in the context of the current gesb needs to be undertaken, in order to
establish a better understanding of the damageighdtely to be induced in such structures
during SRM ignition. Furthermore, the similaritytime scale of the predicted thermal and stress
penetration depths and the scale of the reinfornenogls employed in spatially reinforced C-C

materials suggests that homogeneous material eedi®n is an inaccurate simplification.

In terms of the overall performance of the SRNZiruignition therefore, it can be concluded
that although severe thermal stresses are induaeagcdthis period, the holistic distribution of
effective stresses is insufficient to endangerstnectural integrity of the nozzle structure as a

whole.

6.7.6 Sensitivity of Thermostructural Responseto Inertial Effects

The structural response results presented in tdqus chapter failed to indicate the presence
of inertial vibration in the nozzle when subjectedransient pressure loading. To clarify if such
phenomena manifested in the apparently more osxilaesponse of the structure to thermal
loading, dynamic and quasi-static thermal strespaeses were computed and compared at
points B and E, as shown in Figures 6.67 and 6.68.

Points B and E were selected to provide insightt ihe response predicted at relatively stiff and
flexible parts of the SRN2 structure. As can bensélee solutions at point B are in excellent
agreement with no vibrations and thus no deteciblrepancies present. The solutions at point

E are also in very good agreement, although venpon¥ibrations are indicated to occur by the
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dynamic solution between 0.05 s and 0.2 s. Giverfldxibility in this region of the nozzle and

in consideration of the highly transient loadirfgstnegligible level of oscillation is reasonable.
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In an overall sense however, the solution agreetiiestrated in Figures 6.67 and 6.68 provide
a very clear indication that for the current coiatis, inertial effects do not manifest appreciably
in the response of SRN2 to thermal loading. It hemefore be deduced on the basis of response
superposition, that the structure’s inertia doest influence its response during the transient
ignition period.

6.7.7 Sensitivity of Effective Structural Responseto Ignition Rate

The final numerical investigation undertaken corepathe simulated structural response of
SRN2 in respect of the 0.6 s ignition transientthi® response of the structure simulated for the
scaled 0.45 s and 0.75 s transients. Once agamyeme recorded at sample points A-E to allow
comparative response histories to be establishéteeR sets of histories describing the
evolution of hoop, radial and axial stresses athepgint were compiled and analysed to
determine the sensitivity of the structural resgottsthe rate of SRM ignition. Selected results

are now presented in Figures 6.69-6.75.

A review of these results indicates the presentbeofame perturbations in the 0.45s and 0.75 s
responses that are observed in the 0.6 s resplfrmee considers the general nature of each
perturbation, it would appear as though insteagrofving smoothly with time, stresses remain
roughly constant or decline, and then after a dtaristic periodic time suddenly rise to updated
values. An important observation is that the “uptiateriod of the perturbations in the scaled
transient responses at points A, C, D and E ineseagnificantly at a time roughly halfway
through the solution. Interestingly, the time stpe in these two simulations is increased
significantly over a period of 50 time steps froml@*s to 1x1G s at a simulation time of
0.15 s. The simultaneous change in perturbatioractexistics therefore suggests a sensitivity of
this phenomenon to the temporal discretizationlagism, which is a useful observation.

The compromised scaled transient results makefficult to draw absolute conclusions with

regards to the impact that varying the rate ofigimtion event has on stress generation in the
nozzle. However, the general trend that unperturbedlts would generate can be predicted to
an extent. At point A, as displayed in Figures 6a6@ 6.70, it can clearly be seen that an
increase in the ignition rate contributes to theegation of higher maximum hoop and radial
stress magnitudes in the leading edge region.dstiegly, the retardation of the rate appears to

induce a stronger response as well. This observatald be the result of a longer exposure to
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heat flux elevated by the movement of combusti@eganto the annular propellant grain pocket

over a longer duration.
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At the nozzle’s throat on the other hand, only middferences in the hoop and axial stress
responses are observed, with the scaled transigats yielding slightly higher surface stresses.
Along the exit cone, scaled separation point artinees can clearly be seen, particularly in the
responses at points D and E, shown in Figures &nti46.75, respectively. By the end of the
simulation period at points D and E, the 0.75 adient appears to have induced a lower hoop
stress in comparison to the 0.6 s benchmark respersist the faster 0.45 s transient is shown
to have generated a higher hoop stress. This nesyltwell be attributable to an increase in the

local heat transfer coefficient with an increaseéparation point velocity.

Although the hoop stress histories at point E vatilkin a state of evolution at the end of the

simulation, it can still clearly be seen that thienomenon is not repeated at the tip of the exit
cone. The responses in Figure 6.75 indicate thapite of the separation point in the 0.45s
simulation arriving slightly ahead of that predittey the benchmark simulation, hoop stress

rises to a greater magnitude and more rapidlyéndtter solution.
In an overall sense therefore, it can be concludhed rate at which the ignition event is

prescribed to occur does notably affect the charestics of the associated structural response of
SRN2. In general, the faster 0.45 s transient iadutigher hoop stresses at the nozzle surface
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than the benchmark 0.6 s transient, although thgninale by which the former response
exceeded the latter varied considerably. The tretading to the slower 0.75 s transient was less

clear, however.

6.8 Conclusion

The numerical simulation of the ignition periodustiural response of the SRN2 nozzle to
transient pressure and thermal loading conditiass been described in the current chapter. In
addition, the solution approach developed to accmmthermoelasticity in this response was
outlined and the development of the constituenterical models was detailed.

An element size sensitivity study was undertaketiettermine the expected depth of the thermal
penetration zone in the nozzle during the simutapieriod, and to establish the finite element
discretization scheme that would most effectivelyd aefficiently capture the associated

thermoelastic response in this region. The distaBtin schemes subsequently employed in
Flow Model T and Structural Model T were derivedtba basis of the results of this study.

A burn period structural response simulation wasdoated to evaluate the development of the
temperature and stress fields within SRN2 during pleriod and, in addition, to enable a frame
of reference to be provided to the ignition perstdictural response results. An evaluation of
these results indicated that along the nozzle'stedesurface, maximum stresses were in

encountered immediately after the application afling.

Results derived from the ignition period structuedponse simulation highlighted a number of
important response characteristics associated thithloading regime. Pressure loading was
generally shown to induce a slightly larger distortof the nozzle, which suggests that the
incorporation of the ignition period thermoelageésponse in the FSI solution would not greatly
increase the degree of aeroelastic coupling that deenonstrated to occur between the nozzle
and its flow field in Chapter 5.

In terms of the stress response, pressure loadohgceéd a wide-ranging stress profile, low to
moderate in magnitude, whereas thermal loading dadusevere, highly localised stresses
isolated to within a few millimetres of the wettadrface. Significantly, a comparison of
thermostructural response results generated byi-gtati® and dynamic solutions did not
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suggest that the instigation of structural vibnatior elastodynamic waves had occurred in

response to the simulated ignition period thermatling.

Finally, the stress response histories computeith®ibasis of the scaled ignition transients were
compared to equivalent histories associated wighbdgnchmark transient, to establish whether
the surface stress response of the nozzle shovwnsitigigy to the rate at which motor ignition

was specified to occur. The results obtained ferdhrrent conditions indicate that a degree of
sensitivity does in fact exist, appearing strorgjeBRN2’s leading edge and towards the rear of

its exit cone.
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CHAPTER 7

Concluding Remarks

The objective of this study was to employ numerigcaddelling techniques to simulate and
investigate the structural response of a compasitiel rocket motor nozzle during the motor
ignition period. In the distinct absence of pubdidhliterature providing treatment to this
problem, several important determinations relatimgSRM nozzle behaviour during ignition
were sought. Furthermore, to provide quantitatinel gualitative context to this response,

comparisons were made to the predicted resportbe ofozzle during the motor burn period.

Three ignition period response simulations weredooted using a number of flow, thermal and
structural models and through the implementatiorthef ADINA multiphysics finite element
code. To as great an extent as possible, the wabfiADINA’s high-speed compressible flow
and orthotropic elasticity models was establisheth weference to a review of associated
literature. The validity of its orthotropic thermabnduction and thermoelasticity models was

established by means of a specific validation saglgescribed in Chapter 3.

The simulations were carried out with respectwio SRM nozzle designs, developed by the
author on the basis of established nozzle desigtipe. The first design, Solid Rocket

Nozzle 1, was analysed in the initial simulatiosa#ed in Chapter 4, whilst the second design,
Solid Rocket Nozzle 2, was considered in the se@mbthird simulations, outlined in Chapters

5 and 6, respectively. Both designs comprised fandamental substructures and employed
spatially reinforced carbon-carbon composites f@rmal lining components, a tape wound
carbon-phenolic composite for insulation and sfeelmotor attach structures. Materials were
modelled as being homogeneous and linearly elestl cases.

Each simulation was conducted to characterisegfigonse of the constituent upon subjection to
a particular loading regime. The first simulatioonsidered the instantaneous application of
steady thermal and pressure loading conditionselgrirom results published in literature, and

utilised two numerical models. A thermal model a#ted the transient temperature distribution

within the SRN1 nozzle, whilst a structural modetaedmined the response of the nozzle in
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respect of this temperature distribution and thesgure loading condition. The ignition period
structural response was resolved in terms of ba¢hdynamic and quasi-static forms of the
equilibrium equations to assess the significanceoofidering the inertial terms in developing
the solution. The results obtained were presentgdthie author at thes" International
Conference on Composite Science and Technology and later published in the international
journal,Composite Sructures (Morozov and Pitot de la Beaujardiere (2009)).

The second simulation computed the ignition pestrdctural response of SRN2 to a transient
pressure loading condition in isolation. The logdaondition was generated by a laminar flow
model developed to simulate the unsteady flow oflmgstion gases through the nozzle during
an ignition event. The resulting transient wallgs@e distribution was applied to an associated
structural model in coupled and uncoupled fluidisture interaction simulations, where the
structural response was solved for dynamically. dmparison between the coupled and
uncoupled structural solutions allowed the degréeigaition period aeroelastic coupling
occurring between the nozzle and its flow fiel&determined in reference to pressure loading
alone. Conclusions relating to the inertial natofréhe nozzle's response to a significantly more
representative loading condition could also be draihe results of this work were presented by
the author at th®" International Conference on Computational Structures Technology and

published in the conference’s refereed proceediRijst de la Beaujardiere et al (2008)).

The final simulation predicted the ignition peristluctural response of SRN2 to the combined
effects of transient thermal and pressure loadigyggmploying two sets of flow and structural
models. The first flow model generated the presdoesling condition for an associated
structural model in a manner identical to the prasi simulation. The second flow model
incorporated solid elements and used a conjugatt transfer technique to resolve the
temperature distribution in the thermal penetraione of the nozzle during the ignition period.
This thermal data was mapped to a related strdctmel which was used derive the
thermoelastic response of SRN2. Separate thernwhlsanctural models were developed to
determine the structural response of the nozzlanguhe burn period, in a manner identical to
that employed in the first simulation detailed ihapter 4. The comprehensive set of results
obtained in the current simulation representechibst advanced response predictions generated
in this study and allowed a number of importanitign period behavioural characteristics to be

observed. Most of the results reported in Chaptewee presented by the author at the
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45" AIAAJASME/SAE/ASEE Joint Propulsion Conference & Exhibit and published in the

conference’s refereed proceedings (Pitot de la jBediare et al (2009)).

In assessment of the overall results presentdusrdissertation, determinations have been made
with respect to each of the important ignition pdristructural response characteristics
highlighted in Chapter 1. These findings will now @utlined on an individual basis in reference
to pertinent simulation results.

As far as the inertial characteristics of the resgoare concerned, the correct treatment of the
equilibrium equations by the solution algorithm wiasquestion. The results in Chapter 4
showed that in the case of the instantaneous apiplic of thermal and pressure loading, an
elastodynamic response was indicated and that anggnsolution approach was needed to
sufficiently capture the response. The introductbm more realistic transient pressure loading
condition in the simulation discussed in Chapté&io#ever, demonstrated that at a significantly
lower loading rate, inertial effects did not manstfén the response. The incorporation of
thermoelastic effects in the simulation describehapter 6 did not lead to the generation of
structural or elastodynamic vibration either. Ittierefore concluded that under the current
conditions, the ignition period response of a cositeoSRM nozzle is not influenced by inertial

effects and the simulation thereof does not reghigeapplication of a dynamic solution regime.

In terms of the degree of aeroelastic coupling thaturs between an SRM nozzle and its
associated exhaust stream during the ignition geniesults presented for the coupled and
uncoupled fluid-structure interaction simulationstlimed in Chapter 5, showed that the
consideration of transient pressure loading inaisoh did not give rise to significant coupling
between the flow and structure. The thermoelasiponse of the SRN2 structure could not be
explicitly incorporated in the FSI simulations, whimade it impossible to derive an overall
conclusion regarding aeroelasticity directly. Hogevcomparisons were made between the
pressure-induced structural displacements of SRiddigted in the simulations above and the
thermally-induced displacements estimated in thiated Chapter 6 simulation. These
comparisons indicated that for the most part, rekstortions attributable to thermal loading
were slightly lower in magnitude and therefore dadied less potential to influence the exhaust

flow. On these grounds and for the nature of theukitions undertaken, it was concluded that
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the aeroelastic coupling occurring between a coitgp&RM nozzle and the exhaust flow during

ignition is of negligible consequence.

In regards to the manner and magnitude in whichnitak and mechanical load sources
contributed to the ignition period structural respe of a nozzle, the differences were
significant. The independent resolution of the pues-induced and thermally-induced structural
responses of SRN2 in the simulation outlined infEé&a6 provided a convenient means to make
this assessment. An observation of results revetilad pressure loading during the ignition
period generally instigated greater displacementshe nozzle than the associated thermal
loading. Furthermore, it was shown to induce a Widéstributed stress response of low to
moderate magnitude, whereas thermal loading gestedaigh to severe stresses in the very
shallow thermal penetration zone adjacent to thezles wetted surface. As a result of this
observation it can be concluded that during motmition, the displacement response of a
composite SRM nozzle is dominated by pressure hgpdvhilst in terms of the associated stress

response, thermal loading should be of most concern

Regarding the sensitivity of the response induoetbmposite SRM nozzles to the rate of motor
ignition, results presented in Chapter 6 indichgg such sensitivity does appear to exist, despite
the manifestation of spurious perturbations in #®teess response histories analysed. In
particular, ignition rate dependence appeared ¢peater degree at SRN2's leading edge and

towards the rear of its exit cone.

The significance of SRN2'’s ignition period strueluresponse in the context of that simulated
during the remaining burn period was well illustchtby the final simulation described in
Chapter 6. Whilst it could be deduced that thecstmal response of the nozzle at internal
locations was more significant during the burn geérthan at the same positions during the
ignition period, stresses encountered at the wedtefhce were predicted to be markedly high
towards the end of ignition than at any other pdantime. Furthermore, maximum ignition
period surface stresses were shown to be of coparaagnitude to the maximum stresses
encountered during the entire burn period. Haviagd shis, the distribution of intense
thermoelastic stresses was limited to a highlylised zone and did not appear to threaten the

overall integrity of the SRN2 structure. In respettthese findings, it can be concluded that
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maximum stresses encountered during the ignitiorioghpeare significant and can reach

potentially damaging levels in the thermal pen&razone.

Although this finding does not necessarily influertbe exercise of structural optimisation of
composite SRM nozzles, it does indicate that théyaraduced surface damage may occur
during the SRM ignition process. The effect thathsdamage would subsequently have on local
ablation/erosion rates is therefore brought intestjon, and it is felt that the matter clearly
requires more advanced investigation.

In this regard, much potential exists for the figebf the numerically-derived ignition period
structural response to be improved. With the inofion of adequate turbulence and two-phase
modelling and the accommodation of combustion prbdeactivity, SRM nozzle flows can be
predicted with considerable accuracy. Furthermitre,asymmetric flow effects that have been
reported in literature to occur during ignition tbbe captured with the specification of a three-
dimensional solution domain. In terms of boundargditions, more elaborate modelling of the
SRM ignition process could be undertaken and the flomain could be extended to simulate
flow external to the nozzle. The inclusion of tlagiation heat transfer mode would increase the

accuracy with which nozzle wall heat flux couldrbedelled.

As far as structural modelling is concerned, thecHjzation of material temperature dependence
and an appropriate pseudo-plastic material moddeszribe carbon-carbon components would
be highly beneficial. In addition, the incorporatiof a damage modelling facility to predict the

progressive deterioration of the composite substras would enable an improved prediction of
failure modes.

Regardless of such refinements, it is believedtti@atesults predicted on the basis of the current

numerical simulation methodology have been dematedrto provide novel and useful insight
into the response behaviour of composite solidebokotor nozzles during motor ignition.
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Figure A-1 SRN1 design geometry and constituenttsoi
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POINT NUMBER

Y-COORDINATE (m)

Z-COORDINATE (m)

1 0.302 0

2 0.184 0.435
3 0.089 0.78
4 0.079 0.815
5 0.0735 0.845
6 0.072 0.87
7 0.078 0.92
8 0.098 0.97
9 0.113 0.994
10 0.136 0.995
11 0.13 0.987
12 0.119 0.97
13 0.097 0.92
14 0.09 0.87
15 0.092 0.845
16 0.1 0.815
17 0.109 0.78
18 0.14 0.983
19 0.138 0.97
20 0.129 0.92
21 0.115 0.9
22 0.125 0.9
23 0.103 0.87
24 0.12 0.87
25 0.118 0.857
26 0.133 0.855
27 0.133 0.84
28 0.145 0.84
29 0.125 0.825
30 0.145 0.825
31 0.16 0.825
32 0.115 0.815
33 0.125 0.815
34 0.136 0.813
35 0.16 0.813
36 0.126 0.801
37 0.136 0.801
38 0.115 0.789
39 0.126 0.789
40 0.281 0.87
41 0.197 0.435
42 0.307 0

Table A-1 Constituent point coordinates for the 3RMsign.

218




CENTRE POINT

ARC CONSTITUENT POINTS
1 4,5,6,7,8&9 40
2 9,10& 18 11
3 10, 11,12, 13,14 & 15 11
4 25 & 27 26
5 29 & 32 37
6 34 & 36 37

Table A-2 Arc definitions.
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Figure A-2 SRN2 design geometry and constituenttsoi

220



POINT NUMBER

Y-COORDINATE (m)

Z-COORDINATE (m)

1 0.636 0

2 0.502 0.422
3 0.397 0.75
4 0.265 1.166
5 0.254 1.2
6 0.233 1.266
7 0.225 1.32
8 0.299 1.465
9 0.338 1.494
10 0.356 1.5
11 0.386 1.47
12 0.356 1.47
13 0.307 1.43
14 0.256 1.32
15 0.271 1.266
16 0.271 1.2
17 0.286 1.166
18 0.386 1.395
19 0.356 1.395
20 0.316 1.395
21 0.286 1.32
22 0.286 1.266
23 0.286 1.2
24 0.374 1.375
25 0.33 1.375
26 0.306 1.316
27 0.296 1.266
28 0.363 1.355
29 0.338 1.355
30 0.322 1.313
31 0.306 1.266
32 0.405 1.32
33 0.442 1.22
34 0.463 1.22
35 0.486 1.22
36 0.453 1.2
37 0.475 1.2
38 0.486 1.2
39 0.486 1.185
40 0.475 1.16
41 0.516 1.16
42 0.516 1.185
43 0.415 0.75
44 0.516 0.422
45 0.646 0

Table A-3 Constituent point coordinates for the 2RMsign.
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ARC

CONSTITUENT POINTS

CENTRE POINT

6,7&8

32

9,10&11

12

Table A-4 Arc definitions.
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