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Abstract 

  

In this study, four square-planar platinum(II) complexes were synthesized namely C1S1, 

C2S1, C3S1 and C4S1. The novel platinum(II) complex (C4S1) was  synthesized using 

methods detailed in Chapter 4 and characterized using NMR spectroscopy, mass 

spectroscopy and elemental analysis.  

The kinetics of the chloride ligand substitution from a series of square-planar 

platinum(II) complexes named above were investigated using a series of five-membered 

heterocyclic neutral nitrogen-donor nucleophiles: Imidazole (Im),  Pyrazole (Pyz), 1-

methylImidazole (1-MIm) and L-Histidine (His) in an aqueous solution of constant ionic 

strength.  

The kinetics of chloride substitution were investigated as a function nucleophile 

concentration and temperature under pseudo first-order conditions using UV/Visible 

spectrophotometry and stopped-flow spectrophotometric techniques. The observed 

pseudo first-order rate constants obeyed the simple rate law, kobs = k2[Nu]. The observed 

rate constants along with activation parameters obtained i.e. low activation enthalpies 

and large, negative activation entropies support an associative mechanism. The data 

obtained shows that the reactivity of these complexes are influenced by both electronic 

and steric effects with steric effects being the dominant factor contributing to the overall 

trend. The kinetic results also show that appended cyclic amine pendant, trans to the 

leaving chloride group acts as a σ-donor into the terpyridine chelate ligand and is 

effective only up to the first cyclic amine.  The change of the appended cyclic amine to 

another e.g. from pyrrolidine of C2S1 to piperidine of C1S1 shows that the inductive σ-

donor ability of the cyclic amine pendant no longer controls the reactivity of the metal 

centre. The substitution reactivity of the complexes with cyclic amines pendant (C1S1, 

C2S1 and C3S1) are controlled by the steric influence of the appended cyclic amine which 

decreases as the cyclic amine pendant gets larger in size, C3S1 < C1S1 < C2S1. This in 

turn blocks the metal center hence lowering the affinity for the incoming azole 

nucleophile. The results further support that, the slightest modifications to the terpy 

moiety leads to changes in the reactivity. The overall trend in the rate of chloride 

substitution is: C4S1 > C2S1 > C1S1 > C3S1. The observed reactivity trends were 
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supported by density functional theory (DFT) calculation (dipole moment, HOMO-LUMO 

energy gap, electrophilicity index etc.). In addition, the substitution kinetics was 

influenced solely by the basicity of the incoming azole nucleophile. The order of reactivity 

of the nucleophiles with the complexes is in the form, 1-MIm > Im > His > Pyz. 
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Chapter 1 - Introduction 

1.1 Platinum Chemistry 

 

Platinum is one of the most versatile and most studied transition metals.1-2 It is recognisably 

different in nature compared to other transition metals due to its ability to form a wide range 

of complexes and the relative ease with which it takes part in different reactions.2 Platinum 

is mainly extracted from platinum bearing ores such as sperrylite (PtAs2) and platinum(II) 

sulfide (PtS). It is usually found in the +2 and +4 oxidation states with the +2 species being 

the best studied.3 Moreover, the +2 and +4 oxidation states form a wide range of kinetically 

and thermodynamically stable complexes.2 In the +2 oxidation state, the metal has 8 d-orbital 

electrons and importantly adopts a square planar geometry because of the vacant d(x2 – y2) 

orbitals. In addition, it was previously noted that a change in the oxidation state of the 

platinum often results in a change in the coordination chemistry adopted by the metal centre. 

This change is either by reductive elimination or oxidative addition (Scheme 1.1).2  

ML2X4 ML2X2 ML4

ML3X2 ML3, (ML2)n, (ML)n

d6
d8 d10

L = neutral ligand, X = anionic ligand  

Scheme 1.1:  Characteristic reactions for these complexes are ligand substitution, reductive 

elimination and oxidative addition reactions.2 

Platinum also has a variety of possible applications in industry. It can be used as a catalyst in 

the chemical industry. In the automobile industry, its use is mainly to minimize 

environmental problems where it oxidizes carbon monoxide, hydrogen and any unburnt 
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hydrocarbons as well as reducing the oxides in the nitrogen.4-8 In the electronics industry, it 

is used for temperature measurements and as a corrosion resistant electrical contact for high 

and low voltage applications, sensors for gas detectors to optical data storage disks and 

hybridised integrated circuits.3-8 It can further be used to manufacture jewellery when 

alloyed with either iridium or ruthenium.4-8  The greatest breakthrough to date on potential 

platinum applications was the discovery of the biologically active platinum antitumour 

complex, cis-diaminechloroplatinum(II) (cisplatin).9 This complex together its structural-

activity relationships (SAR) derivatives have been found to be effective against testicular 

cancer as well as ovarian, head, neck, bladder, lung, prostate and cervical tumours.9-15 

Regardless of its success, it was found that coordination of certain sulfur containing proteins 

and amino acids16-17 to the platinum drug leads to some toxic side effects (neuro- and 

nephrotoxicity)16,18 affecting the biodistribution of the drug and its pharmacokinetics 

resulting in reduced drug accumulation as well as reduced formation of the required Pt-DNA 

adducts.16, 19 Moreover, the derivatives of cisplatin namely carboplatin, oxaliplatin etc. have 

been approved in some countries but they did not necessary show a breakthrough in the 

pharmaceutical industry due to their structural similarities to the parent hence showing a 

similar cross-resistance.11, 20-25 

 

1.2 Properties Displayed By Recent Complexes Of Interest  

 

In the past decade, research has focused on platinum complexes with more bulky chelating 

ligands examining the effects of labile and non-labile groups on substitution reactions.26 

These bulky ligands result in compounds with higher tumour growth inhibitory26 and 

reduces the kinetic instability by slowing down the substitution reaction of the leaving 

group.26 This type of complex is said to be inert due to the slow rates in which complex 

formation with DNA nucleobases happens.1, 27-30 It is further deduced that the steric and/or 

electronic properties displayed by the non-leaving ligand bestow some form of a push 

and/or pull effect on the reactivity of the complexes and are crucial in controlling the lability 

of the leaving group(s) in square-planar platinum(II) complexes.1, 28 On the other hand, 
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extremely reactive complexes are not ideal as they can be deactivated easily by non-target 

nitrogen- and sulfur-donor nucleophiles before reaching the nucleus.1, 27-30  In addition, some 

of the key aspects highlighting the efficacy (cytotoxicity) of antitumour Pt(II)-based drugs 

are the kinetic control posed by the lability of the low spin d8 square-planar complexes as 

well as the potential for intercalation of the planar spectator-backbone between DNA base 

pairs.12, 31-32  Indeed, several studies have reported and illustrated that the rate of ligand 

substitution on square-planar complexes is highly dictated by the structure and electronic 

properties of the chelate ligand backbone.33-39  Furthermore, the kinetic and thermodynamic 

data affirms that the degree of labilization of the coleaving group by a trans-coordinated 

ligand is influenced by the σ- and π-structural features of the ancillary groups.1 Also, the 

labilization of the coleaving ligand can be subdivided into the trans π-effect or trans σ-effect 

since its substitution rate is dependent on the strength of the σ-donor or π-acceptor ability 

of the spectator ligand.1  Therefore, knowledge and complete understanding of these 

properties, other related traits as well as their substitution behaviour with sulfur and 

nitrogen containing nucleophiles can be useful in designing future metal-based complexes 

with predictable reactivity as well as their mode of action binding to DNA base pairs. 

Particularly, knowledge on their kinetic and mechanistic substitution behaviour would be 

important in the synthesis of new platinum anticancer drugs. However, interest here will be 

given mainly on the mononuclear platinum(II) N-donor complexes particularly terpyridines 

with the presence of substituents, primarily in the 4’-position.  

 

1.3 Current Findings on Terpyridine/Tridentate Anticancer 

Platinum(II) Drugs 

 

Previous studies on platinum(II) complexes with chelating ligands containing pyridine were 

to precisely understand the mechanism of antitumour action of the platinum drugs.33, 40 

Those studies were proposed due to the ability of the inert ligands combining different steric 

and electronic effects and as a result causing different solubility and reactivity in their 

application as antitumour drugs.35 It has been reported that the π-acceptor groups of these 
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NᶺC/NᶺN/C tridentate non-leaving ligand induce high lability of the co-ligand of the 

complex.33, 36-37, 40-41 Van Eldik et al.33-34, 40 studied the effect of increasing the number of π-

acceptor pyridine ligands of the aqua platinum(II) tri(N-donor) complexes (Figure 1.1), viz. 

[Pt(diethylenetriamine)OH2]2+ (aaa), [Pt(2,6-bis-aminomethylpyridine)OH2]2+ (apa), [Pt(N-

(pyridyl-2-methyl)-1,2diamino-ethane)OH2]2+ (aap), [Pt(bis(2-pyridylmethyl)amine)OH2]2+ 

(pap), [Pt(2,2’-bipyridyl)(NH3)(OH2)]2+ (app) and [Pt(terpy)OH2]2+ (ppp).  

 

Figure 1.1:  Platinum(II) complexes comprising the π-acceptor pyridine ligands 

investigated by van Eldik et al.40  

 

Substitution rates of these complexes with some neutral and anionic nucleophiles i.e. 

thiourea (TU), 1,3-dimethyl-2-thiourea (DMTU), 1,1,3,3-tetramethyl-2-thiourea (TMTU), 

thiocyanate (SCN⎻) and iodide (I⎻) revealed an increase in the rates of substitution reactions 

with an increase in the π-acceptor pyridine ligands on the metal center. The nucleophilic 

kinetic substitution data of the aqua leaving group from the metal complexes  by TU, TMTU 

and I⎻ showed increased k2 values of 5.6 x 103, 4.8 x 104, and 3.3 x 104 M-1s-1 respectively, for 

changing the coordination structure of the complexes from aaa to ppp (Table 1.1).  
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Table 1.1:  Second-order rate constants, k2 (±Std. Error), M-1 s-1 at 25 oC for aqua 

substitution.40 

Complexes pKa 
k2 (M-1s-1) 

TU TMTU I- 

(aaa) 6.26 29 (±0.4) 3.2 (±0.04) 6.73 (±0.05)x10 

(aap) 5.71 1.10(±0.01)x102 2.93 (±0.02)x10 2.46(±0.01)x102 

(apa) 6.04 1.00(±0.01)x102 1.23 (±0.01)x10 1.80(±0.01)x102 

(pap) 5.53 3.93(±0.02)x102 1.82(±0.02)x102 8.54(±0.06)x102 

(app) 6.37 1.43(±0.01)x103 1.20(±0.03)x103 1.70 (±0.2) x103 

(ppp) 4.62 1.63 (±0.2) x105 1.53 (±0.3) x104 2.20 (±0.4) x104 

 

Essentially, the high reactivity of Pt(ppp) relative to Pt(aaa) arises from the strong  

π-acceptor effect of the terpy ligand because of its conjugated nature. This is best explained 

in terms of the electronic communication with the ligands. Therefore, due to an increased 

electronic communication within the entire ligand of the three pyridyl rings in terpy, the 

electrophilicity of Pt(ppp) was highest compared to its analogues. It was noted that the 

strong π-acceptor effect of the terpy enhances the π*-acceptance of electron density from the 

metal d-orbitals.  

Furthermore, the bond between the metal centre and the incoming nucleophile in the 

transition state is stabilized by the increased aromaticity around the metal centre. This 

allows for the spreading of the electron density over the aromatic system thereby increasing 

the substitution rate. In addition, it was established that the π-effect posed by the tridentate 

ligand was strongest when the π*-acceptor pyridine ring is coordinated trans to the leaving 

group.  Further studies by Basolo et al.1 and Tobe et al.29 also showed that the trans effect is 

dominant over the π-acceptor effect. 

Further studies by Jaganyi et al.34, 39, 42 investigated the influence of the chelate substituent42-

43, the cis σ-effect and the extent of π-backbonding on the ligand substitution to understand 

the effect of changing the structure of typical strong NᶺC/NᶺN/C π –acceptor ligands on the 

reactivity of their analogous platinum(II) complexes. A series of platinum(II) complexes viz. 
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[PtL(terpy)Cl]+ ( where L = H or tri-tert-butyl), [Pt{4’-phenyl-terpy}Cl]+, [Pt{4’-(o-R-phenyl)-

terpy}Cl]+ (where R = CF3, CH3 and Cl-) and [Pt{4’-(o-CF3-phenyl)-6-phenyl-bipy}Cl]+ (Figure 

1.2) were studied against anionic and neutral sulfur containing nucleophiles (TU, TMTU, 

DMTU, SCN- and I-).  

 

Figure 1.2:  Platinum(II) complexes investigated by Jaganyi et al.39, 43 and Reddy et al.44  

 

Results on the rate of substitution showed that the effect of replacing the N-donor atom of 

the terpy with a carbon atom (C) in the cis-position to form analogous Pt(NᶺNᶺC)Cl 

complexes supported the findings of van Eldik et al.34 indicating an unexpected lower 

reactivity when thiourea was the incoming nucleophile. Moreover, a similar trend of 

reactivity was observed by Reddy et al.44 when each complex was reacted with azoles of 

different basicity and steric hindrance. This decrease in reactivity is attributed to the Pt–C 

cis σ-effect which decelerates the substitution reaction by accumulating electron density 

along the cis bond to the platinum(II) atom due to the stronger σ-donor phenyl ring. This in 

turn destabilizes the transition state which subsequently decreases the reactivity. However, 
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when the central pyridyl ring of [Pt(terpy)Cl]+ was replaced by a deprotonated phenyl ring 

to form the analogous Pt(NᶺCᶺN)Cl complex, reactivity with thiourea as the incoming 

nucleophile increased significantly. This was attributed to the strong trans labilization effect 

caused by the Pt-C bond of the deprotonated phenyl ring trans to the leaving group.34 This 

strong trans labilization effect of the Pt (NᶺCᶺN)Cl complex is present both in the ground and 

transition states.45-47 

Furthermore, the effect of the ancillary group on the π-acceptor property of the terpyridine 

complexes showed that electron donating groups ([PtL(terpy)Cl]+ (where L = H or tri-tert-

butyl)) reduce the π-acceptor property of the ligand and subsequently reduces the 

electrophilicity of the metal center thereby decreasing the reactivity of the complex.39, 42, 48-

50 The influence of ligand substitution is also controlled by the extent of the π-back-bonding 

where the presence of the substituents in the ortho position of the ancillary phenyl ring alters 

the reactivity either by enhancing or reducing the π-back-bonding ability of the terpy 

moiety.39, 43, 47, 51-56 Substituents with π-electron withdrawing effect or σ-inductive donation 

stabilize the transition state and enhance the rate of chloride substitution which further 

increases the π-back-bonding of the terpy system thereby increasing the electrophilicity of 

the platinum center as well as the reactivity of the metal center.39, 42, 48-50 

Another study by Pitteri et al.41 investigated the substitution reactions of the platinum(II) 

terpy complex [Pt(terpy)Cl]+, with neutral five-membered nitrogen heterocyclic donors i.e. 

thiazole, oxazole, imidazole, pyrazole and 3,5-dimethylpyrazole of different basicities. 

Results showed an increase in the rate of substitution with an increase in the basicity of the 

nucleophiles while increased steric hindrance decreased the substitution rate. Therefore, it 

can be concluded that substitution reactions of terpyridine complexes with nitrogen 

heterocyclic donors depend on both the basicity of the nucleophile as well as its steric 

hindrance.  

Other studies by Ongoma et al.57, Shaira et al.58 and Nkabinde et al.59 studied a set of 

complexes of the platinum(II) complexes with either cis-pyridine or cis-quinoline and cis-2-

pyridine or cis-2’-quinoline additions on the terpy ligand to understand the effect of the 

extended π-conjugated systems (Figure 1.3).  
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PtCl CH3PhPtCl CH3PhisoqPtCl

pyPhenPtCl PtL3

 

Figure 1.3:   Platinum(II) complexes studied by Ongoma et al.57 (PtCl, Ch3PhPtCl, 

CH3PhisoqPtCl and pyPhenPtCl) and Nkabinde et al.59 (PtCl, PtL3) 

Results by Ongoma et al.57 showed a decrease in the second-rate constants of the complexes 

with extended π-conjugation. Expectation for extended π-conjugated systems would be an 

increase in the rate of substitution because it should enhance the π-back-bonding effect. 

Moreover, similar results have been reported previously but they have been due to the 

increased cis-effect not the decrease in delocalisation of the π-electron density.34, 42, 47 Similar 

results by Nkabinde et al.59 using azoles as the incoming nucleophile were observed. This 

was attributed to a net σ-donor effect that suppresses the π-acceptability of the quinoline 

bearing Pt(II) complex thereby reducing π-back-bonding. This pumps electron density on 

the metal center thereby lowering the electrophilicity of the Pt(II) center which further 

destabilizes the transition state and decreases the reactivity.  Other studies by Shaira et al.58 

and Ongoma et al.57 investigated the effect of extending the π-conjugation on the cis/trans 

position of the platinum(II) terpyridine complex to form (pyPhenPtCl) (see Figure 1.3). 
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Azoles and thioureas were used as the incoming nucleophiles. Results on both cases showed 

an increased substitution rates for pyPhenPtCl compared to all the complexes in Figure 1.3. 

This increased reactivity was attributed to the amplified aromaticity on the chelate backbone 

of pyPhenPtCl compared to the terpy moiety PtCl. The increased π-conjugation in 

pyPhenPtCl enhances the π-back-bonding ability of the chelate ligand by decreasing the 

energy of the ligands π*-orbitals which in turn increases the rates of substitution reactions.  

This extended π-conjugation effect can be further explained in terms of electronic 

communications with the π-acceptor ligands. This extended π-conjugation on the chelate 

backbone of pyPhenPtCl increases the π-acceptor ability of the ligand which effectively 

increases the π-back-bonding from the metal center to the anti-bonding π-orbitals of the 

ligand system. This results in better electronic communication between the phenanthroline 

and the pyridine subunit which in turn increases the electrophilicity of the metal center and 

hence the reactivity.   

Shaira et al.48 functionalized terpyridine at the 4’-position by polyethylene glycoxy groups 

and further investigated the ligand substitution behaviour of the 4’-functionalised 

mononuclear Pt(II) terpyridine complexes (Figure 1.4) with thiourea (TU), 1,3-dimethyl-2-

thiourea (DMTU), 1,1,3,3-tetramethyl-2-thiourea (TMTU) and iodide (I-). The lengths of the 

polyethylene glycoxy tail were systematically increased by incorporating 2-3 units to 

understand the role of flexible poly glycol pendant groups on the substitution reactions of 

Pt(II) terpyridine.  

 

Figure 1.4:  4’-functionalised monoclear Pt(II) terpyridine complexes studied by Shaira et 

al.48  
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The results showed that when a single ethylene glycoxy pendant group is attached to the 4’-

position of the terpyridine chelate ligand forming Pttpyeg, the reactivity of the resultant 

complex decreased significantly to that of Pttpy. This showed that the polyethylene glycoxy 

pendant is acting as a σ-donor.48 This also supports earlier findings with regard to electron 

donating groups on the ancillary position of terpyridine which reduces the positive charge 

at the metal center thereby lowering the electrophilicity of the metal center hence decreasing 

reactivity.34, 38-39, 42, 60 Furthermore, the DFT calculations revealed a decrease in the 

electrophilicity index from Pttpy to Pttpyeg.61-63 This is an indication of decreased ability of 

the complex to accept electrons from the incoming nucleophile.61-63 This also indicates a 

reduction of the π-back-bonding ability of the terpy moiety from Pttpy to Pttpyeg due the 

addition of the ethylene glycoxy pendants. A similar effect due to the electron donating 

groups has also been reported by Jaganyi et al.39, 42 Furthermore, the steric contribution 

imposed on one side of the Pt(II) coordination sphere of Pttpyeg by the inclined appended 

ethylene glycoxy unit is notable (Figure 1.5).  

 

Figure 1.5:  View of the inclination angle, α, for the pendant unit attached at the 4'-position 

of the terpy backbone, for the Pttpyeg and Pttpytteg complexes studied by 

Shaira et al.48  

 

This inclination hindered the approach of the axially incoming nucleophile thereby 

decreasing the rate of substitution in Pttpyeg.  The steric influence existed in Pttpyeg 

because of an observed angle of inclination, α, which was absent in Pttpy. Therefore, it was 

concluded that both the steric and electronic effects were contributing factors in the 
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different rate of substitution between Pttpy and Pttpyeg.  Further analysis of the other 

having ethylene glycoxy pendants showed a slight increase in the rate of substitution with 

an increase in the number of ethylene glycoxy units. This observed reactivity from Pttpyeg 

to Pttpytteg was attributed to the steric hindrance due to inclination of the ethylene glycoxy 

pendant group to the plain containing Pt(II).64 Also, in all cases, TU had the highest rate 

constant which decreased as the incoming nucleophile got bulkier, i.e. rate constants for 

DMTU and TMTU were significantly lower compared to TU. This showed that these 

complexes are sensitive to the steric hindrance of the incoming nucleophiles. This is typical 

of an associative substitution reaction.  

The previously mentioned studies together with other analogous platinum complexes of 

terpyridine were studied mainly to establish the connection between the structure, kinetics 

and thermodynamic parameters, stacking in the solid state and in solution. Thorough 

investigations on the substitution reactions of the platinum(II) complexes with variations in 

the 4’-position of terpy particularly terpyridine complexes functionalized with flexible 

linkers at the 4’-position and their substitutional behaviour with neutral nitrogen donors 

have seldom been studied.  

 

1.4 Aim Of This Study 
 

Kinetic and mechanistic information on platinum(II) complexes of terpyridine with a flexible 

linker in the 4’-position is scarce in literature. Although there have been several 4’-

functionalised mononuclear Pt(II) terpyridine complexes synthesized in the past, these have 

been tested whether they are good G-quadruplex binders, for their ability to stabilize the 

quadruplex DNA inhibiting telomerase (which plays an essential role in cancer cell 

immortalization) or their preference for G-quadruplex DNA over duplex.  

Complexes containing the terpyridine backbone can form metal complexes with a variety of 

transition metals that have been identified for potential applications in fields like 

macromolecular chemistry, nanoscience, biochemistry and photophysics. Of interest, terpy 

bearing complexes have been used as building blocks for novel supramolecular structures 
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such as double helicates,65 dendrimers,66-67 micelles,68 metallo-supramolecular polymers69-

72 and others73-74(Figure  1.6).75  

 

Figure 1.6:  (a) Hydrogen-bonding interactions with a metal ion located centrally in a 

guanine quartet; (b) schematic viewof an intramolecular quadruplex DNA 

structure.62  

 

In biochemical sciences, they can be used as sensors in tumour research76 due to their ability 

to interact with double strand DNA and proteins.77-84 Teulade-Fichou et al.85 reported 

terpyridine metal complexes as efficient quadruplex binders and that they improved the 

stabilization of the human G-quadruplex sequence upon the introduction of an N-methylated 

heteroaromatic side arm (Figure 1.7).  

 

 

Figure 1.7:  Structures of the terpyridyl complexes employed by Teulade-Fichou et al.85 to 

investigate the relationship between the metal centre geometry and 

quadruplex DNA binding affinity. 
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In addition, it was found that the affinity and selectivity for telomeric quadruplex DNA were 

dependent on the geometry adopted by the complex. Further studies demonstrated the need 

for the quadruplex stabilizers to display at least one accessible planar surface to participate 

in effective π-stacking interactions with the terminal G-tetrads.86 Furthermore, another 

study showed moderate binding enhancement of the platinum(II) terpyridine complex upon 

addition of side chains with cyclic amine head groups in the 4’-position.74  While some 

terpyridine complexes were found to be cytotoxic against human ovarian cancer87-88 while 

others showed toxic side effects that were specific to certain biomolecules such as sulfur 

donors89. As a consequence, the search for better agents with improved side effects remains 

of interest and further calls for investigations in the mechanism of interaction of these 

molecules with biomolecules and DNA. 

 

Gama et al.90 reported a new series of 4’-functionalized anthracene-terpyridine metal 

complexes as new G-Quadruplex DNA binders (Figure 1.8).  These complexes functionalized 

at the terpy 4’-position with flexible linkers showed affinity for quadruplex-forming 

sequences and good selectivity over duplex DNA. Also, the free ligands had little affinity for 

any of the DNA sequences that were used. This implies that the presence of the metal is 

essential for high affinity and was more evident for platinum(II) complexes over copper(II) 

complexes. In addition, the interaction of the metal complex with G-quadruplex-forming 

sequence showed dependence on the length of a linker between the chelating terpyridine 

unit and the anthracene moiety. The presence of a longer linker resulted in enhanced 

interactions of the G-quadruplex-forming sequence. The kinetic and mechanistic studies of 

these complexes reported by Gama et al.90 have not yet been reported, hence there is still a 

lack of understanding in mechanism of antitumour action of these platinum drugs. 
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Figure 1.8:  4’-functionalized Anthracene-Terpyridine complexes reported by Gama et 

al.90  

 

In this study, we are interested in the series of complexes reported by Vilar et al.91 (Figure 

1.9).  These complexes have a fixed linker length with only variations of the size of the ring 

as well as addition of an oxygen atom in the ortho position.  These three complexes bind 

strongly to HTelo and c-myc quadruplex DNA. However, their selectivity for quadruplex 

versus duplex DNA was not as high as expected. The attachment of the cyclic amine pendant 

on the terpyridyl backbone enhanced the complexes solubility in water as well as their 

interaction with DNA. However, the initial goal that these substituents would prevent the 

terpyridine complexes from interacting with duplex DNA by blocking the possibility of 

intercalation was not fully achieved.  

Cl
C4S1

R
R = C1S1

C2S1

C3S1

 

Figure 1.9:  4’-functionalized terpyridines reported by Vilar et al.91  
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The purpose of this study was to gain insight into the structure-reactivity relationships. We 

report here the synthesis, kinetics and mechanistic investigation into the substitution 

reactions of mononuclear Pt(II) complexes (Figure 1.8) with azoles as incoming 

nucleophiles.  
 

The specific aims of this research were to:  

 

1. Synthesize model compounds previously found to mimic metal ion interaction with 

DNA and proteins.  

2. Observe kinetic effects and deduce the mechanism of substitution reactions of these 

complexes with azoles. 

3. Determine the effect of functionalizing the terpy moiety in the 4’-position and further 

investigate how electronic and steric factors within the metal complex affect its 

reactivity.  
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Chapter 2 – Ligand Substitution 
 

2.1 Introduction 
 

In general, substitution can be defined as a process whereby an ion or a molecule from the 

coordination sphere of a reactive centre is replaced by another from the environment.1-4 The 

importance of understanding the ligand substitution behaviour of the platinum drug with 

the target DNA arises from the fact that the majority of transition metal complexes that 

display anticancer activity are found in the d8 electronic configuration hence their ligand 

substitution reveal more about their anticancer properties. A substitution in which the 

replacement of the ligand involves only a change in coordination number of the reaction 

centre but no temporal change in oxidation state is termed simple substitution.1,4 In addition, 

a simple substitution is further categorized by bond-breaking and bond-making with a 

temporary change in the coordination number in the transition state.4 Ingold and Hughes5 

were able to further classify the substitution (bond-breaking) of carbon as either homolytic 

or heterolytic (Scheme 2.1).1, 4-5  

M : X M X

+ -

Homolysis

Nucleophilic Heterolysis

Electrophilic Heterolysis

M : X 

M : X 

M X

-M: X  

Scheme 2.1:  The modes of bond-breaking in substitution reactions.1, 4-5 

 

When a homolytic bond-breaking process occurs, electrons are shared equally.1 However, 

the heterolytic substitution process can be further divided into two (2) subgroups, namely 

electrophilic heterolysis or nucleophilic heterolysis.4 In a nucleophilic process, the electrons 

of the broken bond remain with the leaving group while the incoming ligand(s) provides a 

pair of replacement electrons.4 In an electrophilic process, the electrons remain with the 

reaction centre with the incoming ligand acting as an electron pair acceptor.4 Therefore, the 

heterolytic process can be regarded as a Lewis acid-base reaction since the reaction centre 
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acts as a Lewis acid (during nucleophilic processes) and as a Lewis base (during electrophilic 

processes).3  

 

Furthermore, the change in the number of ligands in a nucleophilic process does not result 

in a temporary change in the oxidation state of the reaction centre thereby termed a simple 

substitution. However, the addition of an electrophile is accompanied by a two-electron 

oxidation (bonding of the two previously non-bonding electrons).3  In addition, if the ligand 

departs as a Lewis acid, the reaction is an electrophilic substitution (SE). Also, an oxidative 

addition reaction may occur if the ligand acting as a Lewis base attaches itself to the metal 

centre leading to the stabilization of the high oxidation state intermediate (Scheme 2.2).3  

 

Scheme 2.2:  Heterolytic bond-making process via a two-electron oxidative addition.3  

 

In an electrophilic reaction, the reaction centre acts as a base whereby a dissociative two-

electron reduction occurs leading to a bonding pair of electrons to become non-bonding. The 

loss of a Lewis base leads to reductive elimination whereas the gain of an electron pair 

acceptor completes the substitution by restoring the oxidation state (Scheme 2.3).3  
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Scheme 2.3:  Heterolytic bond-breaking process via a two-electron reductive elimination.3  

 

Nucleophilic substitution reactions (SN1 or SN2)1,4,6-7  are seldom used in inorganic reactions 

since they do not describe substitution reaction mechanisms in sufficient detail, i.e. this 

method is based on the substitution on carbon centres, albeit most kinetic substitution 

reactions of inorganic complexes undergo SN1 or SN2 mechanisms.4  

 

2.2 Ligand Substitution for Metal Complexes 
 

2.2.1 Stoichiometric and Intimate Mechanisms 

The concept of the stoichiometric and intimate mechanism was introduced by Langford and 

Gray8 in an attempt to classify inorganic substitution reactions.  The stoichiometric 

mechanism was further categorised into three simple pathways depending on the 

intermediate species (Scheme 2.4),2-3, 8-11 namely: 

a) Dissociative (D): This process is similar to an SN1 mechanism in which the leaving 

group is lost in the first step forming an intermediate with reduced coordination 

number.1-3,9,12-13 

b) Associative (A): This process is similar to an SN2 mechanism in which the entering 

ligand adds in the first step forming an intermediate of increased coordination 

number.1-3,9,12-13  

c) Interchange (I): This process involves no detectable intermediate as bond-breaking 

and bond formation occurs simultaneously or within a pre-formed  

aggregate.1-3, 9, 12-13  
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D:

A:

I:

[LnMX]
-X

+X
[LnM]

+Y

-Y
[LnMY]

[LnMXY]

[LnMX]---Y [LnMY]---X X

where, Y = nucleophile or solvent molecule

-X
[LnMY]

[LnMY]Y

[LnMX]
+Y

[LnMX]

+X-Y

 

Scheme 2.4:  The reaction pathways proposed by Langford and Gray.8   

 

Furthermore, it can be deduced that the type of activation mechanism depends on the 

detection of an intermediate species.3 In addition, the stoichiometric interchange (I) 

mechanism can be further subcategorised into two groups based on intimate mechanism 

because it has a variety of transition states, (Figure 2.1).1, 3-4 

(i) Dissociatively activated intimate mechanism (Id): The transition state formed here 

shows no direct interaction between the reactive centre and the entering ligand thus 

there is only minimal effect of the entering ligand on the reaction rate. Therefore, 

the reaction is more sensitive to the nature of the leaving ligand.1-3, 9,12-13 

(ii) Associatively activated intimate mechanism (Ia): This mechanism is associative in 

nature hence there is substantial bonding of the reactive centre to both the entering 

and leaving ligand before the leaving ligand bond is weakened in the transition state. 

Therefore, the reaction is more sensitive to the nature of the incoming  

ligand.1-3,9,12-13   
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Figure 2.1:  The potential energy profile diagrams showing the various substitution 

mechanisms occurring at square-planar complexes as proposed by Langford-

Gary.3,8  

 

2.2.2 The Dissociative Mechanism (D) 

As illustrated by the diagram above (Figure 2.1), bond (M---X) breaks completely resulting 

in an intermediate of lower coordination number (14-electron) before the incoming ligand 

attaches itself to the metal centre (M---Y).3,11 The reaction profile of a dissociative 

mechanism consists of one transition state and one intermediate. The intermediate species 

is assumed to last for a sufficiently long time allowing it to equilibrate with its environment 

before coordinating the incoming ligand.3,13  

 

Accordingly, the rate of reaction is solely dependent on the nature of the leaving group and 

independent of the nature and concentration of the incoming ligand.3,8,14 Also, the incoming 

ligand can dominate if it is present in large excess hence the consumption of the intermediate 

may occur when the leaving group is in close proximity to the metal centre.3 Moreover, 

solvent attack is also favoured when the leaving group moves from the coordination shell to 

the solvation. This results in reduced ability of the metal complex to discriminate which 
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enables the solvent (usually present in excess) to dominate the substitution process.9 In 

addition, the dissociative mechanism is non stereoselective.15  

 

2.2.3 The Associative Mechanism (A) 

In this mechanism, bond formation (M---Y) takes place before bond (M—X) breaks resulting 

in an increase in the coordination number around the metal centre. Here, the intermediate 

of higher coordination number is formed via two transition states (Figure 2.1, Scheme 2.4) 

namely, the bond-making transition state and the bond-breaking transition state.3 In this 

mechanism, the rate determining step is the bond formation (between the metal centre and 

incoming ligand (Y)). However, it has been well researched and reported that for an 

associative mode of substitution, all the ligands involved can influence the stability and 

activation energy of the five-coordinate activated complex (Scheme 2.5).13,16 

 

Scheme 2.5:  Reaction pathway following an associative mode of substitution. 13,16 

When the incoming ligand (Y) and the leaving group (X) are chemically identical, the two 

transition states will have the same potential energy whereas a net chemical change will 

result in one transition state to be at a higher potential energy level than the other. 

Furthermore, the more stable transition state will have a deeper potential energy well 

(Figure 2.2).13, 16  



  

28 
 

 

Figure 2.2:  Energy profiles for an associative substitution mechanism showing the 

relationship between the intermediate and the transition states: (a) shows the 

bond-breaking transition state at a higher energy, whereas (b) shows the 

bond-making transition state at a higher energy.13, 16 

 

2.2.4 The Interchange Mechanism (I) 

The interchange mechanism can be further divided into two groups, i.e. the associative 

interchange mechanism (Ia) and the dissociative interchange mechanism (Id).3,11 In the 

former, the bond-making step is more noticeable than the bond-breaking step hence this 

mechanism accounts for differences between the interchange mechanism and the 

associative mechanism.3,11 Therefore, the reaction rate is more dependent on the nature of 

the incoming ligand and the leaving group leaves the metal centre only when the incoming 

ligand is tightly bound to the metal centre.1-3 In the latter, the mechanism covers the 

differences between the interchange mechanism and the dissociative mechanism meaning 

the bond-breaking step is more prominent in the transition state formation.1-3,9 Also, the 

leaving group moves from the inner coordination sphere to the outer coordination sphere 

while the entering group moves from the outer coordination sphere to the inner 

coordination, hence the reason why the transition state formed consists of two very weak 

bonds between the metal centre with both the leaving group and the entering group.1-3,9  

(a) (b) 
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In addition, the possibility of the solvent bonding the reactive metal centre is higher only if 

there is a reagent with a concentration much less than that of the solvent, which is already 

in the inner coordination sphere where the dissociation takes place. 

  

2.3 Ligand Substitution at Square-Planar Platinum (II) 

Complexes  

The term square-planar generally refers to most four coordinate complexes with low-spin d8 

configuration, such as nickel(II), palladium(II), iridium(I), rhodium(I), gold(III) and 

platinum(II).1-3,9,12-13,17 Studies on the ligand substitution behaviour of square-planar 

complexes dates back to the 1950s.11 Although ligand substitution at square-planar centres 

are well investigated and among the most widely understood in inorganic reaction 

mechanisms, several studies have reported that not all reaction centres with a d8 

configuration are relevant for square-planar substitution.6, 12, 18-21  

 

For example, the square-planar complexes of Rh(I) and Ir(I) are inclined to oxidative 

additions while Ni(II) complexes consisting of a wider range of spin multiplicities, 

coordination numbers and geometries tend to favour other geometries such as octahedral 

over square-planar.1, 3, 13 In addition, square-planar Ni(II) and Pd(II) complexes react via the 

same mechanism as that of Pt(II) complexes but at rates which are at least five orders of 

magnitude higher than those of Pt(II) complexes therefore their substitution reactions are 

difficult to fully analyse and as a result, they are less attractive.22 Moreover, the square-

planar complexes of Au(III) can be formed but they are easily reduced to lower oxidation 

state such as Au(I) and Au(0) hence they are not stable.  

 

Platinum(II) complexes on the other hand have dominated the studies on the substitution 

behaviour owing to their stable redox behaviour and relatively low reactivity.13,16 This 

allows for the synthesis of a variety of platinum(II) complexes and for the relative ease of 

studying and interpreting the mechanistic and kinetic behaviour of these complexes.3,11-13  
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2.3.1 Kinetics and Mechanism of Ligand Substitution  

 

A detailed mechanistic pathway for a square-planar substitution requires an understanding 

of how the nature of reactants and/or solvent used affect the kinetics and mechanism of the 

reaction.3 The substitution kinetics may occur through any one of the three pathways, 

depending on the nature of the reactants and/or solvent (Scheme 2.6).3 There are two 

possible associative pathways: one involving a direct attack of the incoming ligand and the 

other involving a solvated complex. The third is a dissociative pathway involving a three-

coordinate intermediate.  

 

Scheme 2.6:  Schematic illustration for ligand substitution in d8 square-planar complexes.3 

 

However, most studied substitution reactions of square-planar platinum(II) complexes are 

often represented by a direct replacement of a leaving ligand (X) by an incoming nucleophile 

(Y), which can be illustrated as follows.6-7, 9  
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Y X
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L
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X

L

L

L

Y (Charges Omitted)

 

Scheme 2.7:  Direct replacement of the leaving ligand (X) by an incoming ligand (Y).6-7, 9 

 

The substitution can be described by a rate law consisting of two terms, one being first-order 

with respect to the complex (PtL3X) and the other being first-order in each of the metal 

complex (PtL3X) and the entering ligand (Y) (Equation 2.1).1, 3, 6, 13   

 

𝑅𝑎𝑡𝑒 = −
𝑑[𝑃𝑡𝐿3𝑋]

𝑑𝑡
= 𝑘1[𝑃𝑡𝐿3𝑋] + 𝑘2[𝑃𝑡𝐿3𝑋][𝑌]  

                          = (𝑘1 + 𝑘2[𝑌])[𝑃𝑡𝐿3𝑋]      (2.1) 

where k1 and k2 represents the first- and second-order rate constants respectively. k1 is the rate constant 

that is independent of the incoming nucleophile, (Y) and k2 is the rate constant that is dependent on the Y 

(for a given solvent at a fixed temperature).1, 3,6, 13 

 

Equation 2.1 clearly shows the typical bimolecular substitution mechanism for a square-

planar complex which depends on both the metal complex and the incoming nucleophile.6 

The kinetic substitution reactions are however done usually under pseudo first-order 

conditions, where the entering nucleophile is present in at least a 10-fold excess with respect 

to the metal complex. This is to force the substitution process to completion while its kinetics 

remains first-order.  

 

Accordingly, the rate equation simplifies to that of a first-order process, (Equation 2.2): 

𝑅𝑎𝑡𝑒 = 𝑘𝑜𝑏𝑠[𝑃𝑡𝐿3𝑋],                           𝑘𝑜𝑏𝑠 = 𝑘1 + 𝑘2[𝑌]   (2.2) 

where kobs = the observed first-order or observed pseudo first-order rate constant. 

 

Hence, a plot of kobs against concentration of the Y, [Y], will give k2 as a slope and k1 as the  

y-intercept. Therefore, as mentioned above, the value of the k1 is independent of the entering 
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nucleophile while k2 depends on the reactivity of the entering nucleophile. A typical example 

of such a plot is represented by Figure 2.3 for the substitution reaction of trans-Pt(py)2Cl2 

with different nucleophiles.6-7, 13, 16  

 

Figure 2.3:  Plot of reaction rates of trans-Pt(py)2Cl2 against concentration of different 

nucleophiles in methanol at 30 °C.13, 16, 23 

 

As illustrated by Figure 2.3, the value of k1 is the same for all the nucleophiles studied for 

the same metal complex underlining the independence of k1 to the nature of the entering 

nucleophiles, while k2 (slope) differs with the entering nucleophile as this is a nucleophile 

dependent path.6, 11-13 In addition, most ligand substitutions are carried out in coordinating 

solvents such as water and methanol thus the k1 term can be attributed to the associative 

solvolysis pathway, which is a slow displacement of the leaving group (X) by the solvent (S) 

i.e. rate-determining step, followed by a rapid replacement of (S) by the entering  

nucleophile (Y).11-13  

 

However, positive k1 values can also be representative of the reverse reaction or a parallel 

solvolysis.24-25 The pathway dependent of the (Y) is characterised by k2 whose rate-
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determining step is the direct nucleophilic attack along the z-axis (Figure 2.4).1, 3, 6, 13 The 

extra electrons contributed by the entering nucleophile to the square-planar complex results 

in a saturated 18-electron five-coordinate intermediate.1, 3, 6, 13   

 

Figure 2.4:  Diagram showing both associative k2 (direct nucleophilic attack) and k1 

(solvolysis) pathways for square planar complexes.1, 3, 6, 13 

 

Square-planar d8 metal complexes have an unsaturated 16-electron coordinate valence shell 

hence often follow an associative pathway involving an 18-electron transition state.1,3 In 

general, platinum(II) d8 systems have a relatively low energy, vacant pz orbital, which allows 

the metal centre to extend its coordinate number from four to five by accepting an extra pair 

of electrons from the entering ligand resulting in a trigonal bipyrimidal transition state 

geometry (Figure 2.5).2-3,8, 11, 13,  This extended coordination is possible since the four 

coordinate square-planar complexes are not sterically hindered therefore the incoming 

ligand can attack the metal centre from both above and below the square-plane.9, 12 General 

considerations of the shape and the available orbitals support only the formation of a 

trigonal bipyrimidal geometry.9, 12 However, both trigonal bipyrimidal and square pyramidal 

geometries have been found during the process of substitution.9, 12  
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Figure 2.5:  Illustration of the changes in energy and stereochemistry that occur during the 

act of associative substitution of the leaving group, X, by the entering group, Y, 

of a square-planar complex: Energy levels at 2, 4, 6, and 8 indicate the 

different transition states whilst the remaining levels show energies of the 

reaction intermediates.8,11-13 

 

2.4 Factors Influencing the Rate of Ligand Substitution  
 

The substitution kinetics of square-planar complexes involving an associative pathway 

depends on several factors and as a result, all the ligands in the five coordinate transition 

state have the ability to affect the stability and the activation energies of the process. The 

following factors influence and play a critical role on the reactivity of square-planar 

complexes.  

 

2.4.1 The Effect of the Non-Labile Ligands 

Besides the expected influence of the entering (Y) and leaving (X) groups, the substitution 

behaviour of square-planar complexes are also affected by the nature of the non-labile 

ligands positioned cis and trans to the leaving group.1, 3, 6, 26-27 The effect that these ligands 

have on the metal centre is known as the cis- and trans-effects.28 In an associative type 
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mechanism, the transition state formed involves a trigonal bipyrimidal intermediate with 

the leaving group (X), the entering group (Y) and the trans ligand all in the trigonal plane.1, 3, 

6, 21 The two cis ligands are in the axial positions hence they remain symmetrically distinct 

due to the  T-shaped relationship between the trans ligand and the two cis ligands.1, 3, 6, 21 

Moreover, the influence due to the trans ligand is more pronounced than the two cis ligands.1, 

3, 6, 21  

 

2.4.1.1 The trans-Effect 

One of the most important factors is the influence of the coordinated ligand on the 

substitution rate of ligands opposite to it in a metal complex.6-7, 12 This influence was first 

observed by Werner in the early 20th century13, 29-30 and was later understood by Chernyaer 

and co-workers in 1926 when they introduced the concept of trans-effect to understand 

reactions of square-planar platinum(II) complexes.3, 6 The trans-effect is universally defined 

as ‘the effect of a coordinated ligand on the rate of replacement of a ligand trans to itself’ 7, 

i.e., the tendency of the spectator ligand to direct an incoming ligand (Y) to the position trans 

to itself.12 This happens because the spectator ligand labilizes the ligand trans to it in order 

to facilitate substitution.6, 18 Figure 2.6 illustrates the effect of the trans ligand (T) on the 

leaving group (X).6, 18  

 

 

Figure 2.6:  Schematic diagram showing the labilization of the leaving group (X) by the 

trans ligand (T).6, 18  

 

In addition, labilization of the leaving group (X) is dependent on the trans ligand (T), i.e. the 

greater the trans effect of a specific ligand, the greater the trans-labilization of the leaving 

group and the larger the rate constant for the substitution reaction.6, 12 In platinum(II) 

complexes, the generally accepted order of trans effect established from extensive 
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investigations on the effect of the ligand on substitution reactivity at the platinum(II) centre  

(using different nucleophiles) is as follows:3, 6, 12-13  

CO ~ C2H4 ~ CN¯ > R3P ~ H¯ > CH3 >¯ C6H5¯ > I¯ >SR2 > SC(NH2)2 > SO32- > NO22- ~N3- < SCN- 

~ Br¯ > Cl¯ > py > RNH2 ~ NH3 > OH¯ >H2O. 

Scheme 2.8:  The approximate order of decreasing the trans-effect in platinum(II) 

complexes. 3, 6, 12-13   

 

It is worth noting that kinetically the trans-effect can be significantly large i.e. up to six orders 

of magnitude greater or more for inert ligands with high trans-effect compared to ligands 

with low trans-effect.6 The above sequence covers the rate effects in the range 106 to  

1011-fold increase on the lability of the complex when a strong labilizing ligand is  

attached.7,31-32 Since the trans-effect is a kinetic phenomenon affecting the rate of 

substitution of the leaving group positioned trans to it, its origin is an increase or decrease 

in the rate arising from the trans-effect of a ligand due to reactant destabilization and/or in 

the transition state stabilization.6, 13  

 

In addition, the trans-effect has been useful in rationalizing the synthetic procedures of 

square-planar complexes of the desired geometry.12 An example of this empirically 

established trend is the synthesis of the cis and trans isomers of PtCl2(NH3)2.6 The second 

NH3 (Scheme 2.9) is substituted in the cis position by the negatively charged Cl− since it has 

a larger trans-effect than the neutral NH3 ligand.6 Furthermore, the least reactive chloride 

group in the formed [Pt(NH3)Cl3] − is the chloride ligand opposite to the NH3 group, which 

upon substitution, forms cis-PtCl2(NH3).6  

 

Scheme 2.9:  Schematic representation for the preparation of cis-Pt(NH3)2Cl2 from the 

treatment of [PtCl4]2- with neutral NH3.6  
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The trans isomer is prepared by treating [Pt(NH3)4]2+ with chloride ions (Scheme 2.10), 

where the first chloride replaces any NH3 ligand.7 The now coordinated chloride group 

replaces the most labile ligand in [Pt(NH3)Cl3] − which is the NH3 ligand opposite to the 

chloride ligand thereby forming trans-Pt(NH3)2Cl2.6  

 

Scheme 2.10: Schematic representation for the preparation of trans-Pt(NH3)2Cl2 from 

treatment of [Pt(NH3)4]2+ with chloride ions.6  

 

Another phenomenon closely related to the trans-effect but characteristically different is the 

trans influence, which is purely thermodynamic. It is important to note that ligands with the 

highest trans effect such as H−, CH3− and SnCl3− normally form either unusually strong  

σ-bonds (Figure 2.7(a)) or unusually strong π-bonds (Figure 2.7(b)) for ligands such as 

C2H4, CO and CN− when considering the trans-effect in substitution reactions of platinum(II) 

complexes.33  

 

Figure 2.7: (a) σ-donation from the filled ligand px orbital to vacant metal 5dx2-y2 

orbital. (b) π-back-donation from the filled metal dxz orbital to the 

antibonding linear combination of carbons’ px orbitals in C2H4.33 
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Therefore it is essential to differentiate between the trans-effect and the trans-influence of a 

ligand and further understand both the σ- and π-bonding effects hence the trans-effect. These 

effects involve the ground state orbitals shared by the metal, the leaving group and the trans 

ligand.2 The trans-effect known to be the effect of the ligand on the rate of substitution of the 

trans ligand involves both the ground and transition state whereas the trans influence is the 

effect of the trans-ligand only on the ground state properties like bond lengthening  

(X-ray determinations) and vibrational bond stretches (IR frequencies) i.e. an equilibrium 

phenomenon.6, 13, 34 If there is no transition state differences, the trans-influence order and 

the trans-effect order would be the same. In addition, several studies have been conducted 

to explain the trans-effect with the π-bonding theory and the polarization theory being the 

two common theories used to explain it.7, 35-38  

 

a. The Polarization Theory 

 

This theory was postulated by Grinberg39 and it is based on polarization focusing more on 

the Pt−X bond weakening due to the strong trans-effect caused by L in PtA2LX.6 Postulated 

by Grinberg,39 Meerwein40 further studied in detail the influence of ligand polarization on 

the rate of substitution.  It was explained using charge distribution in induced dipoles in the 

L−Pt−X coordinate, where X is the leaving group and L is the trans ligand (Figure 2.8).6, 40  

 

Figure 2.8:  Distribution of charge in induced dipoles in the L–Pt–Cl coordinate of trans-

[PtA2LX] due to polarization.6 

 

Grinberg’s theory states that the primary charge on the platinum(II) induces a dipole in L 

(the trans ligand) which then induces a dipole in the platinum metal.6 This second dipole 

repels the negative charge in the leaving group, X, hence the force of attraction of X−Pt is 

reduced causing the Pt−X bond to lengthen and weaken.6  The weakening of the Pt−X bod 
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accelerates the rates of substitution at the square-planar platinum(II) centre.6, 41 Therefore, 

ligands with a stronger trans-influence weaken the Pt−L bond to be easily displaced hence 

increasing the energy of the ground state.42-43In addition, it was noted that for this theory to 

fully support the trans-effect series, the effect of covalent bonding needs to be considered. 

Ligands of high polarizability are expected to form the most covalent bonds with 

platinum(II).44   

 

b. The π-Bonding Theory   

 

The π-bonding effect in metal complexes was made known by Pauling45 to justify the short 

Ni−C bond distances in Ni(CO)4.45 This theory deals solely with ligands high in the  

trans-effect series6 and further states that these ligands with π-bonds such as CO, CN−, C2H4 

and PR3 stabilize the transition state during the course of a substitution reaction which is the 

reason they are high in the trans-effect series.6, 34 These ligands have strong π-acceptor 

abilities and are regarded strong trans directors thus stabilizes the transition five-coordinate 

transition state by removing the increased electron density from the metal centre. Figure 

2.9 below shows the bonding of phosphorus to the platinum(II) metal centre.6, 34  

 

Figure 2.9:  Illustration of the R3P−Pt double bond. If ligands PR3 and X are in the xy plane 

and the d-orbitals shown are either dxy or dyz.6, 18, 34 

 

A σ-bond is formed when a pair of electrons is donated from the phosphorus to the platinum 

metal centre whereas the corresponding π-bond is formed by the overlap of a filled d-orbital 

of the platinum centre with a vacant orbital of the ligand.6, 11 
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The removal of electrons from the platinum centre to the vacant orbitals of the ligands 

weakens the Pt−X bond in the presence of most good trans directors with the exception of 

olefins in which electron donation (σ-bonding) is more important than electron 

withdrawing(π-bonding).6 However, there is no clarity on whether bond weakening in the 

ground state is always adequate to account for the effect of good trans activation, i.e. the 

removal of electrons from the platinum metal in the ground state by the π-bonding would 

actually appear to strengthen bonds of other ligands instead of weakening the Pt-X bond.6  

 

Chatt et al.46 and later Orgel47 proposed that the trans-effect is due to π-bonding stabilizing 

the activated trigonal bypyrimidal intermediate in the transition state. Independently, they 

proposed a π-bonding stabilization mechanism of the activated complex for the substitution 

reaction of trans-PtA2LX with Y to form trans-PtA2LY where X is the leaving group, Y is the 

entering group and L is the trans π-bonding ligand (Figure 2.10).46-47  

 

Chatt et al.46 stated that the incoming group brings additional electron density in the 

transition state and removal of this added charge from the platinum(II) via π-bonding of the 

trans ligand, L, enhances the addition of the entering group, Y, thereby increasing the rate of 

an associative substitution reaction as the activation energy is lowered.46 Orgel47 supported 

this by emphasizing that the stability of the transition state is increased due to π-bonding 

which reduces the electron density on platinum(II) along the Pt−X and Pt−Y direction 

leading to the retention of configuration.47 This is well known as the π-trans-effect. 6  

 

 

Figure 2.10:  Activated trigonal bipyramidal complex for the trans-PtA2LXY. 6, 34 
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2.4.2 Molecular Orbital Theory 

This theory supports the π-trans-effects and further best describes and explains the σ- and 

π-trans effect as it explains the bonding in square-planar platinum(II) systems.6, 34  

 

2.4.2.1 σ-trans effect 

 

A simplified MO diagram of PtCl42- is shown in Figure 2.11.6, 48 The most stable orbitals are 

the σ-bonding orbitals and the second most stable orbitals are the π-bonding molecular 

orbitals.6, 48  These orbitals are mainly located on the chloride ligands.6, 48 Following them in 

stability are the anti-bonding of the σ- and π-orbitals, π*xz, π*yz, π*z2, σ*z2 and π*xy and the 

comparatively unstable σ*x2-y2.6, 48 All these orbitals come from the 5d atomic orbitals of the 

platinum(II) and contain four probable MO of which π*xy is the most stable and the σ*x2-y2 

relatively the least stable MO.6, 34, 48 The anti-bonding σ-orbitals; σ*s, σ*x, σ*y and σ*z are 

located at higher energies and are relatively the least stable from them all.6, 48 These higher 

energy pz valence orbitals are not involved in any σ-bond formation.6, 48  

 

 

Figure 2.11:  The Molecular Orbital Diagram of [PtCl4].2-6, 34 
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In square-planar complexes, dx2-y2, s, px, py and 5dz2 metal valence orbitals are the only four 

orbitals used for the σ-bond formation.7,40 However, only two orbitals (p-orbitals) are 

effective trans directors since they have the correct geometry for trans directing 

properties.6,34 Therefore in trans-PtA2LX , the trans ligand, L and the leaving group, X share 

the same (dsp2) σx orbital in the overall MO arrangement.6 If as expected that the σ-donor 

ability of the trans ligand, L is large then the Pt−L bond is strengthened hence has a larger 

portion of the shared MO orbital.6 This in turn weakens the ground state Pt−X bond due to a 

smaller share of the electrons available for bonding enhancing the substitution reaction of X 

by Y (Figure 2.12).13, 62 

 

Figure 2.12:  Diagram showing the ground state σ-bonding of L–Pt–X using the σx MO. (a) 

The equal σ- bond strengths of L and X. (b) The σ-bonding strength of the 

trans-ligand, L is greater than that of X thus weakening the Pt–X bond.2,6, 13 

 

The stronger of the two (the trans ligand, L or the leaving group, X) contributes more 

electron density towards the shared orbital.7 For example, a good σ-donor (covalent ligand) 

such as H- and CH3- will donate a large amount of electron density to the px orbital of the 

metal creating repulsion between the σ-electrons of the trans ligand and the electrons of the 

metal in the same px orbital.6 This in turn strengthens the Pt−L bond and weakens the Pt−X 

bond subsequently enhancing the reaction rate. 6   

 

Langford and Gray8 provided an additional explanation to rate enhancement due to σ-

donation. They suggested that such good σ-donors as H- and CH3- stabilize the trigonal 

bipyrimidal intermediate by a process called σ-trans effect.8 In the ground state of a square 

planar complex, there is only a single p-orbital (px) used to bond L−Pt−X.3, 6  
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However, during an associative substitution reaction, addition of the entering group, Y trans 

to the xy plane causes X to shift out of plane into a trigonal plane containing Pt, L, X and Y 

(Figure 2.13).3, 6 This newly formed trigonal plane has two p-orbitals (px and pz) for three 

bonding ligands.7 This leads to an increased stability of the transition state since two orbitals 

for three bonding ligands are better than one orbital shared by two ligands in the ground 

state.6 Furthermore, this means that good σ-bonding ligands which can donate into the extra 

p-orbital can stabilize the σ-structure in the transition state hence will have higher trans-

effect.8 

 

Figure 2.13:  The σ-trans-effect due to the stabilization of the trigonal bipyramidal 

intermediate. (a) Only the px orbital is available for σ-bonding of ligands L and 

X (b) px and the pz orbitals are available for σ-bonding of ligands L, X and Y in 

a trigonal plane.3, 6, 8 

 

2.4.2.2 π-trans effect 

 

Strong π-bonds are given by good trans directing groups such as C2H4, CO and CN-.6  

In square-planar complexes, only three MO’s (π*xz, π*yz and π*xy) have the correct orientation 

to form π-bonding.49 There is a formation of the trigonal bipyrimidal intermediate when 

there is an addition of the entering nucleophile, Y.6 Formation of this five coordinate 

intermediate results in an additional MO (π*x2-y2) which is also in the correct orientation for 

π-bonding.6 These four MO’s in the trigonal plane are shared in π-bonding with the three 

ligands (L, X and Y). The trans ligand can greatly stabilize the transition state if it is capable 

of bonding to the π* orbitals which results in delocalization of the electronic charge to the 

ligands which further lowers the energy of the system.2,6  Therefore it can be said that the 
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primary purpose of a good trans π-acceptor ligand will be to stabilize the transition state by 

lowering the activation energy of the reaction.6, 13,26, 50-51  

 

For example, studies by Jaganyi et al.26, 52 have shown that trans π-accepting ligands can 

cause an increase in the substitution reaction of platinum(II) complexes. This trans-effect 

was related to the π-accepting ability of the ligands which withdraw electron density from 

the metal centre thus stabilizing the trigonal bipyrimidal intermediate. A number of studies 

on the assessment of the σ-and π-trans effect of several ligands have been done and the 

qualitative results obtained are tabulated below (Table 2.1).6 

 

Table 2.1:  Estimated σ- and π-trans effects of selected ligands.6 

Ligand σ-effect* π- effects* 

C2H4 w vs 

CO m vs 

CN- m s 

PR3 s m 

H- vs vw 

I- m m 

CH3- s w 

Pyridine w w 

* vs, very strong; s, strong; m, medium; w, weak; vw, very weak 

 

2.4.2.3  The Cis Effect 

 

There are few reports on the cis effect with results obtained often being contradictory. 

29, 58-59 The substitution reactions are sensitive to the cis ligand though to a smaller extent 

when compared to the trans ligand.1, 3, 13 The trans-effect has been shown to be 103–106 

orders of magnitude greater than that of cis effect.9, 50 The cis effect is quite significant in the 

presence of steric hindrance in the cis position.3 Also, investigating the cis effect requires the 

varying of the trans ligand as it is more difficult to study the cis effect by varying the cis 
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ligand.3  The effect of the steric hindrance from the cis position is more significant in the 

trigonal bipyrimidal transition state as the trans group (L) shares the equatorial trigonal 

plane and is  120o away from the entering and leaving group while the axial cis ligand is 90o 

away from the equatorial groups.13 Therefore, for square planar complexes undergoing an 

associative mechanism, an increase in the size of the entering group would destabilize the 

trigonal bipyrimidal intermediate hence decreasing the rate of the substitution reaction.3  

For example, a kinetic study performed with cis-Pt(Et3)2LCl with pyridine (Equation 2.3) had 

the same trend as its isomeric complex, trans- Pt(Et3)2LCl with pyridine when the trans 

ligand (L) was changed.54  It was noted that the order of the reaction with cis complex 

increased by factor of three (Table 2.2)13 while the trans complex had an order much 

higher.7, 35 

  𝑐𝑖𝑠 − 𝑃𝑡(𝑃𝐸𝑡3)2𝐿𝐶𝑙 + 𝑝𝑦 → 𝑐𝑖𝑠 − 𝑃𝑡(𝑃𝐸𝑡3)2𝐿(𝑝𝑦) + 𝐶𝑙
−             (2.3) 

 

Table 2.2:  The effect of trans ligand, L on the reactivity rate of cis- Pt(PEt3)2LCl with py.54 

L k1 (102 s-1) 

Cl- 1.7 

C6H6- 3.8 

CH3- 6 

 

2.4.2.4  The Steric Effect 

 

Steric effects are generally space-filling effects55 categorised as steric bulky and steric 

hindrance. The latter is due to mutual repulsion of electron densities of a group of atoms 

around the metal centre while the former is the shielding of the reaction site from direct 

attack by an entering group.54, 56 The transition state of an associated-type mechanism 

involves an increase in the steric hindrance since it comprises of a five-coordinate 

intermediate.1 This slows down the substitution reaction because the transition state is 

destabilized by increased steric interactions.1-3, 6, 9 However, the associative substitution 

reaction of a specific platinum(II) complex can be retarded if the ligands are sterically bulky. 

1-3,6, 9 This results in acceleration of a dissociative-type mechanism due to steric strain being 

relieved by bond dissociation.1,2, 6, 9 The retardation effect is more prominent on the reaction 
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rate if the sterically hindered groups are in the cis positions relative to the leaving group.1, 3 

The influence of the steric bulk on the reaction rate can be either due to the steric bulk in the 

spectator ligand or in the incoming nucleophile.1, 3 In addition, the use of sterically hindered 

ligands in square-planar complexes is useful in changing the substitution mechanism from 

associative to dissociative.1-3, 6, 9, 11 For instance, the steric effect exerted in cis-/trans-

Pt(PEt3)2LCl was studied, (L = phenyl, o-tolyl, mesityl). The rate constant data obtained is 

shown in Table 2.3.3, 13, 54  

 

Table 2.3:  Steric effects on the rate constants for the chloride substitution by pyridine in 

cis- and trans-[Pt(PEt3)2(L)Cl].3, 13, 54 

 

 

An increase in the steric bulk results in a decrease of the reaction rate from phenyl to mesityl. 

However, there is larger decrease in the reaction rate for the cis complex in comparison to 

the trans complex.6, 13 The large decrease in the cis complex results from the fact that the L is 

in the axial position in the transition state (90o away from the equatorial groups) thus there 

is greater steric repulsion between the cis ligands and the leaving group compared to L in 

the equatorial position (120o away from the entering and leaving group) for the trans 

complex (Figure 2.14).2  
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Figure 2.14:  The steric effect of the aryl square-planar complex and trigonal bipyrimidal 

intermediate of the cis isomer and trans isomer.2 

 

2.4.3 The Effect of the Entering Nucleophile 

 

As mentioned previously, an associative substitution reaction is largely dependent on the 

nucleophilicity of the entering nucleophile.9 Nucleophilicity is a measure of the reactivity of 

the nucleophile towards an electron-deficient atom (platinum metal centre in this case).1, 3 

The stronger the nucleophile, the greater the second order rate constant (k2) for that specific 

Pt(II) complex.1-3 The nucleophilicity of an entering nucleophile is usually influenced by 

several factors such as basicity, polarizability, oxidability, solvation energy and the nature of 

the metal centre.9 Studies performed on platinum(II) complexes with various nucleophiles 

showed that the nucleophilic reactivity order is, (Series 2.4):6, 18, 23, 57  

 

R3P > Tu > I- > SCN- > N3- > NO2 > Br- > py > aniline ~ NH3 ~ Cl- > H2O > OH-          (2.4) 

 

The reactivity trend (Equation 2.4) is mostly dependent on the polarizability (softness) of 

the entering nucleophiles than it is on their base strength.6, 13, 55 Polarizability is best 

explained using the “Hard Soft Acid Base” theory (HSAB), discovered by Pearson in 1963.29, 

58 This theory suggests that “soft” (polarizable) nucleophiles prefer soft metals as their 

substrate, such as platinum and gold, whereas “hard” (non-polarizable) nucleophiles prefer 

hard substrates.2,9, 29, 58 Hard acids (metal ions) are small and highly charged and possess a 
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valence electron shell which is not easily distorted while soft acids (metal ions) are large and 

possess low charge and have a valence electron shell which is easy to distort or remove.9, 29, 

58 Therefore, the high tendency of larger donors to be effective nucleophiles towards 

platinum(II) complexes indicates that platinum(II) is a soft centre thus platinum(II) is more 

effective towards large donors.2,9, 29 In order to correlate an empirical scale of the 

nucleophilicity, a comprehensive study on the relative reactivity and nucleophilicity was 

conducted by Belluco23 using trans-[Pt(py)2Cl2] in methanol at 30 oC (Equation 2.5).3, 59 

 

𝑡𝑟𝑎𝑛𝑠-[𝑃𝑡(𝑝𝑦)2(𝐶𝑙)2] + Y
𝑛  → 𝑡𝑟𝑎𝑛𝑠-[Pt(𝑝𝑦)2(Y)Cl]]

(𝑛+1) + Cl−

 𝑅𝑎𝑡𝑒 = (𝑘1 + 𝑘2[𝑌
𝑛])[𝑃𝑡(𝑝𝑦)2(𝐶𝑙)2]      (2.5) 

 

When trans-[Pt(py)2Cl2] was used as the standard, the nucleophilicity constant of the 

incoming nucleophile, n°pt, is defined as follows, (Equation 3.6):1, 3, 6, 13 

  𝑛°𝑝𝑡 =  log (
𝑘𝑦

𝑘𝑜𝑠
)                         (2.6) 

where,  kY = the measured second-order rate constant for the reaction of the entering nucleophile, koS is the 

second-order rate constant for attack of the solvent (methanol) in an associative mechanism and is equal 

to {ks/[MeOH]} and kS = the rate constant for attack of the solvent, MeOH, on the complex. 

 

At 30 °C, the concentration of pure methanol is assumed to be 24.3 M and the equation 

simplifies to Equation 2.7:1, 3, 6, 13  

 𝑛𝑜𝑝𝑡 = 𝑛𝑝𝑡 + log(24.3) = 𝑛𝑝𝑡 + 1.39             (2.7) 

 

A summary of the typical nopt data obtained for Equation 2.7 is given in Table 2.4 for different 

entering nucleophiles (Y). 

 

 

 

 

 

 



  

49 
 

Table 2.4:  A selection of nopt values listed according to donor atom for  

trans-[Pt(py)2Cl2].6, 23, 60 

Nucleophile Donor Atom noPt 

CH3OH O 0 

Imidazole N 3.44 

C5H5N N 3.13 

NH3 N 3.06 

(C6H5)2S S 4.38 

S=C(NH2)2 S 7.17 

SO32- S 5.79 

Cl- Cl (Halogen) 3.04 

I- I (Halogen) 5.46 

(C2H5)3P P 8.79 

(C6H5CH2)2Se Se 5.53 

CN- C 7.14 

 

The nucleophilic reactivity constant measures the reactivity of the entering nucleophile 

towards the platinum(II) centre.6 From Table 2.4 above, a number of interesting trends can 

be observed. The nucleophilicity of the halogens follow the decreasing trend, I– ˃ Br– ˃ Cl– 

hence decreases down the order. Furthermore, phosphine and sulfur-donor groups have the 

most reactive nucleophiles towards platinum(II) centre due to their high nucleophilicity 

constant values. In addition, most reactive nucleophiles are soft (species which are large, 

have low charge states and are strongly polarizable) which is why sulfur is a better donor 

than oxygen and nitrogen. The nucleophilic reactivity constant correlates other properties 

in the ligand and this correlation is termed linear free energy relationship (LFER),  

(Equation 2.8).6, 15 Plots of log ky for a given nucleophile versus the nopt value for many 

platinum(II) complexes were found to be linear signifying a linear free energy relationship 

(LFER) of the form (Figure 2.15):6, 15  

log 𝑘𝑦 = 𝑆.  𝑛
𝑜
𝑝𝑡 + 𝐶         (2.8) 

where, S is the nucleophilic discrimination factor and depends on the complex. 

C is the intrinsic reactivity. 
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Figure 2.15:  Rates of Pt(II) complexes correlated with trans-[Pt(py)2Cl2] as reference, for 

different entering nucleophiles: • = trans-[Pt(PEt3)2Cl2] in methanol at 30 °C; 

▲ = [Pt(en)Cl2] in water at 35 °C.6, 23, 34, 62 

 

The nucleophilic discrimination factor (S) measures the sensitivity of the platinum(II) centre 

to the nucleophilicity of the entering nucleophile.  The intercept (C) is equivalent to log ks 

where ks represents the rate constant of the weakest nucleophile in a solution.1, 3, 6 A smaller 

value for ks is reflective of a complex which is more sensitive to the changes in the 

nucleophile.6 From Figure 2.15, the trans-Pt(py)2Cl2 complex is regarded as the reference 

complex with S equal to 1.15 Values of S >1 imply higher sensitivity of the reaction rate to 

changes in the nucleophilic nature relative to the reference complex.15 In addition, certain 

nucleophiles such as NO2− and SeCN− do not follow the LFER as seen in Figure 2.15.1, 3, 23 

These nucleophiles have better π-accepting abilities which increase the reactivity by 

lowering the energy of the transition state through metal to ligand π-interactions.1, 3, 60 These 
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ligands having good π-accepting abilities tend to be more reactive towards better π-donating 

metal complexes such as [PtCl4]2- and less reactive to poor π-donating complexes such as 

[Pt(dien)Br]+ relative to the reference trans-[Pt(py)2Cl2]. 

 

2.4.4 The Effect of the Leaving Group 

 

The effect of the leaving group has a smaller impact on the rate of substitution in 

associatively activated square planar complexes and are considered less important.1, 13 The 

entering group (Y) and the leaving group (X) are closely connected, i.e. occupy equivalent 

positions in the transition state hence it is very difficult to qualify the effect of the leaving 

group.1, 13 The leaving group is also closely related to the nature of the reaction centre, the 

nature of the trans ligand and the solvent polarity.1, 3 In order to investigate and understand 

the effect of the leaving group, the cis and trans ligands must be the same.  

 

The reaction below has been studied in depth, (Equation 2.9).62-63 

[𝑃𝑡(𝑑𝑖𝑒𝑛)𝑋]+ + 𝑝𝑦 → [𝑃𝑡(𝑑𝑖𝑒𝑛)𝑝𝑦]2+ + 𝑋−     (2.9) 

 

From the kinetic data, it was established that the rate of substitution of the leaving group 

decreases in the order: 

NO3¯ > H2O >> Cl¯ > Br¯ > I¯ >>N3¯ >SCN¯ > NO22- > CN- 

 

This series shows that the strongly bound ligands dissociate more slowly from the five-

coordinate intermediate thus leaving groups with lower nucleophilicity are easily replaced.3, 

6, 15 The series also highlights that for an associative-type mechanism, a large amount of 

metal ligand (Pt−X) bond breaking occurs in the transition state which depends on a specific 

reaction.6, 13  
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2.4.5 The Effect of the Solvent 

 

The solvent effects can play at least two important roles in the substitution reactions of 

square-planar complexes.3, 6 It can be the reaction medium and it can also influence the 

energy of the activation process through solvation of the ground and activated states.3, 6 As 

mentioned before, the solvolysis pathway results in a second order rate law for substitution 

reactions of square-planar complexes (also see Chapter 3). In addition, studies have shown 

that the contribution of the solvent to the overall reaction rate is proportional to the 

coordinating ability of the solvent.15 This is shown by the experimental data (Table 2.5) 

obtained for the chloride exchange reaction with radio-labelled 36Cl- for trans-[Pt(py)2Cl2] 

(Equation 2.10). 62,, 13, 64 

 

trans-[ Pt(py)2Cl2] + 36Cl⎼ → trans-[Pt(py)2Cl(36Cl)] + Cl⎼  (2.10) 

 
 

Table 2.5:  Effect of solvent on the rate of chloride exchange from trans-[Pt(py)2Cl2]  

at 25 oC.2,6, 64 

Strongly 

Coordinating 

solvents 

k-2/ (10-5 s-1) 

Weakly coordinating 

solvents k2(Cl-)/M-1 s-1 

DMSO 380 CCl4 104 

H2O 3.5 C6H6 102 

CH3NO2 3.2 Me2CO 10-2 

C2H5OH 1.4 DMF 10-3 

 

From Table 2.5, it is seen that reactivity rates of highly coordinating solvents such as DMSO 

show direct dependence on the nucleophilicity of the solvent (ks >> kCl[36Cl-]) and 

independence to the entering nucleophile while the opposite is true for non/weakly 

coordinating solvents.  The ks values for coordinating solvents increase in the order:6  

 

ROH < H2O ~ CH3NO2 < DMSO 
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The larger exchange rate of DMSO compared to H2O confirms that platinum(II) is a soft metal 

centre and prefers coordinating or interacting with the larger and more polarized S-atom of 

DMSO than it does with the O-atom of H2O.6 Therefore, the platinum-solvent bond making is 

of great importance in the transition state compared to bond breaking.6  

 

For non- or weakly coordinating solvents such as non-polar tetrachloromethane, benzene 

and the sterically hindered alcohols, larger reaction rates have been reported since the 

chloride act as a nucleophile hence kCl[36Cl-] > ks.6, 13 Also, for such solvents, larger ks values 

are expected because the solvent cannot coordinate to the metal.6, 13 Furthermore, the 

opposite is true for polar solvents such DMF where the chloride leaving group is not 

solvated.6, 13  
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Chapter 3 - Reaction Kinetics 

 

3.1  Introduction 

 

Chemical reactions are processes that convert reactants to products and a balanced or 

stoichiometric equation is written for that reaction.1 These chemical reactions occur at 

different rates whereby some reactions occur at a very fast pace while others are slow such 

that in practical terms are considered unoccurring.2-3 Quantitative studies on chemical 

reactions usually fall into two groups:4 

 

i. The first group known as chemical thermodynamics involves the actual 

occurrence of the reaction.4-5 These reactions are performed on systems that are 

at a steady state with static concentrations and deals with the initial states of the 

reaction before the reaction occurs.6 They take into account the direction at which 

a reaction will proceed rather than how quickly or slowly a chemical reaction 

takes place.7-8 Chemical thermodynamics measure quantities such as the standard 

enthalpy and the standard Gibbs energy change of a reaction.4, 7, 9  

 

ii. The second group known as chemical kinetics determines how fast or slow a 

chemical reaction is proceeding.3-4, 10 The reaction measurements here are made 

under dynamic or hypothetical conditions leading to the determination of the 

reaction rate.7-8 Furthermore, the concentration of the reactants and products 

change as a function of time.4, 10 

 

Chemical reaction kinetics was first studied by Ludwig Wilhelmy in 1850 followed by 

Marcillin Berthelot and Pean de St Gillies.6 The results obtained showed direct 

proportionality of the rate of the reaction to the concentration of the substrate under study.6 

The study of chemical reactions is important because the data collected gives an indication 

of the rate at which the reactants or products are consumed or formed.11 It also describes 
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the mechanisms and reaction pathways taking place in the chemical reaction and the factors 

that influence the formation of the products.11 In addition, kinetic data helps to explain the 

relationship between the structure of a chemical complex and its reactivity as well as 

predicting the shelf-life10  or stability of chemical products such as drugs.  

 

Chemical reactions are influenced by numerous factors.12 Therefore, it is of great importance 

to know the influence that some key factors have on the rate of reaction in order to 

understand the kinetic behaviour of a chemical reaction.10 These include concentration, 

physical conditions, solvent and intensity of absorbed radiation.10 

 

 An increase in the concentration of the reactants results in more effective collisions 

leading to enhanced reaction rates. Furthermore, the concentration of the reactants 

is most frequently to determine the rate of a chemical reaction therefore controlling 

and understanding the effect of concentration on the reaction is kinetically very 

important.  

 

 Solvents may influence the rate of the reaction depending on their properties such as 

polarity, donor atoms, added electrolyte, viscosity and buffer components. Generally, 

the rate of the reaction is mainly influenced if the molecules interact with the reactant 

molecules such that the kinetics (rate) of the reaction are altered.  

 

 Physical conditions include factors such as pressure and temperature which can 

affect the reaction rate. These factors are normally kept constant during kinetic 

measurements. However, for temperature-dependent studies, the entropy and 

enthalpy of a reaction can be determined. This gives an indication of the substitution 

mechanism for the reaction. Moreover, the volume of activation can be determined 

from pressure dependent studies leading to the assignment of a mechanism for the 

reaction. 
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 The intensity of the absorbed radiation depending on the source can be an influential 

factor on the rate of a reaction. Apart from photochemical effects, light from 

laboratory lights and sunlight can alter the rate of a chemical reaction. 

It is important to control these factors to obtain meaningful kinetic data. However, as 

mentioned before, the concentration of the reactants is the underlying factor in chemical 

kinetics or quantitative analysis of the rapidity of the reaction.10  

 

3.2  The Rate Law 

 

The reaction rate can be defined as the amount of reactants converted to products in a period 

of time.2, 13 It can be expressed as the change in the rate of the reactants or the products over 

time (Equation 3.1). The units of the rates are usually reflected as molarity per second (M s-

1 or mol. dm-3 s-1).13-16 The negative sign signifies that the concentration of the reactants 

decreases with time during a chemical reaction. 

Rate = -
d [reactants]

dt
= 

d [products]

dt
      (3.1) 

The rates of the reaction represented in this manner are independent of the sample size 

under consideration.2, 13 Consider the chemical reaction given below (Equation 3.2): 

aA + bB → cC + dD        (3.2) 

The formulae of the chemical compounds are represented by the upper-case letters and the 

stoichiometry of the reaction is represented by the lower-case letters. The rate law in general 

describes the dependence of the reaction rate on the reagent concentrations therefore the 

rate for Equation 3.2 can be written as:13-14 

Rate = -
1

a
.
d[A]

dt
= -

1

b
.
d[B]

dt
= 

1

c
.
d[C]

dt
= 

1

d
.
d[D]

dt
    (3.3) 

The rate law has the general form:     

Rate =  -k ∏ [Ai]
ai[Xj]

βj
i        (3.4) 

Where Ai represent the chemical symbols for reactants i, k is the rate constant, and Xj are other species such as 

catalysts, that may affect the rate. α and β are reaction orders with respect to Aiand Xj Xj respectively.  
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The units of the rate constant, k are dependent on the reaction order. The reaction order is 

defined as:  

Reaction order =  ∑ αi i        (3.5) 

 

3.3  Integrated Rate Expressions 

 

3.3.1  Irreversible First-Order Reactions 

 

Most reactions are first-order or performed under conditions manipulated to approximate 

first-order reactions because these type of reactions are easier to interpret and 

understand.13-14, 17 The first-order reaction (Equation 3.6): 

   A 
k1
→  B          (3.6) 

will give the following rate law,  

Rate = -
d[A]

dt
= k1 [A]t       (3.7) 

which rearranges to gives, 

-
d[A]

[A]
= k1 dt         (3.8) 

and integrating between the limits t = 0 and t =t, where the concentration of the reactants 

changes from A0 to At gives: 

- ∫
1

[A]

[A]t
[A]0

d[A] =  ∫ k1dt
t

0
       (3.9) 

ln
[A]t

[A]0
= -k1t         (3.10) 

ln[A]t = -k1t+ ln[A]0       (3.11) 

Where [A]0 and [A]t are the concentrations of the reactant at t = 0 and t = t.  

Thus from Equation 3.11, we see that it is in a linear form therefore a plot of In[A]t against 

time (t) will be linear with the slope equal to –k1.13-14  

Equation 3.11 can also be expressed as: 

[A]t

[A]0
= e-k1t                     (3.12) 

or simplified to,  
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[A]t = [A]0 e
-k1t         (3.13) 

Equation 3.13 also shows that the concentration of the reactants or products varies 

exponentially.  

In a first-order rate law, any factor that is proportional to the concentration can be used to 

follow the kinetics of the reaction i.e. measure directly the first-order rate constant.10, 13-14, 17 

These factors include absorbance, pressure, conductivity or volume.  

 

3.3.2  Reversible First-Order Reactions 

 

Some chemical reactions do not necessarily go to completion but instead attain a dynamic 

equilibrium between the reactants and the products under certain reaction conditions.4, 10, 17  

They are then termed reversible reactions such that in principle, the rate of the forward and 

the reversible reaction are equal (Equation 3.14).4  

A   
k1
⇌  
k-1

 B         (3.14) 

The rate law for this equation can be written as:  

Rate =
d[B]

dt
= -

d[A]

dt
= k1 [A]t-k-1 [B]t     (3.15) 

At t = 0, when no product have formed, [B]0 = 0 and [A]t = [A]0, therefore at any time during 

the reaction (t = t), 

[B]t = [A]0- [A]t        (3.16) 

where [B]t = x and [A]t = [A]o – x and x is the amount of reactants used and products formed. 

 

The substitution of Equation 3.16 into Equation 3.15 gives, 

dx

dt
= k1 ([A]o-x)-k-1(x)       (3.17) 

At equilibrium no nett reaction occurs thus 

dx

dt
= k1 ([A]o-xeq)-k-1(xeq) =  0      (3.18) 

xeq = equilibrium concentration 

Rearranging Equation 3.18 gives: 
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k-1 = 
k1([A]o- xeq) 

xeq
        (3.19) 

The substitution of Equation 3.19 into Equation 3.17 gives: 

dx

dt
= k1 ([A]o-x)- 

k1([A]o- xeq)x

xeq
 =  

k1[A]o

xeq
(xeq-x)    (3.20) 

 

Separating the variables and integrating gives: 

ln(xeq-x) =  - 
k1[A]o

xeq
t +  ln(xeq)                                    (3.21) 

However, in order to obtain the individual rate constants, k1 and k-1, the equilibrium rate 

constant Keq must be evaluated.  

Keq = 
[B]eq

[A]eq
= 

k1

k-1
        (3.22) 

The observed rate constant, kobs is sum of the two individual rate constants (k1 and k-1), 

kobs = k1 + k-1        (3.23) 

However a problem often encountered with measuring of the reversible first-order rate 

constants is the inaccurate measurement of  [A]eq.13-14, 18 

 

3.3.3  Irreversible Second-Order Reactions 

 

Second-order reactions are amongst the most encountered in reaction kinetics studies.10, 14, 

19 A reaction can be second order with respect to only one of the reactant or second order 

when the overall reaction is first order to two different reactants.  

Consider the second order reaction: 

A + B 
          k2              
→         C         (3.24) 

The rate law is written as, 

Rate =  k[A][B]        (3.25) 

Rate =  
d[C]

dt
= -

d[A]

dt
= -

d[B]

dt
= k2[A]t[B]t     (3.26) 

At t = 0, [A] = [A]0 and [B] = [B]0 while the amount of the reactants that have reacted after 

time t to form the product C is represented by x thus the concentration of [A] at time t is 

[A]t  =  ([A]0 –  x) and that of [B]0 at time t is [B]t = [B]0- x. Therefore, the rate at time t is:20 
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-
d[A]

dt
= k2([A]0-x)([B]0-x)       (3.27) 

Knowing that [A]t  =  ([A]0 –  x) hence  
dx

dt
= -

d[A]

dt
= -

d[B]

dt
, Equation 3.27 can also be 

expressed as follows: 

dx

dt
= k2([A]0-x)([B]0-x)       (3.28) 

or 

dx

([A]0-x)([B]0-x)
 = k2dt         (3.29) 

Integrating Equation 3.29 between the limits x = 0 to x = x and t = 0 to t = t affords, 

∫
dx

([A]0-x)([B]0-x)

x

0
= k2 ∫ dt

t

0
        (3.30) 

giving Equation E3.34 (provided [A]0 ≠ [B]0), 

1

[A]0- [B]0
. ln

[B]0([A]0-x)

[A]0([B]0-x)
 = k2t        (3.31) 

which further simplifies to give,  

1

[A]0- [B]0
. ln

[B]0[A]t

[A]0[B]t
 = k2t        (3.32) 

From Equation 3.32, it can be seen that the second-order rate constant, k2 can only be 

determined if the values of [A]0, [B]0, [A]t and [B]t are known. However, it is often time 

consuming and complicated to obtain these values.13-14  

To overcome this, second-order reactions are optimized by using the first order rate law as 

it has lesser variables to work with and also leads to a more reliable rate constant. This is 

achieved by using pseudo first-order conditions where the concentration of one of the 

reactants is in large excess, i.e. [B]0 ≫ [A]0 (at least 10-fold excess) such that its 

concentration remains constant during the reaction.10, 14, 19-20.  

Assuming that the reaction order is one with respect to A, then the rate law in Equation E3.29 

simplifies to,10, 14, 19-20 

-
d [A]

dt
= k2[A]t[B]t = (k2[B]0)[A]t = kobs[A]t    (3.33) 

where kobs is the observed rate constant in units of s-1 and equal to k2[B]0. 

Integration of Equation 3.33 and plotting the graph of In[A]t versus time t gives a slope of kobs 

(s-1) ( the observed rate constant). To further obtain the second order rate constant, k2, a 

series of kobs values have to be determined by varying the concentration of B in excess 
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amounts.10, 14, 19-20 This generates a host of [B]0 values such that kobs in Equation 3.33 can be 

expressed as, 

kobs =  k2[B]0        (3.34) 

From Equation 3.34, a plot of kobs versus [B]0 will give a straight line with a slope of k2 (the 

second-order rate constant) in M-1 s-1. 

 

3.3.4  Reversible Second-Order Reactions 

 

Consider the following second-order reversible reaction, 

A + B 
k2
⇌  
k-2

 C         (3.35) 

Equation 3.35 demonstrates an example of a mixed order behaviour, i.e. the forward reaction 

is second-order while the reverse reaction is first-order. This behaviour is very complicated 

and should be avoided. This complexity is often avoided by selecting pseudo first-order 

conditions for the forward reaction such that [B]0 >> [A]0. The system now becomes similar 

to reversible first-order and the rate can be represented as follows, 

Rate =  
d[C]

dt
= -

d[A]

dt
= -

d[B]

dt
= k2[A]t[B]t- k-2[C]t    (3.36) 

Assuming that the concentration of C is zero at the beginning and a stoichiometric ratio of 

1:1:1 for the reaction, the mass balance at any time t are, 

[A]t = [A]0-[C]t, [B]t = [B]0-[C]t      (3.37) 

At equilibrium, the mass balances are: 

[A]eq = [A]0-[C]eq,    [B]eq = [B]0-[C]eq     (3.38) 

At equilibrium, the forward and the reverse reactions are equal, therefore, 

-
d[B]

dt
= k2[A]eq[B]eq- k-2[C]eq = 0      (3.39) 

Hence,  

k2[A]eq[B]eq = k-2[C]eq       (3.40) 

Rearranging and substituting Equation 3.38 and Equation 3.39 into Equation 3.40 affords, 

k2[A]eq[B]eq = k-2([A]0- [A]eq)      (3.41) 
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Therefore, 

k-2[A]0 = k2[A]eq[B]eq + k-2[A]eq      (3.42) 

Substitution for [C]t = [A]0-[A]t  in Equation 3.37 and substituting it into Equation 3.36 gives 

the rate as, 

-
d[B]

dt
 = k2[A]t[B]t- k-2([A]0-[A]t)   

= k2[A]t[B]t- k-2[A]0 + k-2[A]t      (3.43) 

The combination of Equation 3.42 and Equation 3.43 yields, 

-
d[B]

dt
= k2[A]t[B]t- k2[A]eq[B]eq- k-2[A]eq + k-2[A]t   (3.44) 

By applying first-order conditions where [B]0 >> [A]0, Equation 3.44 can be written as, 

-
d[B]

dt
 = k2[A]t[B]0- k2[A]eq[B]0- k-2[A]eq- k-2[A]t  

= (k2[B]0 + k-2)([A]t-[A]eq)     (3.45) 

The separation of variables and integrating between the limits t = 0 to t = t affords, 

∫
d[A]

[A]t-[A]eq
 

[A]t
[A]0

= -(k2[B]0 + k-2) ∫ dt
t

0
    

ln (
[A]t-[A]eq

[A]0-[A]eq
)  =  -(k2[B]0 + k-2)t   

 = - kobst        (3.46) 

where kobs = k2[B]0 + k-2 

Thus a plot of kobs versus [B]0 will give a straight line with a slope equal to k2 and an intercept 

equal to k-2. The equilibrium constant, Keq can be given by the ratio of    
k2

k-2
 or can be measured 

thermodynamically.20 

Keq = 
k2

k-2
           (3.47) 

Pseudo first-order conditions are often applicable in the kinetic studies of square-planar 

complexes.10, 14, 19 
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3.4 Activation Parameters and Temperature 

Dependence 

 

Rate laws are important in assigning mechanisms for reactions. However, it is the 

dependence studies of rate constants that are undertaken to gain further insight about the 

energetics of a reaction allowing for the determination of the activation parameters of a 

given reaction.14, 19, 21-22 Once the experimental data for the rate constants have been 

collected, it can be analysed using the Arrhenius equation or transition-state theory 

(discussed below).13, 23-24 

 

3.4.1  The Arrhenius Equation 

 

The quantitative relationship between the rate constant, k, and the temperature was first 

discovered by Arrhenius in 185613, (Equation E3.51 and E3.52).13-14, 24  

k = Ae(
-Ea

RT⁄ )         (3.48) 

Where  A = Arrhenius pre-exponential factor measured in M-1 s-1. 

 Ea = Arrhenius activation energy in Jmol-1. 

 R = Gas constant (8.314 J K-1 mol-1) 

 T = Temperature (K) 

Equation 3.48 can be expressed in the logarithm form as follows, 

In k = In A- 
Ea

R
(
1

T
)        (3.49) 

From Equation 3.49, it can be seen that a plot of  In k versus  
1

T
 gives a straight line with a 

slope of - 
Ea

R
  and an intercept of In A. The reaction rate, k, normally increases with an 

increase in temperature.13-14 The Arrhenius equation is often used in kinetic reactions and is 

of great importance in systems where the measured rate constant is thought to be a 

combination of rate constants.14 
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3.4.2  Transition-State Theory 

 

The transition-state theory, which is also called the absolute reaction rate theory, was 

developed in 1935 by Henry Eyring25 and Michael Polanyi23 for a gas phase dissociation 

process.14, 17, 23, 25 The transition-state theory works on the assumption that there is a pre-

equilibrium between the reactants and activated transition state complex of many reactants, 

(Equation 3.50).4-5, 14, 17 

A + B 
k≠

⇔ [A---B] *
          k2              
→         A + B       (3.50) 

The rate equation based on the transition state complex can be written as, 

d[A]

dt
= k2[A---B] 

* = 
kbT

h
K≠[A][B]      (3.51) 

Where kb = Boltzmann’s constant (1.38 x 10-23 J K-1) 

 T = Temperature (Kelvin) 

 h = Planck’s constant (6.626 x 10-34 J s-1) 

 K≠ = Equilibrium constant 

The experimental second-order rate constant kexp can be expressed as follows,  

kexp = 
kbT

h
K≠         (3.52) 

The Gibbs free energy of activation, ∆G≠ is expressed as follows, 

∆G≠ = -RT InK≠ = ∆H≠-T∆S≠       (3.53) 

Where ∆H≠ is the change in enthalpy of the activation and ∆S≠ is the change in entropy of activation. 

Upon substitution of Equation E3.56 into Equation E3.55 affords the following expression, 

kexp = 
kbT

h
exp (-

∆G≠

RT
) =  

kbT

h
exp (-

∆H≠

RT
) exp (

∆S≠

R
)   (3.54) 

Taking the logarithms gives the following expression, 

In (
kexp

T
) =  -

∆H≠

RT
+  In (

kb

h
) + 

∆S≠

R
       (3.55) 

Rearranging Equation 3.55 and simplifying affords, 

In (
kexp

T
) =  -

∆H≠

R
.
1

T
 + [23.8 + 

∆S≠

R
]       (3.56) 

From Equation E3.59 above, the activation parameters, enthalpy of activation (∆H≠) and 

entropy of activation (∆S≠) can be obtained from a plot of In (
kexp

T
) versus  

1

T
. ∆H≠ is 

determined from the slope whereas ∆S≠ is determined from the y-intercept of the graph.7, 14, 
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17 This plot is commonly known as the Eyring plot.13, 17, 25-26 In addition, due to the 

determination of ∆S≠ by extrapolation, the errors associated with it are in general three times 

higher than that of ∆H≠.10 

 

3.4.3  Effect of Pressure on the Rate Constant 

 

In rare cases, the enthalpy and entropy of activation may be insufficient to deduce a reaction 

mechanism. In such cases, a more reliable parameter for mechanistic assignment is the 

volume of activation because it is less sensitive to temperature, (Equation 3.57).13-14, 27 

(
d(In k2)

dP
) =  -

∆V≠

RT
         (3.57) 

Where, ∆V≠ is the volume of activation for the forward process of the reaction. It is also the difference in partial 

molar volume between he activated complex and the reactants.28 

Equation 3.57 shows that the volume of activation, ∆V≠ for a reaction can be determined only 

after the effect of pressure on the reaction rate is determined.13-14, 27 

Therefore, a plot of In(k2) versus P gives a linear fit with a slope equal to -
∆V≠

RT
 . A positive 

volume of activation is associated with a dissociative mechanism whereas a negative value 

is indicative of an associative substitution reaction.15  

 

3.5 Instrumental Techniques Associated with the 

Study of Chemical Kinetics 

 

There are various experimental techniques and methods by which the rates of the reactions 

can be measured. Each of these techniques or methods involves measuring or controlling of 

certain physical properties (such as temperature, concentration, pressure etc.) of a reaction 

mixture.5, 22, 29 The most commonly used method involves measurements of the 

concentration of either the reactants or products with time. The data collected can then be 

used to determine the rate law of the reaction. However, the choice of method and/or 

equipment often depends on the time scale of the reaction of interest.8 Rapid reactions are 
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those that proceed to 50% completion in 10 seconds or less.8 Such reactions demand 

specialized equipment that empowers both the rapid mixing and rapid data recording.8, 10 

Furthermore, quenching is often employed for reactions that are too rapid or an 

instrumental technique that continuously collects concentration data as the reaction 

proceeds is used.1, 7-8 Adequate reactions are often monitored by standard methods of 

analysis to determine the concentration of either the reactants or products as a function of 

time.  

 

Techniques such as pulse methods, infrared spectroscopy (IR) and nuclear resonance 

spectroscopy (NMR) are suitable and available for kinetic studies but the two methods to be 

used in this study are ultraviolet/Visible (UV/Vis) spectrophotometry and stopped-flow 

analysis (Figure 3.1).26 These methods are based on the absorption of ultraviolet-visible 

light.  

 

Figure 3.1:  A summary of reaction techniques and their associated time scales available 

for the monitoring chemical kinetics.26 
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3.5.1  UV/Visible Spectrophotometry  

 

UV/Visible spectrophotometry is one of the most frequently used and powerful techniques22 

in chemical kinetic studies.13, 30 It is a slow and sensitive technique which has the ability to 

detect sample concentration ranging from 10-4 – 10-6 M.31-32 It is most useful in the detection 

of the electronic transitions originating from the highest occupied molecular orbitals 

(HOMO) to the lowest unoccupied molecular orbitals (LUMO) in compounds having π-

electrons/non-bonding electrons-pair upon absorption of light in the ultraviolet and visible 

regions.30, 33-34 The key components of a spectrophotometer include the radiation source, 

monochromatic light, sample compartment, detector and the data processer, (Figure 3.2). 

 

Figure 3.2:  A schematic diagram of a UV/Visible spectrophotometer set-up.33 
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A UV/Vis spectrophotometer can measure the fraction of the incident light passing through 

the sample, this is known as the Transmittance, T, and is represented as,22, 35-38 

T =  
I

I0
          (3.58) 

where Io = the intensity of the incident light, I = the intensity of the transmitted light. 

 

The absorbance, A, is a more useful quantity and can be determined from the intensities.22, 

35-38 

A =  log (
I

I0
) = - log T        (3.59) 

Absorbance is important because by the application of the Beer’s law (Equation E3.60),22,  

35-38 there is a direct proportionality of the absorbance with the concentration of the sample.1, 

8, 22, 39 

A = εcl          (3.60) 

where A = absorbance (it is dimensionless), ε = molar absorptivity or the extinction coefficient (L mol-1 cm-1), 

c = concentration (mol dm-3) and l = path length (cm)39 

 

The broad absorptions observed from the UV/Visible absorption spectra often overlap with 

other species in solution making the analysis of the product complicated and difficult. 

However, kinetic analysis can be done on the overlapping absorption spectra.17 

For a first-order reaction, (Equation 3.61) 

A 
          k1              
→         B         (3.61) 

At any time t, the absorption is,8 

At = εA[A]t + εB[B]t        (3.62) 

where At = the absorbance at any time, t, εA, εB = molar absorptivity of A and B respectively. 

 

When the reaction has reached completion, the absorbance will be,8 

A∞ = εA[A]0 + εB[B]0       (3.63) 

where A∞ = the absorbance at infinity, [A]0 and [B]0 = initial concentration of A and B respectively. 

 

For the kinetic analysis, the absorbance of the sample can be expressed as, 

ln
[A]0

[A]t
= ln (

[A]0- [A]∞

[A]t- [A]∞
) = k1t       (3.64) 

where At is said to be the absorbance of the reactant at any time, t. 
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The absorbance-time resolved data is often used to directly determine or evaluate the 

observed rate constants using Equation 3.64. 

Figure 3.3 below shows the reaction profile obtained for the substitution of [Pt{4´-(o-tolyl)- 

2,2´:6´,2˝-terpyridine}Cl]CF3SO3 with 1-methylimidazole). The kinetics for the reaction were 

studied at 333 nm and the trace obtained for the reaction at 298.15 K is shown as an insert 

in Figure 3.3. The rate constant for the reaction was obtained by fitting first-order 

exponential decay function using Origin 9.0®.40-41 

 

Figure 3.3: The spectrum obtained from Cary UV/Visible spectrophotometer for the 

substitution of Cl- from [Pt{4´-(o-tolyl)-2,2´:6´,2˝-terpyridine}Cl]CF3SO3 (2.50 x 

10-5 mol dm-3) with 1-methylimidazole (5.00 x 10-4 mol dm-3) in methanol 

solution (I = 0.10 M (0.09 M LiCF3SO3 + 0.01 M NaCl)) at 333 nm and 298.15K.41 

 

3.5.2  Flow Methods 

 

Many chemical reactions happen too quickly such that it is impossible to monitor them by 

conventional absorption spectroscopy, i.e. in the time taken to mix the samples and collecting 

data, the reaction would have already occurred.8, 10, 26 These reactions therefore require 
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shorter sampling and mixing time.8  The most reliable and popular method used to monitor 

such fast reactions in solution is the stopped-flow mixing.5, 8, 10, 26, 42 This method involves 

rapid mixing (with 1 millisecond) of the reagents by the pistons and suddenly stopping the 

flow of the mixed solutions. The progress of the reaction is observed/analyzed near the 

mixer.8, 13, 22, 26 A schematic diagram of this apparatus is shown in Figure 3.4.8  

 

Figure 3.4: A schematic diagram of a stopped-flow spectrophotometer apparatus.8, 42 

 

This technique is designed to monitor the reaction of the two substances where equal 

amount of reactants are filled in Syringes A and B respectively, (Figure 3.4).  

 

The two reactants are rapidly forced into the mixing chamber (Figure 3.4) by pressure 

applied on the plungers at constant temperature. The mixing in the stopped-flow takes about 

0.001s.39 The solution is then driven into the reaction cuvette where the reaction solution 

gets mixed and allowed to rest at a fixed time interval (rest period) when the stopping 

syringe comes against its seating (Figure 3.4).1,8 The reaction is then followed 

spectrophotometrically.  
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Chapter 4:  Experimental 

 

4.1 Materials and Procedures 

 

All synthetic reactions were carried out in air unless otherwise stated. Potassium 

tetrachloroplatinate (K2PtCl4, 99.99%), 1-(2 chloroethyl)piperidine hydrochloride (98%), 

4-(2-chloroethyl)morpholine hydrochloride (99%), 1-(2-chloroethyl)pyrrolidine 

hydrochloride (98%), 4’-chloro-2,2’:6’,2”-terpyridine (99%), anhydrous pyridine (99.8%),  

acetonitrile (CH3CN, ≥ 99.9%), potassium carbonate (K2CO3, ≥ 99.0%), sodium 

tetraflouroborate (NaBF4, 98%), sodium hexaflourophosphate (NaPF6, 98%),  

1.5-cyclooctadiene (COD),  and chloroform-d (CDCl3, 99.8%) were purchased from Sigma-

Aldrich and used without further purification. Sodium chloride (NaCl, 99.0%), sodium 

hydroxide (NaOH, 98%), potassium hydroxide (KOH, 98%), methanol-d4 (CD3OD, 98.8%), 

N,N’-dimethyl-formamide (DMF, ≥99%), Dimethyl sulfoxide (DMSO, min 99%)  and all the 

other solvents used for synthesis were purchased from Merck and used without further 

purification. Anhydrous sodium sulphate (Na2SO4) and anhydrous magnesium sulfate 

(MgSO4) were obtained from Associated Chemical Enterprises (ACE). All other chemicals 

were of analytical reagent quality. 

 

The four (4) ligands reported here, namely L1S1, L2S1, L3S1 and L4S1 were synthesized by 

adaptations of established literature procedures.1-3 The platination of all the ligands to form 

C1S1, C2S1, C3S1 and C4S1 respectively, was achieved by using the method described by 

Annibale et al.4 and Liu et al.5 All ligands and complexes were obtained at satisfactory yields 

and high purity which was confirmed through 1H-NMR, 13C-NMR, FT-IR, LC-MS and 

elemental analysis. 
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4.2 Instrumentation and Physical Measurements 

 

4.2.1 Characterization 

 

Characterization of the precursors, ligands and complexes was achieved through the use of 

nuclear magnetic resonance (NMR) spectroscopy, infrared (IR) spectroscopy, mass 

spectrometry and elemental analysis. 

 

1H-, 13C- and 195Pt-NMR spectra were recorded on a Bruker Avance III 500 or Bruker Avance 

III 400 at frequencies of 500 MHz or 400 MHz (1H) and 125 MHz/100 MHz (13C) using either 

a 5 mm BBOZ probe or a 5 mm TBIZ probe. All proton and carbon chemical shifts are 

reported relative to the relevant solvent signals at 25 °C unless stated otherwise. The 

chemical shifts are referenced to Si(CH3)4. 195Pt NMR were done on a 500 MHz spectrometer 

(195Pt, 107.5 MHz) chemical shifts externally referenced to K2[PtCl6]. Analysis was completed 

using the software packages, either Spinworks or Topspin 

 

Elemental compositions of the ligands and complexes were performed on a Thermo 

Scientific Flash 2000. The mass spectral data of the ligands and complexes were acquired on 

a Waters Micromass LCT Premier spectrometer i.e. LCT Premia LC-MS with a ESI source and 

time of flight (ToF) analyser. Melting points of the ligands L1S1; L2S1; L3S1 and L4S1 were 

recorded on a Stuart SMP3 machine. 

 

 

4.2.2 Computational Modelling 

 

The computational modelling for the complexes C1S1; C2S1; C3S1 and C4S1 were carried 

out in the gaseous phase at the density functional theory (DFT) level.7 The B3LYP functionals 

and a basis set of LANL2DZ was used.8-10 B3LYP relates to the hybrid functional Becke’s three 

parameter formulation9 which has been proven to be better to model traditional metal 
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functionals. All the computational calculations were done by the Gaussian 09 software 

suite.11 All the platinum(II) complexes were optimized at a +1 charge. 

 

4.2.3 Kinetic Analyses 

 

All kinetic measurements were performed under pseudo first-order conditions using at least 

10-fold excess of the incoming nucleophile.  The wavelengths for kinetic investigations were 

pre-determined using the Agilent Cary 100 Bio UV/Visible spectrophotometer with an 

attached Varian Peltier temperature control unit. Ligand substitution reactions which took 

less than sixteen minutes to go to completion (C2S1 with 40x, 50x Histidine, C2S1 with 

Histidine at 30oC and 35oC and C4S1 reactions with Im, 1-MIm and Histidine), an Applied 

Photophysics SX.20MV (v4.33) stopped-flow system coupled with an online data acquisition 

system was used to follow these reactions, otherwise the UV/Visible spectrophotometer was 

used to study all the reactions that reached completion in a time greater than or equal to 

sixteen minutes.  All measurements (UV/Visible and stopped-flow) were carried out in a 

thermostated environment to within ca ± 0.1 oC. All data were graphically analysed using the 

software package, Origin 9.0®.12  
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4.3 Synthesis of the Ligand Systems (L1 – L4) 

4.3.1 Synthesis of ligands (4′-[2-(1-Piperidinyl)ethoxy]-2,2′:6′,2′′-

terpyridine (L1S1), (4′-[2-(1-Pyrrolidino)ethoxy]-2,2′:6′,2′′-

terpyridine (L2S1) and (4′-[2-(1-Morpholino)ethoxy]-2,2′:6′,2′′-

terpyridine (L3S1).1-3 

K2CO3, Solvent*

*Acetone for synthesis of L1S1-L2S1 
  and DMSO for L3S1

R = 

R-Cl-HCl

L1S1

L2S1

L3S1

1

1''

2

2'''

3'

3

3'''

4

4'''

5'

5'''
6'''

R

1''

1''

2''

2''

2''

2'''

2'''
3'''

3'''

4'''5'''

5'''
6'''

 

The synthesis of L1S1, L2S1 and L3S1 followed a common method described by 

Suntharalingam et al.2-3  

 

2,6-bis(2-pyridyl)-4-(1H)pyridone (0.25 g, 1.00 mmol) and K2CO3 (3.3 eq.) were placed in a 

suitable solvent* (30 ml) and heated to reflux, after which 1-(2-chloroethyl)piperidine 

hydrochloride, 1-(2-chloroethyl)pyrrolidine hydrochloride or 1-(2-chloroethyl)morpholine 

hydrochloride (1 eq.) was then added to the refluxing mixture to form L1S1, L2S1 or L3S1 

respectively. The resulting mixture was heated at reflux for a further 12 hours. The resulting 

product was cooled and allowed to settle after which the unreacted solid material were 

filtered off and the filtrate evaporated to dryness under reduced pressure. L1S1, L2S1 and 
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L3S1 were isolated as a light yellow solid, an off-white solid and a yellow solid respectively. 

The crude products were purified by recrystallization with diethyl ether. 

_________________________________________ 

*Acetone was used for the synthesis of L1S1 and L2S1 respectively while  

N,N- dimethyloformamide was used in the synthesis of L3S1. 

 

L1S1 

Yield: 0.63 g, 1.75 mmol (87.4%) 

Melting point: 94.2 – 95.8 oC, 1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.73 (d, py 2-

H), 8.63 (d, 2H, py 5-H),  8.02 (dt, 2H, py 4-H), 7.99 (s, 2H, py’, 3’-H and 5’-H), 7.51 (ddd, 2H, 

py 3-H), 4.35 (t, 2H, ethyl 1’’-H), 2.76 (t, 2H, ethyl 2’’-H), 2.53 (br m, 4H, piperidine 2’’’-H),  

1.52 (m, piperidine 3’’’-H), 1.40 (m, 2H, piperidine 4’’’-H), 13C-NMR: [400 MHz, DMSO-d6, RT, 

δ(ppm)]: δC 167.1, 157.2, 155.4, 149.7, 137.8, 125.0, 121.4, 107.3, 66.7, 57.5, 54.9, 26.1, 

24.4, Mass spectrum LC/MS(HR)/TOF-MS-ESI+: C22H24N4ONa [M + Na]: = 383.1837 m/z  

Anal. Calc. for: C = 73.31, H = 6.71, N= 15.54 %, Found:  C = 73.00, H = 6.62, N = 15.69 %. 

 

L2S1 

Yield: 0.59 g, 1.70 mmol (85%),  

Melting point: 82.2 – 84 oC, 1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.73 (d, py 2-H), 

8.63 (d, py 5-H),  8.03 (dt, 2H, py 4-H), 7.99 (s, 2H, py’ 3’-H and 5’-H), 7.52 (ddd, py 3-H),  

4.32 (t, 2H, ethyl 1’’-H), 2.90 (t, ethyl 2’’-H), 2.58 (br m, 4H, pyrrolidine 2’’’-H),  

1.71 (m, pyrrolidine 3’’’-H), 13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 167.1, 157.2, 

155.4, 149.7, 137.8, 125.0, 121.4, 107.3, 67.8, 54.5, 54.5, 23.7, Mass spectrum 

LC/MS(HR)/TOF-MS-ESI+: C21H23N4O [M + H] = 347.1864 m/z 

Anal. Calc. for: C = 72.81, H = 6.40, N= 16.17 %, Found:  C = 72.86, H = 6.48, N = 15.98 %. 

 

L3S1 

Yield: 0.61 g, 1.69 mmol (84%),  

Melting point: 81 – 82.7 oC, 1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.73 (d, 2H, py 2-

H), 8.63 (d, 2H, py 5-H),  8.03 (dt, 2H, py 4-H), 8.00 (s, 2H, py’ 3’-H and 5’-H), 7.51 (ddd, 2H, 

py 3-H), 4.37 (t, 2H, ethyl 1’’-H), 3.61 (m, 4H, morpholine 2’’’-H), 2.80 (t, 2H, ethyl 2’’-H),  
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2.50 (m, 4H, morpholine 3’’’-H), 13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 166.6, 

156.7, 154.9, 149.2, 137.3, 124.5, 120.9, 106.8, 66.2, 66.0, 56.7, 53.6, Mass spectrum 

LC/MS(HR)/TOF-MS-ESI+: C21H22N4O2Na [M + Na] = 385.1635 m/z    

Anal. Calc. for: C = 69.59, H = 6.12, N= 15.46 %, Found:  C = 69.65, H = 6.29, N = 15.61 %. 

 

4.3.2 Synthesis of 2,6-Di(2-pyridyl)-β-(aminoethoxy)pyridine (L4S1).1   

KOH, DMSO, 40 oC

1''

1'''

2''

1

2

3'

3

4

5'

 

Ethanolamine (99 µl, 1.1 mmol) was added dropwise to a suspension of powdered potassium 

hydroxide (286 mg, 5.2 mmol) in dimethyl sulfoxide (DMSO) (50 ml) at 40 oC and stirred for 

twenty minutes. Thereafter, 4’-chloro-2,2’:6’2”-terpyridine (286 mg, 1.0 mmol) was added 

and the resultant mixture was further stirred for 2.5 hours at 40 oC. The reaction mixture 

was then added to dichloromethane (40 ml) and washed with water, 25 ml (3 ×). The organic 

extract was dried over anhydrous magnesium sulfate and the resulting filtrate was 

evaporated to dryness under reduced pressure to yield a pale yellow solid. The crude 

product was purified by recrystallization from dichloromethane. 

Yield: 0.23 g, 0.79 mmol (79%) 

Melting Point: 82 – 83.7 ∘C, 1H-NMR: [400 MHz, Chloroform-d, RT, δ(ppm)]: δH 8.72 (d, 2H, 

py 2-H), 8.64 (d, 2H, py 5-H), 8.06 (s 2H, py’ 3’-H and 5’-H), 7.87 (t, 2H, py 4-H), 7.36 (t, 2H, 

py 3-H), 4.29 (t, 2H, ethyl 2’’-H), 3.19 (t, 2H, 1’’-H), 1.69 (s, 2H, NH2, 1’’’-H), 13C-NMR: [400 

MHz, Chloroform-d, RT, δ(ppm)]: δC 167.2, 157.2, 156.1, 149.1, 136.8, 123.8, 121.4, 107.4, 

70.5, 41.4, Mass spectrum LC/MS/TOF-MS-ESI+: C17H17N4O [M+H]:  293.1399 m/z 

Anal. Calc. for: C = 69.85, H = 5.52, N= 19.17 %, Found:  C = 69.79, H = 5.25, N = 19.19 % 
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4.4 Synthesis of Platinum(II) Complexes 

4.4.1 Synthesis of [Pt(L1S1)Cl].BF4 (C1S1)5 

[Pt(PhCN)2Cl2] AgBF4
CH3CN

24hr reflux
[Pt(PhCN)2-x(CH3CN)XCl]BF4

AgCl

BF4

1''

2'''

2'''

CH3CN

1''

2''

3'''

3'''

24hr reflux

2''

1

4'''

4'''

1

2

5'''

5'''

2

3'

6'''

6'''

3'

3

3

4

4

5'
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The silver salt AgBF4 (51.2 mg, 0.26 mmol), dissolved in acetonitrile (10 ml), was added 

dropwise to a suspension of [Pt(PhCN)2Cl2] (120 mg, 0.25 mmol) in acetonitrile (10 ml). The 

resulting mixture was heated at reflux overnight (24 hours). The mixture was allowed to cool 

and then filtered to remove the AgCl precipitate. An equimolar amount of the ligand L1S1 

(88 mg, 0.25 mmol) was added to the filtrate and the resultant mixture heated at reflux for 

an additional 24 hours. The mixture was filtered whilst still hot and the solvent removed 

under reduced pressure to yield a light yellow solid. The solid was washed with copious 

amounts of diethyl ether and a small amount of cold acetonitrile to yield a light yellow 

powder upon drying.  

 

Yield: 0.12 g, 0.20 mmol (80%) 

1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.83 (br d, 2H, py 2-H), 8.65 (br d, 2H, py 5-

H), 8.56 (br dt, 2H, py 4-H), 8.45 (br s, 2H, py’ 3’-H and 5’-H), 8.11 (br t, 2H, py 3- H),  

4.66 (br s, 2H, ethyl 1’’-H). 
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13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 166.6, 156.7, 154.9, 149.2, 137.3, 124.5, 

120.9, 106.8, 66.2, 66.0, 56.7, 53.6 

Mass spectrum LC/MS(HR)/TOF-MS- ESI+: C21H22N4O194Pt35ClBF4 [M+] = 589.1265 m/z   

  

4.4.2 Synthesis of [Pt(COD)Cl2]6 

 

The synthesis of Pt(COD)Cl2 was achieved by following the method of McDermott et al.6 as 

shown in the reaction scheme below. 

 

K2PtCl4

Glacial CH3COOH

1,5-cyclooctadiene

[Pt(COD)Cl2]
80 - 90 oC

 

 

To a filtered aqueous solution (20.0 mL) of K2PtCl4 (1.1 g, 2.6 mmol) was added to a solution 

of 1,5-cyclooctadiene (1.0 g, 8.0 mmol) in glacial acetic acid (37.0 ml). The resulting mixture 

was stirred vigorously whilst heating at 80-90 oC for two hours. The colour of the solution 

changed from orange to pale yellow within 30 minutes after which a pale-yellow precipitate 

of dichloro(1,5-cyclooctadiene)platinum(II) began to form. After two hours, the mixture was 

cooled to room temperature and the solvent removed under reduced pressure to 

approximately 10.0 mL. The precipitate was filtered off using 0.45 μm nylon filter membrane 

on Millipore filtration unit, washed with copious amount of water, ethanol, and diethyl ether 

and dried in the oven at 100 oC for 30 minutes. 

 

Yield: 0.86 g, 2.30 mmol (87%) 
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4.4.3 Platination of L1S1, L2S1, L3S1 and L4S1.6 

Pt(COD)Cl2

Cl

Cl-.nH2O

H2O

R = 

1'' 1'''
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To a stirred suspension of [Pt(COD)Cl2] (100 mg, 0.27 mmol) in ultrapure water (20 ml), a 

suspension of the respective ligand L1S1, L2S1, L3S1 and L4S1 (0.27 mmol) in ultrapure 

water was added dropwise with stirring. The reaction mixture turned yellow and was 

further heated with stirring at 80-90 oC for 12 hours. After being cooled to room 

temperature, the mixture was filtered to remove unreacted material. The filtrate was 

evaporated to dryness under reduced pressure to yield a deep orange solid for C1S1, C2S1 

and C4S1 respectively. C3S1 was isolated a reddish solid.  The crude platinum(II) complexes 

(C1S1, C2S1, C3S1 and C4S1) were washed thoroughly with diethyl ether and dried under 

vacuum.  
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C1S1  

Yield: 94.5 mg, 0.13 mmol (49%) 

1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.63 (d, 2H, py 2-H), 8.52 (d, 2H, py 5-H), 8.42 

(dt, 2H, py 4-H), 8.26 (s, 2H, py’ 3’-H and 5’-H), 7.87 (ddd, 2H, py 3-H), 4.80 (t, 2H, ethyl 1’’-

H), 13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 168.8, 157.8, 154.9, 150.7, 142.3, 129.2, 

125.8, 111.1, 68.0, 66.0, 56.3, 53.4, Mass spectrum LC/MS(HR)/TOF-MS-ESI+: 

C22H24N4O37Cl194Pt [M+] = 591.1250 m/z  

Anal. Calc. for: C = 36.88, H = 4.78, N = 7.82 %, Found:  C = 36.49, H = 4.65, N = 8.14 % 

 

C2S1 [Pt(L2S1)Cl]Cl.5H2O 

Yield: 99.2 mg, 0.142mmol (53%) 

1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.77 (d, 2H, py 2-H), 8.68 (d, 2H, py 5-H), 8.50 

(dt, 2H, py 4-H), 8.35 (s, 2H, py’ 3’-H and 5’-H), 7.93 (ddd, 2H, py 3-H), 4.75 (t, 2H, ethyl 1’’-

H), 13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 168.7, 158.4, 155.8, 151.6, 142.9, 129.8, 

126.3, 111.6, 54.4, 52.6, 23.3, Mass spectrum LC/MS(HR)/TOF-MS-ESI+: C21H22N4OCl194Pt 

[M+] = 575.1116 m/z  

Anal. Calc. for: C = 35.90, H = 4.59, N = 7.98%, Found:  C = 35.59, H = 4.24, N = 7.66% 

 

C3S1 [Pt(L3S1)Cl]Cl.5H2O 

Yield: 98.6 mg, 0.137 mmol (52%) 

1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.57 (d, 2H, py 2-H), 8.49 (d, 2H, py 5-H), 8.39 

(dt, 2H, py 4-H), 8.18 (s, 2H, py’ 3’-H and 5’-H), 7.81 (ddd, 2H, py 3-H), 4.50 (t, 2H, ethyl 1’’-

H), 13C-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δC 168.8, 157.8, 154.9, 150.7, 142.3, 129.2, 

125.8, 111.1, 68.0, 66.0, 56.3, 53.4, Mass spectrum LC/MS(HR)/TOF-MS-ESI+: 

C21H22N4O2Cl196Pt [M+] = 593.1077 m/z  

Anal. Calc. for: C = 35.10, H = 4.49, N = 7.80 %, Found:  C = 34.91, H = 4.38, N = 7.61%. 
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C4S1 [Pt(L4S1)Cl]Cl.5H2O 

Yield: 66.2 g, 0.102 mmol (45.3%) 

1H-NMR: [400 MHz, DMSO-d6, RT, δ(ppm)]: δH 8.54 (d, 2H, py 2-H), 8.37 (d, 2H, py 3-H), 8.25 

(s 2H, py’ 3’-H and 5’-H), 7.77 (t, 2H, py 4-H), 5.15 (t, 2H, py 5-H), 3.67 (t, 2H, ethyl 2’’-H), 

3.40 (t, 2H, ethyl 1’’-H), 2.49 (s, 2H, NH2, 1’’’-H), Mass spectrum LC/MS(HR)/TOF-MS-ESI+: 

C17H16N4OClPt [M+] = 522.0659 m/z 

Anal. Calc. for: C = 35.43, H = 3.15, N = 9.72%, Found:  C = 35.77, H = 3.36, N = 9.42%. 

 

4.5 Kinetic Measurements 

 

The electrolyte (ionic strength solution, I) for the platinum complexes and the nucleophiles 

were prepared by dissolving a known amount of lithium trifluoromethanesulfonate 

(LiCF3SO3) and  lithium chloride (LiCl) in ultrapure water to afford a solution of the 

concentration 0.010 M (0.009 M LiCF3SO3 and 0.001 M LiCl). Lithium 

trifluoromethanesulfonate was used as the anion since the triflate anion does not coordinate 

to platinum complexes while lithium chloride was used to prevent spontaneous solvolysis.13  

 

4.5.1 Preparation of Platinum Complexes for Kinetic Analyses 

 

Metal complex solutions were prepared by dissolving the required quantities of the 

platinum(II) complex in 100 mL of the constant ionic strength solution to afford solutions 

with the concentration of 5 ×10-4 M before mixing. 

 

4.5.2 Preparation of Nucleophile Solutions for Kinetic Analysis 

 

The nucleophile stock solutions, viz. Im, 1-MIm, Pyz and Histidine of ca. 50 times greater 

than the metal complex solutions were prepared by dissolving a known amount of the 

nucleophile in 250.0 mL of the constant ionic strength (I = 0.01 M, (0.009 M LiCF3SO3 + 0.001 

M LiCl)). The dilute nucleophile solution were prepare by subsequent dilutions of the 50 
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times nucleophile stock solutions to afford a series of standards of 10, 20, 30 and 40 greater 

than that of the platinum(II) complex. 

 

As mentioned above, all reactions were done under pseudo first-order conditions with at 

least 10-fold excess of the nucleophiles. The UV/Visible lamps were warmed up and allowed 

to equilibrate at the required temperature prior to kinetic measurements. The instrument 

was zeroed at the wavelength chosen for measurements using the ultrapure water ionic 

strength solution (I= 0.01 M (LiCF3SO3 + LiCl)). The tandem cuvettes were then filled with 

equal amounts of the respective complex and nucleophile solutions and equilibrated for 10 

minutes at the required temperature.  

 

An initial absorbance reading of the solutions before mixing was recorded after which the 

solutions were quickly mixed and the substitution reaction was analysed by measuring the 

change in absorbance over time. The reaction was observed to reach completion when no 

further change in the absorbance was visible. All the kinetic ligand substitutions were 

carried out in duplicate on the UV/Visible spectrophotometry and stopped-flow 

spectrophotometer. All the kinetic traces obtained at the suitable wavelengths (see Table B1) 

were fitted to the first-order exponential decay function (Equation E4.1)14 to determine the 

observed pseudo first-order rate constants (kobs) at the different nucleophilic concentrations 

and temperatures.  

𝐴𝑡 = 𝐴0 + (𝐴0 − 𝐴∞)𝑒
(−𝑘𝑜𝑏𝑠𝑡)                 (4.1) 

 

These kobs values are represented in Tables B2 – B9 of the Appendix B supporting information 

and were determined in the same way. The second-order rate constants, k2 and k-2 for the 

platinum (II) complex reactions with the nucleophiles where determined from the slopes 

and intercepts of the plotted graphs of kobs versus effective nucleophile concentrations 

(Equation 3.34)14 drawn using the software package, Origin 9.0®.11 

                           𝑘𝑜𝑏𝑠 =  𝑘2[𝑁𝑢]0            (𝟑. 𝟑𝟒) 

 

The temperature dependence of the rate of reaction were studied at five different 

temperatures within the range of 10 – 35 oC in 5 oC intervals. All temperature dependence 
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studies were conducted using the 30X concentration for each nucleophile since the 

concentration dependence studies gave linear fits with no meaningful y-intercepts for the 

plots of kobs versus effective nucleophile concentration ([Nu]eff) at 298.15 K. 

  

In(k2/T) versus 1/T (Eyring plot)15 from the Eyring equation (Equation E3.59) were fitted 

using the software package, Origin 9.0®. The activation parameters, enthalpy of activation 

(ΔH≠) and entropy of activation (ΔS≠) were calculated from the slopes and y-intercepts of the 

Eyring Equation (Equation 3.56)15, respectively.   

𝐼𝑛 (
𝑘2

𝑇
) =  −

∆𝐻≠

𝑅
.
1

𝑇
 + [23.8 + 

∆𝑆≠

𝑅
]                    (𝟑. 𝟓𝟔) 
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Chapter 5: Results and Discussion  

 

5.1 Synthesis and Characterization of the Terpyridyl Ligands 

 

The ligands, L1S1 and L2S1, were synthesized according to literature procedure.1-2 The  

2,6-bis(2-pyridyl)-4-(1H) pyridone was reacted with the corresponding hydrochloride salt 

of the 1-(2-chloroethyl) cyclic amines, namely 1-(2-chloroethyl)piperidine hydrochloride 

(L1S1) and 1-(2-chloroethyl)pyrrolidine hydrochloride (L2S1) in refluxing acetone with 

K2CO3 as a base. L1S1 and L2S1 were obtained as white to yellow solids in satisfactory yields 

of 87 and 85%, respectively. The ligands were characterized by 1H NMR and 13C NMR 

spectroscopy, mass spectrometry and elemental analysis. The 1H NMR and 13C NMR spectra 

were recorded in deuterated dimethyl sulphoxide and the characteristic data was in good 

agreement with both the structural formula of the molecule as well as the data reported in 

literature.1-2 High resolution liquid chromatography-mass spectrometry (LC-MS) gave an 

accurate mass of 383.1837 amu for L1S1 which corresponds to the [M + Na]+ ion. L2S1 had 

an accurate mass of 347.1864 amu which corresponds to its protonated ion, [M + H]+. 

The syntheses of ligand L3S1 was achieved in high yields averaging 84% in  

N,N’-dimethylformamide. The 1H NMR and 13C NMR spectra of this ligand were recorded in 

deuterated dimethyl sulphoxide and the chemical shifts were in good agreement with that 

reported in literature.1 High resolution LC-MS analysis of L3S1 gave an accurate mass of 

385.1635 amu due to its [M + Na]+ adduct ion.  

 

The ligand L4S1 was synthesized according to the method described by Maayan et al.3 The 

1H NMR and 13C NMR spectra of this ligand were recorded in deuterated chloroform and the 

chemical shifts were in agreement with that reported in literature.3 High resolution LC-MS 

for L4S1 gave an accurate mass, with an experimental mass of 293.1399 amu which 

corresponds to the adduct ion, [M + H]+. 
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5.2 Synthesis and Characterization of the Platinum Complexes 

 

The platinum(II) complexes; C1S1, C2S1, C3S1 and C4S1 were synthesized using slightly 

modified method reported by Annibale et al.4 for [Pt(terpy)Cl]Cl·2H2O (where terpy = 

2,2´:6´,2˝-terpyridine) and involves the use of metal precursor, Pt(COD)Cl2. The COD ligand 

is weakly coordinated to platinum and has a good trans-labilizing effect allowing its facile 

replacement as well as the trans chloride by the incoming terpyridyl moiety.5 

 

One equivalent of the pure ligands (L1S1, L2S1, L3S1 and L4S1) were reacted with 1 

equivalent of the Pt(COD)Cl2 in ultrapure water to yield crude complex materials of C1S1, 

C2S1, C3S1 and C4S1, respectively. The resulting red to brick red solid pentahydrate salts 

were washed thoroughly with copious amounts of cold diethyl ether to remove any 

unreacted ligand material. These complexes were dried in vacuo overnight. All the complexes 

were characterized spectropically (1H-NMR, 13C-NMR), LC-MS and by elemental analysis. All 

the characterization data obtained were in good agreement with the structural formula and 

the literature data available.1  

 

The four platinum(II) complexes were obtained in satisfactory yields of 70-85%. The  

1H-NMR and 13C-NMR were recorded in deuterated dimethyl sulphoxide (DMSO-d6). The 

chemical shifts obtained were in good agreement with the structural formula of the 

complexes. However, all 1H-NMR resonance peaks of the platinum(II) complexes showed a 

shielding effect in which the chemical shifts of the coordinated ligands were shifted upfield 

relative to that of free ligand instead of the normally observed deshielding effect experienced 

by most platinum(II) complexes. This shift has been previously reported by Yam et al.6 and 

was associated with the presence of molecular interactions or self‐assembly processes, 

probably intramolecular in nature.6 Stang et al.7 also witnessed this upfield shift due to the 

shielding of the bipyridyl units by the dppp phenyl rings.7. These reports support the 

observed upfield shift since elemental analysis of each complex indicated the presence of five 

water molecules. 
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For C1S1, a molecular ion peak was found at 591.1250 amu on the mass spectrum which 

corresponds to cationic molecular formula of C22H24N4O37Cl194Pt, (Figure A13, Appendix A). 

C2S1 and C3S1 had a molecular ion peaks at 575.1116 and 593.1077 amu respectively, 

which corresponds well to the cationic molecular formula of C21H22N4OCl194Pt and 

C21H22N4O2Cl196Pt respectively, (Figure A16 and A19, Appendix A). 

 

For the novel platinum(II) complex, C4S1, high-resolution mass analysis showed the 

accurate molecular mass of the compound (C17H16N4OCl194Pt), with the experimental mass 

of  521.0645  and the calculated mass of 521.0639 [M+]. 

 

5.3 Kinetic Measurements 

 

The substitution of the coordinated chloride from the square-planar platinum(II) complexes 

(Scheme 5.1) with nitrogen donor nucleophiles was investigated under pseudo first-order 

conditions and constant ionic strength (0.01 M (0.009 M LiCF3SO3 and 0.001 M LiCl)) as a 

function of concentration and temperature using four (4) different biorelevant nitrogen 

donor nucleophiles (Nu), viz. Imidazole (Im),  1-methylimidazole (1-MIm), pyrazole (Pyz) 

and L-Histidine (His). The substitution process was monitored using UV/Visible and 

conventional stopped-flow spectrophotometry. Initially, conventional UV/Visible 

spectrophotometry was used to follow the reaction in order to determine the time-scale for 

complete ligand substitution and to find a suitable wavelength for the kinetic studies. For 

each kinetic investigation, the wavelength showing the greatest change in absorbance was 

selected for kinetic analysis.  
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Scheme 5.1:  Proposed mechanism of chloride substitution from the  4’-substituted 

terpy platinum(II) complexes by azole ligands. 

 

Figure 5.1 shows the typical absorption spectra obtained during the course of the reaction. 

The presence of a clear isosbestic point is an indication that reactants are converted to a 

single product at constant mole ratio8 in accordance with Scheme 5.1.9-10  
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Figure 5.1: Absorbance spectra of C2S1 (2.50 x 10-4 M) and His (2.50 x 10-3 M) at an ionic 

strength of 0.01 M (0.009 M LiCF3SO3 and 0.001 M LiCl) at 298.15 K. 
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Figure 5.2:  Corresponding kinetic trace and the corresponding single-exponential fit for 

C2S1 (2.50 x 10-4 M) and His (2.50 x 10-3 M) at 390 nm at an ionic strength of 

0.01 M (0.009 M LiCF3SO3 and 0.001 M LiCl) at 298.15 K. 
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The spectra of other complexes and nucleophiles are included in the Appendix B of the 

supporting information. 

 

Chloride substitution that reached completion in sixteen minutes or less were studied using 

conventional stopped-flow spectrophotometry. A typical stopped-flow kinetic trace 

recorded for the substitution reaction of C4S1 with His is shown in Figure 5.3. 

0 100 200 300 400 500 600

0.70

0.72

0.74

0.76

0.78

0.80

0.82

Fit: First-order exponential fit

k
obs

 = 1.84 x10-2 s-1

A
b

so
rb

a
n

ce

Time /s

 

Figure 5.3:  Kinetic trace for the reaction of C4S1 (2.5 x 10-4 M) and His (5.0 x 10-3 M) 

obtained from stopped-flow spectrophotometry at an ionic strength of  0.01 M 

(0.009 M LiCF3SO3 + 0.001 M LiCl) at 380.0 nm and 298.15 K.  

 

The pseudo first-order rate constants were plotted against the concentration of the incoming 

nucleophiles (Im, 1-MIm, Pyz and His) to obtain the second-order rate constant for the 

forward reaction from the slopes as described by Equation 5.1. 

kobs =  k2[Nu]0        (5.1) 

 

Figure 5.4 shows a typical concentration dependence plots for C1S1 against the 

concentration of each of the four nucleophiles at 298.15 K with the calculated values for the 

second-order rate constants summarized in Table 5.1.   
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Figure 5.4:  Dependence of the pseudo first-order rate constant (kobs) on the 

concentrations of the azole nucleophiles for the chloride substitution from 

C1S1 in an aqueous solution of constant ionic strength (I = 0.01 M (0.009 M 

LiCF3SO3 + 0.001 M LiCl)) at 298.15 K. 

 

The temperature dependence studies of the rate constants were investigated within the 

range 10-30 oC or 15-35 oC at 5 oC intervals, depending on the observed reactivity with the 

nucleophiles. A typical Eyring plot is shown in Figure 5.5 for chloride substitution from 

C1S1. The enthalpies of activation (ΔH≠) and entropies of activation (ΔS≠) were calculated 

from the Eyring equation (Equation 3.56) and are summarized in Table 5.1.  
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Figure 5.5:  Eyring plots used to calculate the activation parameters for the direct 

nucleophilic substitution reaction for C1S1 with the four azole nucleophiles at 

various temperatures (ranging between 15 – 35 oC). 
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5.4 Kinetic results 
 

Table 5.1:  Summary of second-order rate constants (k2) (± standard deviations) and 

activation parameters for the chloride displacement from the investigated 

platinum(II) complexes by Im, 1-MIm, Pyz and His in an aqueous solution of 

constant ionic strength, (I = 0.010 M (0.009 M LiCF3SO3 + 0.001 M LiCl) at 

25.0 oC. 

 Parameter Im 1-MIm Pyz His 

C1S1 

 

k2  (M-1s-1) 1.51 ± 0.08 2.46 ± 0.13 0.265 ± 0.008 0.732 ± 0.03 

ΔH≠ (kJ mol-1) 225.0 ± 0.013 307.8 ± 0.014 181.1 ± 0.005 155.0 ± 0.006 

ΔS≠ (J K-1 mol-1) -197.1 ± 0.04 -196.8 ± 0.050 -197.3±0.017 -197.4 ± 0.02 

C2S1 

 

k2  (M-1s-1) 1.66 ± 0.038 2.69 ± 0.045 0.271±0.0051 0.880 ± 0.017 

ΔH≠ (kJ mol-1) 249.2  ± 0.0013 244.5 ±0.006 190.2 ±0.006 128.7  ±0.002 

ΔS≠ (J K-1 mol-1) -197.0  ± 0.005 -197.1 ±0.022 -197.3 ±0.019 -197.4 ±0.007 

C3S1 

 

k2  (M-1s-1) 1.04 ± 0.0121 1.25 ± 0.0402 0.259 ± 0.002 0.501 ± 0.016 

ΔH≠ (kJ mol-1) 249.1 ±0.003 246.3 ±0.01 252.8 ±0.005 215.1 ±0.003 

ΔS≠ (J K-1 mol-1) -197.1 ±0.012 -197.1 ± 0.003 -197.1 ±0.016 -197.2 ±0.009 

C4S1 

 

k2  (M-1s-1) 3.24 ± 0.07 3.74 ± 0.09 0.512 ±0.002 2.65 ± 0.09 

ΔH≠ (kJ mol-1) 207.3 ± 0.004 195.1±0.002  286.6 ±0.007 185.1 ±0.007 

ΔS≠ (J K-1 mol-1) -197.2 ± 0.014 -197.2 ±0.008 -197.0 ±0.002 -197.3 ±0.03 
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5.5 Computational Analysis 
 

In order to gain an in-depth understanding of how the observed reactivity might be 

influenced by the structural and electronic properties of the complexes under study, 

computational analysis of each complex was undertaken.  Computational modelling for the 

complexes C1S1; C2S1; C3S1 and C4S1 were carried out in the gaseous phase at the density 

functional theory (DFT) level. The B3LYP functionals and a basis set of LANL2DZ was 

followed. 11-13 B3LYP relates to the hybrid functional Becke’s three parameter formulation 

which has been proven better to traditional functional.11-14 All the platinum(II) complexes 

were optimized at a +1 charge. The minimum energy optimized structures of the complexes 

are represented in Table 5.4. Since the frontier orbital energy is an important tool to 

understand the substitution mechanism of inorganic reactions, the energy for the Highest 

Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO) 

were also obtained from the computational modelling and are shown in Table 5.4. 

The Pt⎼Cl bond lengths, bond angles, NBO charges, energies of the frontier molecular orbitals 

with the chemical reactivity indices of the calculated structures are tabulated. 

 

Table 5.2:  Selected bond lengths (Å) and bond angles(°) for the platinum complexes 

C1S1, C2S1, C3S1 and C4S1 obtained from the computational studies. 

Bond Lengths  

Properties C1S1 C2S1 C3S1 C4S1 

Pt – N1(Cis) 2.0407 2.0408 2.0407 2.0407 

Pt – N2 (Trans) 1.9640 1.9639 1.9640 1.9639 

Pt – N3(Cis) 2.0399 2.0399 2.0398 2.0402 

Pt - Cl 2.3980 2.3980 2.3973 2.3981 

Bond Angles 

Cl-Pt-N1 99.09 99.07 99.08 99.07 

Cl-Pt-N2 179.95 179.94 179.94 179.95 

Cl-Pt-N3 98.95 98.96 98.94 98.96 

N1-Pt-N2 80.86 80.87 80.87 80.88 

N1-Pt-N3 161.97 161.97 161.98 161.97 

N2-Pt-N3 81.11 81.10 81.11 81.09 
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Table 5.3:  DFT-calculated (B3LYP/LANL2DZ) molecular orbitals diagrams showing the 

HOMO’s and LUMO’s and the planarity of the tridentate Pt(II) complexes. 

Geometry Optimized 

Structure 
HOMO LUMO 

ESP Map 

 

Electronegativity 

 

C1S1 
  

 

 

C2S1 

 
  

 

C3S1 

 
  

 

C4S1 
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Table 5.4:  Energies of HOMO-LUMO gap, the DFT-calculated Dipole moment (D), the 

calculated parameter and electronic chemical potential, µ obtained for the 

platinum(II) complexes studied. 

Energy gaps 

Properties C1S1 C2S1 C3S1 C4S1 

HOMO/eV -7.83 -7.68 -8.12 -8.72 

LUMO/eV -6.00 -6.00 -6.07 -6.01 

ΔE/eV 1.83 1.68 2.05 2.71 

µ/eV 6.915 6.815 7.095 2.71 

 

Dipole 

moment 

(Debye) 

4.2487 5.3878 2.3603 9.6816 

 

Table 5.5:  The DFT-calculated NBO charges on the central Pt, the donor nitrogen atoms 

and the leaving group, Cl. 

Complex Pt N1  N2 N3 Cl- 

C1S1 0.543 -0.490 -0.482 -0.491 -0.408 

C2S1 0.543 -0.490 -0.482 -0.491 -0.408 

C3S1 0.543 -0.490 -0.482 -0.491 -0.406 

C4S1 0.559 -0.490 -0.483 -0.491 -0.408 
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5.6 Discussion 
 

5.6.1  Reactivity of the Platinum(II) Complexes 
 

The slightest modification on the terpyridyl framework has been reported to influence the 

rate of chloride substitution and this was examined in this study.  

The four complexes investigated in this study were chosen based on their structural motifs 

in the 4′-position and to investigate whether the trends in their substitutional reactivity 

correlate to their trends in the binding capacity to quadruplex DNA as reported by 

Suntharalingam et al.1-2 These complexes have a terpyridyl framework functionalized with 

an aliphatic cyclic amine (C1S1, C2S1 and C3S1) on the 4′-positions. These functional groups 

were meant to provide steric bulk in an effort to prevent the terpyridyl complex from 

intercalating between base-pairs of duplex DNA and render the complex more selective 

towards quadruplex DNA structures as well as to improve their water solubility. 

 

In comparing the reactivity of chloride substitution for the investigated complexes, the data 

provided in Table 5.1 shows a general reactivity trend where C4S1 > C2S1 > C1S1 > C3S1. 

In the case of chloride substitution by Im, we found that the relative reactivity for C4S1, 

C2S1, C1S1 and C3S1 is 3: 2: 2: 1 respectively with similar trends shown for substitution by 

1-MIm, Pyz and His. In addition, the rate of substitution followed the rate law:  

kobs = k2[Nu], with any solvolysis or reverse reaction contributing negligible to the rate law. 

 

When considering the geometry about the platinum atoms, the structural formulae of the 

complexes C1S1, C2S1, C3S1 and C4S1 show a similar distorted square-planar geometry 

with cis-N-Pt-Cl and trans-N-Pt-Cl with angles of 80 – 81o and bite angles 161 – 162o, 

deviating from 90 oC and linearity (Table 5.2), respectively. These are also similar in terms 

of planarity, bond angles and lengths. In C1S1, C2S1 and C3S1, the attached cyclic amine lies 

out-of-plane with respect to the terpy moiety. This expression is assumed to reduce the 

repulsions between the electron density of the cyclic amines and the terpy chelate ligand 

(Table 5.3). The distance of the appended cyclic amine substituents from the metal centre 
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is not expected to pose any steric hindrance on the path of the incoming nucleophile. 

However, the presence of a flexible chain on the ancillary amine groups ensures that these 

groups indeed make the steric influence significant.  Therefore, the trend in reactivity of the 

four complexes can be explained in terms of both electronic and steric effects (electron 

density) imposed by the presence of the cyclic amines at the ancillary position of the 

terpyridyl framework. The cyclic amine rings attached to terpy moiety making C1S1, C2S1 

and C3S1 are strong σ-donors and electron-donating groups of different magnitude. The 

increase in the σ-donor ability of the attached cyclic amine from pyrrolidine to piperidine to 

morpholine is expected to decrease the reactivity of the complexes, from C1S1, C2S1 to C3S1 

respectively while C4S1 is expected to be most reactive since it has the weakest σ-donor 

ability.15-20, 19, 20 The basis is that, a strong σ-donor would inductively donate electrons 

towards the platinum centre which reduces the π-acceptor ability of the terpyridine ligand 

and subsequently decreases the reactivity of the metal centre. 

 

From Table 5.2, 5.4 and 5.5, it can be seen that, due to structural similarities of C1S1 and 

C2S1, the cis and Pt – N1(trans) bonds, NBO charges and Pt–Cl bonds remain fairly constant, 

hence we would expect a small difference in their reactivity or a negligible influence upon 

moving from the piperidine ancillary group to pyrrolidine. This is supported by the observed 

reactivity of C1S1, 1.66 M-1s-1 and C2S1, 1.51 M-1s-1 with Im (Table 5.1) which show a 

marginal difference. For this reason the reactivity's of C2S1 and C4S1 are compared.  

 

In comparing the reactivity of C2S1 and C4S1, we find that by adding a strong  

σ-electron-donating cyclic amine towards the terpy ligand, the reactivity of C2S1 is 

decreased by a factor of 2.20 compared to C4S1. The strong σ-donating pyrrolidine cyclic 

amine inductively donates electrons towards terpyridyl chelate ligand thereby reducing its 

π-backbonding ability. This renders the reactivity of the metal centre towards the incoming 

nucleophiles. This reactivity trend has been previously reported by Jaganyi et al.17, 21, Gullam 

et al. 25 and Lowe et al.22-23  

In addition, the data in Table 5.5 shows that, the inductive σ-electron donation from the 

pendant pyrrolidine cyclic amine marginally increases the negative NBO charge on the trans 

N-atom (N2) on C2S1 (0.483) compared to C4S1 (0.481).  The positive NBO charge on the 
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platinum(II) centre decreases from 0.559 (C4S1) to 0.543 (C2S1) pointing out to the well-

known trans-effect. Consequently, the difference in the Pt-Cl bond length despite being so 

small, is shortened marginally from 2.3981 (C4S1) to 2.3980 (C2S1) indicating that the σ-

donation of electrons is towards the metal centre and reflects the trans effect of the 

appended pyrrolidine cyclic amine, (Table 5.2). A similar trend has been previously 

reported by Shaira et al.20  

 

The DFT-calculated dipole moments (Table 5.4) also support this observed trend given that 

a higher dipole moment favours π-backbonding, therefore the smaller dipole moment of 

C2S1 (5.388) compared to that of C4S1 (9.682) further supports its lower reactivity 

compared to that of C4S1.15-20 This also confirms the decreased ability of complexes 

appended with cyclic amines at the 4'-ancillary position to accept electron density from the 

incoming nucleophiles when compared to the parent C4S1. This retardation effect observed 

between C4S1 and C2S1 upon addition of electron-donating groups has been noted 

previously by Shaira et al.20, 24 and Schmulling et al.25 The effect due to electron-donating 

groups attached in the ancillary 4’-position of a terpyridine chelate ligand has also been 

reported by Jaganyi et al.17, 21 In addition, the decrease in the reactivity of C2S1 can also be 

attributed to the steric contribution imposed on the platinum(II) coordination site by the 

combined electron density of the pendant pyrrolidine amine and the terpy chelate ligand 

which reduces the effectiveness of the axially incoming nucleophile thereby lowering the 

reactivity of C2S1. The increased steric influence exists in C2S1 given the appended cyclic 

amine which is absent in C4S1. From these observations, we can therefore conclude the 

difference in reactivity between C4S1 and C2S1 is due to both the electronic (σ-donation) 

and steric effects. 

 

In analysing the reactivity of the complexes appended with the cyclic amines (C1S1, C2S1 

and C3S1), the expectation is that the reactivity would follow the trend C3S1 > C2S1 > C1S1 

due to an increasing σ-inductive effect since an increase in σ-inductive effect lowers the π-

acceptor ability of the terpy ligand leading to a weaker trans labialization effect.20, 24, 26 
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The morpholine pendant on C3S1 has an oxygen atom that is electronegative and is expected 

to withdraw electron density away from the terpy backbone making it more weakly σ-

donating than the piperidine moiety in C1S1.  We would therefore expect an increased 

reactivity for C3S1 compared to C1S1 and C2S1. This effect is also expected to elongate the 

Pt‒Cl bond thereby making C3S1 the more reactive metal centre through an enhanced trans 

labialization effect of the metal-to-leaving group bond hence the expected reactivity is C3S1 

> C2S1 > C1S1.27 However, this trend is not what is observed in the magnitude of the rate 

constants nor the DFT-calculations.  

 

Clearly, the reactivity of C3S1 (Table 5.1) shows that the σ-donating ability of the ancillary 

ligand is not the only controlling factor hence C3S1 stands as an anomaly given that DFT 

calculations and the observed reactivity show it as the slowest.  In addition, the DFT-

calculated NBO charges for the platinum(II) centre and trans N-atom (N2) remain constant 

from C1S1 to C3S1 (Table 5.6) reflecting that there is no significant change experienced by 

the platinum(II) centres upon changing the σ-donor ability of the appended cyclic amine. 

This indicates that the platinum(II) centres of the complexes appended with cyclic amines 

are in the same electronic environment. Therefore, the remaining factor accounting for the 

observed reactivity from C1S1 to C3S1 is the steric influence due to the electron density 

around the cyclic amine group appended to the plane containing the platinum(II) (Table 5.3, 

ESP map). As mentioned above, this steric influence becomes a factor due to the presence of 

a flexible linker in appended cyclic amines.  

 

The analysis on these complexes show a moderate increase in the rate of substitution as the 

pendant cyclic amine gets smaller in electron density. The experimental data reveals a higher 

reactivity for C2S1 followed by C1S1 and C3S1 respectively (Table 5.1). The DFT calculated 

dipole moments, a parameter that correlates to the inductive negative charge of the metal 

complex14 are synchronized with observed experimental reactivity trend, (Table 5.4). Table 

5.4 shows a sharp decrease in molecules polarity (dipole moment) as you increase the 

electron density of the appended cyclic amine, therefore reducing the π-backbonding ability 

of the terpyridine chelate. This observation reiterates that the remaining factor controlling 

the reactivity of these complexes is fundamentally related to the steric properties of the 
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complexes. Therefore, an increase in electron density of the complex retards the reaction by 

repelling the incoming nucleophile. Furthermore, a direct relationship is noticed between 

the observed reactivity trend and the HOMO-LUMO energy gaps. As explained above, the 

increase in electron density around the complexes from C2S1, C1S1 to C3S1 substantiates 

with the electronic chemical potential as a function of HOMO-LUMO gap (Table 5.4). The 

minimal electronic effects of the cyclic amines as reflected in the observed reactivity trends 

confirms the dominance of steric properties over the σ-donor abilities.  

 

When comparing the reactivity of all the investigated complexes, the DFT-calculated Pt-Cl 

bond lengths despite being small and negligible support the observed overall reactivity 

trend. There is a slight increase in the Pt-Cl bond from C4S1 > C2S1 ≥ C1S1 > C3S1 which 

concurs with the observed reactivity trend. This trend can be associated with a ground state 

destabilization of the complexes since the LUMO frontier molecular orbital mappings are 

concentrated on the terpyridyl moiety with the DFT-calculated LUMO energies remaining 

relatively constant (Table 5.4).27 A similar effect due to the electron-donating substituents 

attached at the 4’-postion of the terpyridine ligand has been previously reported by Reddy 

et al.27 Therefore, we can conclude that, ground state destabilization of the complexes due to 

increased steric effect is a common and superior factor controlling the rate of chloride 

substitution.  Furtermore, evidence affirming this conclusion is the changing the dipole 

moment (Table 5.4)  and HOMO energy which further confirms that although the electronic 

effect is the difference in the reactivity of C4S1 and the complexes appended with cyclic 

amines, the steric effects are the major contributors towards the overall reactivity hence 

C4S1 > C2S1 > C1S1 > C3S1.  
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5.6.2  Reactivity of the Nucleophiles  

 

Table 5.6:  The pKa values and the DFT-calculated NBO charges for the donor atoms of 

the nucleophiles (1-MIm, Im, His and Pyz) used in this study.  

 

1

2*  

1-MIm 

 

1

2*   

Im 

 

*

1

2 3

 

His 

 

12*

  

Pyz 

 

N1 -0.437 -0.607 -0.600 -0.392 

N2 -0.533 -0.529 -0.571 -0.307 

N3 - - -0.957 - 

pKa 7.30 7.00 6.00 2.49 

 

The reactivity of the metal complexes in Table 5.1 clearly demonstrate the dependence of 

the chloride substitution on the nature of the nucleophile. The substitution of the chloride 

leaving group by the incoming nucleophile follow the trend: 1-MIm > Im > His > Pyz. It has 

been previously reported in kinetic studies using azole nucleophiles that the second-order 

rate constants for forward substitution reactions usually depends on a combination of both 

the electronic and steric factors of the incoming nucleophiles.24, 28-30 This phenomenon is 

typical for square-planar platinum(II) complexes. However, in this study the steric difference 

in features of the incoming nucleophiles did not show correlation with their reactivity 

towards the complexes. In fact, the most sterically hindered His showed a much faster 

reactivity compared to the less sterically hindered Pyz for all the platinum(II) complexes. 

The rate of chloride substitution showed a dependence on the electronic properties of the 

incoming nucleophiles with the observed reactivity trend of the nucleophiles explained in 

terms of the nucleophilicities associated with the pyridinic nitrogens (*) obtained from the 

respective pKa values (Table 5.6). Previous studies24, 29-30 have also shown that the 

reactivity of these nucleophiles depend upon the basicity of the nitrogen-atom which 
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coordinates to the platinum(II) centre during the substitution process.  In comparing the 

reactivity of the azole nucleophiles, it was found that 1-MIm reacts faster than Im, His and 

Pyz. This trend has been previously reported24, 29-30 and is in line with the basicity of the 

nucleophiles whose pKa values are 1-MIm = 7.30, Im = 7.00, His = 6.00 and Pyz = 2.49, 

(Table 5.8).  

 

Therefore one can conclude that the overall reactivity of all the azole nucleophiles follow the 

trend, 1-MIm > Im > His > Pyz and is solely controlled by the basicity of the incoming 

nucleophile and not the steric hindrance carried by the nucleophile. In addition, the higher 

reactivity of 1-MIm is associated to the inductive σ-donation of electrons by the methyl 

substituent present in the β-position to the reactive nitrogen(*) thereby making the 

nucleophilic nitrogen more reactive. Also, the side chain on the His has a reduced σ-inductive 

electron donation due to the carbonyl and amine substituents attached to the side chain 

therefore it is less reactive compared to the Im as well as 1-MIm. The observed nucleophile 

reactivity is in line with the results previously found24, 30-31, where the reactivity of these 5-

membered nitrogen donors have been found to depend linearly on their basicity according 

to a linear energy relationship (LFER) of the type, k2 =  α (pKa) + b, where α accounts for 

the electronic effects and b the steric effects. 

 

5.7 Conclusion 

 

In this study, the effect of increasing the inductive σ-donation of the group attached at the 4’-

position of the terpyridine chelate ligand on the rate of chloride substitution was 

investigated. The reactivity trend for the complexes under study followed the order C4S1 > 

C2S1 > C1S1 > C3S1. This trend in reactivity was attributed to the inherent electronic effects 

(trans-effect) and steric effects imposed by the presence of cyclic amines. The results 

indicated that the introduction of a strong inductive σ-donor (cyclic amine) trans to the 

leaving group in C1S1, C2S1 and C3S1 decreases the rate of chloride substitution compared 

to the parent complex, C4S1. The σ-donor ability of the cyclic amine reduces the positive 

charge on the platinum(II) centre by inductively donating electrons to the terpyridine 
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chelate ligand. However, the σ-donor ability of the cyclic amine is only effective up to one 

unit regardless of the size. Beyond this point, there is no significant electronic contribution 

to the platinum(II) centre.  Therefore, the reactivity retardation of C2S1, C1S1 and C3S1 is 

sterically controlled. The increase in electron density from C2S1, C1S1 to C3S1 blocks the 

metal centre from the incoming azole nucleophile thereby lowering the reactivity of the 

platinum(II) centre. The reactivity trends for the chloride substitution from complexes C1S1, 

C2S1, C3S1 and C4S1 are further supported by the DFT calculations. 

  

The reactivity of the entering N-donor heterocyclic nucleophiles is dependent upon the 

basicity of the reactive pyridinic nitrogen.  The substitution of the chloride leaving group by 

the incoming azole nucleophile follow the trend: 1-MIm > Im > His > Pyz. In addition, the 

temperature dependent studies afforded large negative values for the entropy of activation 

(ΔS≠) supporting an associative type mechanism of substitution.
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Figure A1:  1H NMR spectrum of L1S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A2:  13C NMR spectrum of L1S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A3: Mass spectrum of L1S1. 
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Figure A4:  1H NMR spectrum of L2S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A5:  13C NMR spectrum of L2S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A6: Mass spectrum of L2S1. 
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Figure A7:  1H NMR spectrum of L3S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A8:  13C NMR spectrum of L3S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A9: Mass spectrum of L2S1. 
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Figure A10:  1H NMR spectrum of L4S1 recorded in deuterated chloroform (CDCl3)
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Figure A11:  13C NMR spectrum of L4S1 recorded in deuterated chloroform (CDCl3). 
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Figure A12: Mass spectrum of L4S1. 
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Figure A13:  1H NMR spectrum of C1S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A14: Mass spectrum of C1S1. 
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Figure A15:  1H NMR spectrum of C2S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A16: Mass spectrum of C2S1. 
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Figure A17:  1H NMR spectrum of C3S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A18:  13C NMR spectrum of C3S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 
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Figure A19: Mass spectrum of C3S1. 
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Figure A20:  1H NMR spectrum of C4S1 recorded in deuterated dimethyl sulphoxide (DMSO-d6). 

MIN-C4S1-MSc-1H-2018

a

b

c

d
e

f

g

h

3.03.54.04.55.05.56.06.57.07.58.08.59.0 ppm

0
.7

9

0
.8

2

0
.4

1

0
.8

5

0
.4

6

0
.9

0

0
.9

1

a

b

c

d

e

f

g

h



  

136 
 
 

 

Figure A21: Mass spectrum of C4S1. 
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Appendix B - Kinetic and Thermodynamic Data 
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Table B1:  Summary of selected wavelengths (nm) for the kinetic studies. 

Complex 
Incoming Nucleophile (Nu) 

Im 1-MIm Pyz Histidine 

C1S1 390 390 390 390 

C2S1 390 390 390 390 

C3S1 390 390 355 390 

C4S1 380 380 454 380 

 

Table B2:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C1S1 (5 x10-4 M) with azole nucleophiles at various concentrations at 

298.15K. 

Nucleophile 

Concentration/mM 

kobs/s-1 

[Im] [1-MIm] [Pyz] [His] 

0.0025 0.004334 0.006695 0.001149 0.001951 

0.0050 0.008870 0.012212 0.001881 0.003771 

0.0075 0.012424 0.019060 0.002608 0.006145 

0.0100 0.016801 0.026366 0.003206 0.007500 

0.0125 0.021670 0.031520 0.003801 0.009233 

  

Table B3:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C2S1 (5 x10-4 M) with azole nucleophiles at various concentrations at 

298.15K. 

Nucleophile 

Concentration/mM 

kobs/s-1 

[Im] [1-MIm] [Pyz] [His] 

0.0025 0.009590 0.007500 0.001236 0.002455 

0.0050 0.013075 0.015494 0.001980 0.004659 

0.0075 0.017500 0.021565 0.002658 0.007015 

0.0100 0.021650 0.029021 0.003272 0.008906 

0.0125 0.026090 0.035620 0.003974 0.011330 
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Table B4:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C3S1 (5 x10-4 M) with azole nucleophiles at various concentrations at 

298.15K. 

Nucleophile 

Concentration/mM 

kobs/s-1 

[Im] [1-MIm] [Pyz] [His] 

0.0025 0.003561 0.003930 0.001644 0.001167 

0.0050 0.006242 0.006681 0.002416 0.002292 

0.0075 0.008898 0.009792 0.003587 0.003409 

0.0100 0.011273 0.013179 0.004431 0.004921 

0.0125 0.013986 0.016310 0.005488 0.006122 

 

Table B5:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C4S1 (5 x10-4 M) with azole nucleophiles at various concentrations at 

298.15K. 

Nucleophile 

Concentration/mM 

kobs/s-1 

[Im] [1-MIm] [Pyz] [His] 

0.0025 0.008387 0.01019 0.0006566 0.0057091 

0.0050 0.017450 0.01984 0.0009862 0.0118875 

0.0075 0.024568 0.02760 0.0012643 0.0184071 

0.0100 0.032515 0.03720 0.0015788 0.0264278 

0.0125 0.041371 0.04822 0.0018793 0.0315611 

 

Table B6:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C1S1 (5 x10-4 M) with azole nucleophiles (7.5 x10-3 M) at different 

temperatures ranging between, 283.15 – 313.15 K. 

Temperature/K 
kobs/s-1 obtained at different temperatures 

[Im] [1-MIm] [Pyz] [His] 

283.15 - - - - 

288.15 0.0045707 0.005938 0.001266 0.0031951 

293.15 0.0079034 0.009128 0.001909 0.0043410 

298.15 0.0124240 0.019060 0.002608 0.0061450 
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303.15 0.0182340 0.033140 0.003875 0.0079630 

313.15 0.0247500 0.138550 0.007235 0.0104610 

 

Table B7:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C2S1 (5 x10-4 M) with azole nucleophiles (7.5 x10-3 M) at different 

temperatures ranging between, 283.15 – 313.15 K. 

Temperature/K 
kobs/s-1 obtained at different temperatures 

[Im] [1-MIm] [Pyz] [His] 

283.15 - - - - 

288.15 0.007734 0.006614 0.000974 0.003486 

293.15 0.012804 0.010583 0.001488 0.004890 

298.15 0.021506 0.01859 0.002658 0.006515 

303.15 0.244650 0.02984 0.003116 0.008426 

313.15 0.142080 0.13446 0.004682 0.010603 

 

Table B8:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C3S1 (5 x10-4 M) with azole nucleophiles (7.5 x10-3 M) at different 

temperatures ranging between, 283.15 – 313.15 K. 

Temperature/K 
kobs/s-1 obtained at different temperatures 

[Im] [1-MIm] [Pyz] [His] 

283.15 0.002027 0.002354 0.000612 - 

288.15 0.003297 0.003662 0.000974 0.001480 

293.15 0.005485 0.006169 0.001652 0.002292 

298.15 0.008898 0.018116 0.002776 0.003409 

303.15 0.015516 0.178741 0.004255 0.005273 

313.15 - - - 0.007304 

 

Table B9:  The averaged rate constants (kobs/s-1) for the substitution reaction of 

C4S1 (5 x10-4 M) with azole nucleophiles (7.5 x10-3 M) at different 

temperatures ranging between, 283.15 – 313.15 K. 

Temperature/K kobs/s-1 obtained at different temperatures 
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[Im] [1-MIm] [Pyz] [His] 

283.15 - - 0.0002483 - 

288.15 0.009911 0.0016129 0.0004461 0.0077076 

293.15 0.013496 0.0029601 0.0008045 0.0110312 

298.15 0.024568 0.0043719 0.0012643 0.0184071 

303.15 0.039177 0.0056224 0.0022680 0.0253061 

313.15 0.087659 0.0091309 - 0.0524817 

 

 

0 500 1000 1500 2000 2500 3000

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Fit: First-order exponential decay

k
obs

 = 1.75 x10-2 s-1

A
b
s
o
rb

a
n
c
e

Time /s

 

Figure B1:  Absorbance spectrum of C2S1 (2.5 X10-4 M) and Im (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl) at 298.15 K.  
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Figure B2:  Absorbance spectrum of C2S1 (2.5 X10-4 M) and 1-MIm (5.0 x10-3 M (30 fold)) obtained 

from Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 

+ 0.001 M LiCl) 298.15 K.  
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Figure B3:  Absorbance spectrum of C2S1 (2.5 X10-4 M) and Pyz (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl) 298.15 K.  
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Figure B4:  Absorbance spectrum of C2S1 (2.5 X10-4 M) and His (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl) 298.15 K.  
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Figure B5:  Absorbance spectrum of C3S1 (2.5 X10-4 M) and Im (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl) 298.15 K.  
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Figure B6:  Absorbance spectrum of C3S1 (2.5 X10-4 M) and 1-MIm (5.0 x10-3 M (30 fold)) obtained 

from Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 

+ 0.001 M LiCl) 298.15 K.  
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Figure B7:  Absorbance spectrum of C3S1 (2.5 X10-4 M) and Pyz (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl).  
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Figure B8:  Absorbance spectrum of C3S1 (2.5 X10-4 M) and His (5.0 x10-3 M (30 fold)) obtained from 

Cary UV/Visible Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl).  
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Figure B9:  Absorbance spectrum of C4S1 (2.5 X10-4 M) and 1-MIm (5.0 x10-3 M (30 fold)) obtained 

from Stopped-flow Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 

0.001 M LiCl) 298.15 K.  
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Figure B9:  Absorbance spectrum of C4S1 (2.5 X10-4 M) and His  (5.0 x10-3 M (30 fold)) obtained from 

Stopped-flow Spectrophotometry in ultrapure water (I = 0.01 M, 0.009 M LiCF3SO3 + 0.001 

M LiCl) 298.15 K.  
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Figure B10:  Dependence of the pseudo first-order rate constants (kobs) on the concentrations of the 

azole nucleophiles for the chloride substitution from C1S1 in ultrapure water solution  

(I = 0.01 M (0.009 M LiCF3SO3 + 0.001 M LiCl)) at 298.15 K. 
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Figure B10:  Dependence of the pseudo first-order rate constants (kobs) on the concentrations of the 

azole nucleophiles for the chloride substitution from C2S1 in ultrapure water solution  

(I = 0.01 M (0.009 M LiCF3SO3 + 0.001 M LiCl)) at 298.15 K. 
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Figure B10:  Dependence of the pseudo first-order rate constants (kobs) on the concentrations of the 

azole nucleophiles for the chloride substitution from C3S1 in ultrapure water solution  

(I = 0.01 M (0.009 M LiCF3SO3 + 0.001 M LiCl)) at 298.15 K. 
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Figure B10:  Dependence of the pseudo first-order rate constants (kobs) on the concentrations of the 

azole nucleophiles for the chloride substitution from C4S1 in ultrapure water solution  

(I = 0.01 M (0.009 M LiCF3SO3 + 0.001 M LiCl)) at 298.15 K. 
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Figure B11:  Eyring plot {In(k2/T) against 1/T} to obtain the activation parameters for the direct 

nucleophilic substitution reaction for C1S1 with the four azole nucleophiles at various 

temperatures (ranging between 15 – 35 oC). 
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Figure B12:  Eyring plot {In(k2/T) against 1/T} to obtain the activation parameters for the direct 

nucleophilic substitution reaction for C2S1 with the four azole nucleophiles at various 

temperatures (ranging between 15 – 35 oC). 
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Figure B13:  Eyring plot {In(k2/T) against 1/T} to obtain the activation parameters for the direct 

nucleophilic substitution reaction for C3S1 with the four azole nucleophiles at various 

temperatures (ranging between 10 – 35 oC). 
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Figure B14:  Eyring plot {In(k2/T) against 1/T} to obtain the activation parameters for the direct 

nucleophilic substitution reaction for C1S1 with the four azole nucleophiles at various 

temperatures (ranging between 10 – 35 oC). 

 

 


