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Abstract 

We have simulated structure formation on cosmological-scales using N-body simula­

tions run on the University of KwaZulu-Natal's cluster of computers and have used 

these simulations to investigate aspects of galaxy evolution. In particular, we focus on 

the rotation of dark matter halos identified in Cold Dark Matter (CDM) simulations. 

These halos are typical of those thought to surround galaxies. Understanding their 

morphology and kinematics will help with the interpretation of observations and will 

constrain models of galaxy formation and evolution. 

We have determined the mass function of our simulated halos and shown that this 

agrees well with other simulations and theoretical predictions of this function. We 

have also explored the evolution of the mass function with redshift, which clearly shows 

hierarchical structure formation. In considering the angular momentum of our sample 

of halos, we have found the spin distribution to be well fit by a log normal distribution 

(best fit values of \'0 = 0.04 and a = 0.6). After removing all halos that have ei­

ther recently undergone major mergers or contain a significant amount of substructure 

from our sample, 75% of the remaining halos were found to undergo coherent rotation 

over periods of three gigayears. The pattern speeds were found to follow a log normal 

distribution, with an average value of 0.13/z radians per gigayear. The most rapidly 

rotating halo detected was found to have a pattern speed of 0.41/? radians per gigayear. 

Many halos showed alignment between their rotation and minor axes. We found no 

correlation between halo properties, such as total mass, and the pattern speed. While 

the speeds observed were not sufficient to cause spiral structure, the rotation could be 

relevant for understanding other observations of galaxies. 
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Chapter 1 

Introduction 

Over the past 30 years our understanding of the cosmological setting, within which 

galaxies form and evolve, has grown dramatically thanks to a huge increase in the 

amount of extragalactic data available. We observe galaxies, clusters of galaxies, su-

perclusters, filaments: an abundance of structure. On the other hand observations 

of the Cosmic Microwave Background (CMB) provide evidence that the universe was 

initially very smooth. Understanding how galaxies form and evolve from this initial 

state is an active area of research. 

It is often assumed that the density fluctuations in the universe result from quan­

tum fluctuations which are greatly amplified during an inflationary phase very early 

in the universe. The resulting overdensities become more and more overdense with 

time, collapsing under the influence of gravity. Eventually these overdense regions are 

thought to become sites for the formation of structures such as galaxies, while the 

underdense regions are thought to become voids. A first step in understanding the 

formation of such structure comes from studying the linear theory of density pertur­

bations. We can explain structure formation using simple hydrodynamical results in 

the linear regime (where fluctuations in density are small compared with the average 

density) however, complications arise in the non-linear regime where these results no 

longer apply. In order to study this complicated era, simulations become an essential 

tool. 
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N-body simulations model the universe as a system of a finite number of particles. 

Given the initial position and velocity of each particle, one can follow the evolution of 

the system numerically by repeatedly applying Newton's equations of motion. In order 

to create a reliable model, large particle numbers and small time steps are required. 

The rapid advances in both computing power and numerical techniques have made 

these large simulations feasible. 

Observations of the CMB, large-scale structure and supernovae have led to the Lambda 

Cold Dark Matter (ACDM) model being adopted as the standard cosmological model 

[Spergel et al., 2003]. According to this model the present universe is made up of 

radiation (negligible contribution), baryonic matter (4%), cold dark matter (CDM ~ 

26%) and dark energy (A ~ 70%). The universe is modelled as homogenous, isotropic 

and flat (^matter + ^ A = 1) where $1 is the ratio of density to critical density). The 

model also assumes a nearly scale invariant spectrum of primordial fluctuations (ns ~ 

1). These properties (flatness and scale-invariance) are predictions of cosmic inflation. 

Most of the present day universe is made up of dark energy, which in the ACDM model 

takes the form of a cosmological constant. This energy has a strong negative pressure 

and is responsible for the accelerating expansion of the universe. Most of the remain­

ing mass of the universe is made up of cold dark matter particles, these particles are 

non-baryonic and collisionless. Cold dark matter particles are termed 'cold' because 

they are non-relativistic at the time of decoupling, moving at speeds well below that 

of the speed of light and hence forming cold gases. The ACDM model successfully 

explains the expansion of the universe, the existence of the Cosmic Microwave Back­

ground, large-scale homogeneity and isotropy and the light element abundances. The 

evidence supporting this model is extremely strong. Table 1.1 lists the current values 

for some of the parameters of this model. The values are taken from the data obtained 

by the Sloan Digital Sky Survey combined with data from the Wilkinson Microwave 

Anisotropy Probe (WMAP) [Tegmark et a l , 2004]. 

In the standard model galaxies form and evolve within underlying dark matter struc-
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Parameter 

Ho 

A) 

^ m 

^ A 

Vb 

CT8 

ns 

Parameter Value 

69.5+1? km s"1 Mpc -1 

0.91+°;^ x 10~26 kg m"3 

0 101 + 0 0 4 5 
u . o u i „ 0 0 4 2 

0.699±°;°« 

0.0480+°:^
2

7 

+0.090 
u - y i ' - 0 . 0 7 2 

n 077+0.039 
u - y ' ' -0.025 

Description 

Hubble parameter 

Critical density 

Total matter density (CDM + baryons) 

Dark energy density 

Baryon density 

Galaxy fluctuation amplitude 

Scalar spectral index 

Table 1.1: Standard ACDM Parameters 

Cosmological parameters from SDSS and WMAP [Tegmark et al., 2004]. 

tures, and the morphology and kinematics of the dark matter clearly affects the de­

velopment of the galaxies. Identifying and observing the effects of the motion of dark 

matter provides another test of the cold dark matter model. 

The dark matter surrounding a galaxy (extending well beyond the optically observed 

region) is known as the 'halo'. We focus our attention on the possible tumbling motion 

(figure rotation) of the dark matter halos. Figure rotation refers to the change in ori­

entation of the entire halo, ignoring the motion of the constituent particles. Initially 

calculations of stellar orbits in galaxies ignored the dark matter halo completely. Then, 

as observational evidence for dark matter halos increased [Gunn, 1980], these calcula­

tions involved modelling the halos as stationary spherical objects. Further investigation 

into dark matter halos indicated that many halos were in fact triaxial [Dubinski and 

Carlberg, 1991; Warren et al., 1992] and not spherical as had been assumed. This is 

now taken into consideration, however, orbits are still modelled within stationary dark 

matter halos, these calculations fail to take into account the effect of figure rotation. 

Bekki and Freeman [2002] suggest that figure rotation of the dark halo would play 

an important role in the formation and evolution of the embedded galaxies. In par-
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ticular, they suggest that figure rotation may influence the formation of stellar bars 

as well as spiral arms and warps. They also suggest that figure rotation could trigger 

star-bursts in galaxies, even at high redshifts. Since orbits passing near the centre of 

galaxies are affected, figure rotation could also have consequences for black hole growth 

in galaxies [de Zeeuw and Franx, 1991] and the so-called 'cusp/core problem' [de Blok 

et al., 2001]. Observations of such effects could be used to constrain current galaxy 

formation theories. 

Initial work on the subject of figure rotation was done by Dubinski in 1992. In a paper 

discussing the effects of cosmological tidal shear [Dubinski, 1992], Dubinski considered 

the kinematics and structure of dark matter halos produced by N-body simulations. 

This study included 14 dark matter halos evolved using a modified tree code incor­

porating the effect of a tidal field, as described by Dubinski and Carlberg [1991], as 

well as a control sample of 14 halos simulated with vacuum boundary conditions. Two 

larger simulations were run to provide higher resolution results for both sets of condi­

tions. Dubinski found that the simulated halos evolved with tidal effects experienced 

a noticeable rotation. The halos were found to have tumbling speeds ranging from 0.1 

to 1.6 radians per gigayear. (These units are essentially equivalent to km s"1 kpc ). 

Dubinski concluded that the effects of this tumbling would not have a significant im­

pact on the dynamics of the galaxies since the tumbling period was so much shorter 

(of the order 10 — 100 times) than the orbital period of the halo. However, he noted 

the significant effect tidal shear played in determining the shape of dark matter halos. 

The small sample size and somewhat artificial implementation of the tidal field, meant 

further studies in this area were necessary. 

Pfitzner [1999], while working on his PhD thesis, noticed that a significant number 

of triaxial halos produced in cold dark matter simulations tended to rotate steadily 

around their minor axes. One such halo was extracted from the simulation at late 

times and was allowed to evolve in isolation over a five gigayear period. During this 

time the halo was found to rotate as a solid body with constant pattern speed (tum-
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bling speed) of about 1.1 radians per gigayear. 

In 1999, Bureau et al. discussed possible causes for the spiral pattern observed in 

the isolated blue dwarf galaxy NGC 2915. They considered it unlikely that gravita­

tional interaction was responsible for the pattern as the galaxy was isolated, and that 

the surface density in the disk was too low for swing amplification to cause the spiral 

pattern. They proposed that slow figure rotation of a surrounding triaxial dark halo 

may be responsible for creating the spiral structure seen in NGC 2915 and encouraged 

further studies of gas disks contained within the potentials of rotating triaxial dark 

halos. 

Bekki and Freeman [2002] continued this work, using numerical simulations. In this 

study they showed that a 'slowly' rotating triaxial dark halo could cause large spiral 

arms in an extended gas disk, and that the resulting structure is strongly dependent on 

the pattern speed of the halo. This work emphasised the importance of the dynamics 

of dark halos in galaxy formation and evolution. 

Masset and Bureau [2003] further explored the effects of a rotating triaxial dark halo 

proposed by Bureau et al. [1999], using hydro dynamical simulations and concluded 

that, while a rotating triaxial halo could be responsible for causing spiral structure, 

the required pattern speed was prohibitively large - between 5.5 and 6.5 radians per 

gigayear. 

The most recent work done regarding the figure rotation of dark matter halos was 

conducted by Bailin and Steinmetz in 2004. They selected 317 undisturbed halos from 

a large, high resolution A cold dark matter N-body simulation. They compared the 

orientation of the major axis determined from the central sphere (radius of 0.6 x virial 

radius) of each of these halos over five time intervals (a total period of just over one 

gigayear). From the sample of 317 halos they found that 278 (88 %) of their halos did 

indeed rotate smoothly, with pattern speeds of around 0.15/i (where HQ = 100 h km 
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s Mpc ) radians per gigayear. They noted that the pattern speeds observed in the 

inner regions of the undisturbed halos in their sample were not sufficient to cause the 

spiral patterns as discussed by Bureau et al. [1999]. 

In this project, we have simulated the evolution of structure in a 50 h'1 Mpc cubed 

region of space, using initial conditions consistent with Cosmic Microwave Background 

observations. We have used GADGET, an N-body code to evolve the positions and 

velocities of 2563 (16 777 216) collisionless particles. These particles fall together under 

gravity, forming dark matter halos. Halos are identified from the simulation by using 

a simple friends-of-friends algorithm. We explore the figure rotation of the simulated 

dark matter halos, which are typical of the halos we expect to surround galaxies, over a 

period of one and three gigayears. To do this we have identified halos from simulation 

outputs at a redshift of zero, then traced them back through time. We did not limit 

ourselves to a central sphere, but considered the halo in its entirety. By following the 

motion of the principal axis of the whole halo over several time steps, we are able to 

measure the pattern speed of the figure rotation of that halo. 

In chapter 2, we begin with a discussion of some of the techniques used in N-body 

simulations. We also include a description of GADGET, the details of our simulation 

and a discussion of the advantages of parallelisation. Then, in chapter 3, we describe 

the process used in analysing the output of a simulation, including how we identify 

and follow halos through time, the calculation of the inertia tensor and principal axis 

of a halo and the determination of a halo's pattern speed. Chapter 4 gives the results 

of our analysis. We discuss the results and draw conclusions in chapter 5. Appendix A 

describes the visualisation techniques used in this project. Appendix B presents linear 

structure formation theory and Appendix C provides a discussion on the theory of 

rigid body rotation. Appendix D provides plots of all fits used to calculate the pattern 

speeds of our simulated halos. 
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Chapter 2 

Methodology I: Simulations 

The non-linear nature of the mass distribution on small scales and the complexity of hy-

drodynamic processes mean simple well known fluid dynamic equations (see Appendix 

B) are no longer applicable when trying to describe the evolution of density fluctuations 

in the universe. Supercomputer simulations are thus essential for the construction of 

realistic models of galaxy formation. 

2.1 N-body Codes 

An N-body problem can be defined as the evolution of a system of N particles over 

time. Each particle will experience a force due to its interaction with the surround­

ing particles. At each time step, the force experienced by each particle needs to be 

calculated, using the attributes of the other particles acting upon it. 

2.1.1 Direct Method 

Initial work with simulations employed a technique known as the Particle - Particle or 

Direct Method. This method is the simplest of the N-body codes. The force exerted 

on a particle is found by summing up the forces exerted on that particle by every other 

particle in the simulation. While accurate, this method is computationally intensive 

in cosmological simulations where interactions are dominated by gravity. Forces are 

7 



found using the 'modified' version of Newton's Law of Gravitation 

In this equation the parameter e is introduced to implement force softening. This is 

required to avoid numerical instability and prevent two-body collisions from driving 

the simulation. If the denominator in equation 2.1 is allowed to tend to zero the force 

will approach infinity. An infinite force will cause an infinite acceleration, and an 

infinitely small time step would be required to follow the particle. A second reason for 

introducing the force softening parameter is a physical one: particles with masses of the 

order 107 solar masses are so large that the notion of a very close encounter between 

them is unphysical. The force softening parameter e, is chosen to be as small as 

possible to achieve the highest possible resolution (see section 2.5.3). While the direct 

method allows for a very accurate force calculation, it is obviously a computationally 

intensive technique (of the order N2) and it rapidly becomes infeasible as particle 

numbers increase. 

2.1.2 Mesh Codes 

While the direct method is accurate, its usefulness is limited for large particle numbers. 

To overcome this limitation, mesh codes, which make use of Fourier techniques, were 

developed. These mesh codes are particularly well suited to modelling distributions 

which are close to homogenous. 

Particle Mesh 

The Particle-Mesh approach uses a grid implementation in which each particle is asso­

ciated with its nearest grid point. Using the particle positions, the density p at each 

grid point is calculated. Poisson's equation ( V 2 0 = —p(x)) is then solved, using Fast 

Fourier methods, to determine the potential at each grid point. The potential is differ­

entiated to find the force for each grid point, this is then interpolated to establish the 

force on each particle. Using this approach greatly reduces the computational cost of 
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a simulation from an N2 operation in the Direct Method, to an N log N order compu­

tation. However, the resolution of the simulation is dependent on the chosen grid size. 

Particle3 Mesh 

The Particle Particle Particle Mesh or P 3M algorithm was developed by Efstathiou and 

Eastwood [Efstathiou et al., 1985; Efstathiou and Eastwood, 1981]. It uses a combi­

nation of the methods discussed above to create an efficient, high resolution approach. 

The gravitational acceleration calculation is divided into two components. Short range 

components (forces attributed to particles within a specified radius rs) are found using 

the Direct Method, while long range components are determined using the Particle 

Mesh approach. The radius which separates these components depends on the system 

size, and is generally set to be about 0.05 times the length of the simulated cube. 

Essentially 

Fi = Fi(SR) + Fi{LR) (2.2) 

where Fj is calculated using 

Fj (SR) = Particle Particle for small distances (r < rs) 

Fj (LR) = Particle Mesh for large distances (r > rs) 

This method combines the advantages of both the Direct Method and the Particle 

Mesh approach, allowing it to manage large particle number simulations with sufficient 

accuracy. 

2.1.3 Tree Algorithms 

While mesh codes are well suited to homogeneous distributions of particles, problems 

often involve a high level of clustering. In order to improve performance one can employ 
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a tree algorithm. The tree algorithm is particularly suited to clustered distributions 

and can readily adapt to any geometry. The tree algorithm involves grouping the 

particles of a simulation in a hierarchial manner. The gravitational field at any point 

in the simulation is then found by summing the multipole expansions of these groups. 

Grouping of the particles can be achieved by various means. This method is an order 

N log N scheme. We discuss the implementation of the tree algorithm further in section 

2.3. 

2.2 Parallel Computing 

Even with the efficient algorithms discussed earlier in this chapter, large particle num­

ber simulations are limited by the hardware available today. The large amount of 

memory required to accurately simulate most problems is often larger than the mem­

ory available on a single computer. To improve the situation, parallelised systems are 

used. By combining the computational power of several machines we are able to sim­

ulate far larger particle numbers than would be possible on a single processor. 

When GADGET is run on a serial machine the amount of memory allocated for parti­

cle storage is proportional to the number of particles contained within the simulation. 

For a simulation each particle requires 225 bytes of memory. This means that 128 

particles would require 0.5 Gbytes of memory. Going beyond this pushes the limits of 

an ordinary workstation. Parallel computation provides the user with more memory 

by utilising the combined memory of a cluster of machines, however there is the added 

cost of communication between processors. For a parallel run, memory is required for 

particle storage as well as for communication buffers. 

Locally we have a cluster of fourteen processors, each of which has two gigabytes 

of memory. However, the algorithm used by GADGET requires the number of proces­

sors used to be a power of two, and we are therefore limited to a maximum of eight 

processors for our simulations. For this reason we have chosen to use 256 particle 
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simulation for this project, which fits comfortably into the memory available on the 

cluster. 

To explore the effects of parallelisation, we have run a small 323 simulation on a serial 

machine as well as on two, four and eight processors of the cluster. The simulation 

took ten minutes to complete when run on a single machine. The same simulation 

was completed in 1.5 minutes on 8 processors. Figure 2.1 shows the computation 

time required versus the number of processes. As one would expect, as the number of 

processors is increased the computation time decreases as the workload is split among 

the processors. The cost of communication between processors is noticeable. Figure 

2.2 shows the amount of time required for communication between processors, this 

increases with the number of processors used, as expected. 
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4 5 6 7 
Number of Processors 

Figure 2.1: Computation Time versus Number of Processors 

4 5 6 
Number of Processors 

Figure 2.2: Communication Time versus Number of Processors 
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2.3 GADGET 

GADGET (GAlaxies with Dark matter and Gas intEracT ) is the publicly available N-

body code that was used throughout this project. For a full description of the code we 

refer the reader to "GADGET: a code for collisionless and gasdynamical cosmological 

simulations" [Springel et al., 2001]. GADGET is a highly adaptable N-body code which 

can be used for a variety of problems. 

Dark matter is modelled as a self-gravitating collisionless fluid and will therefore evolve 

according to the collisionless Boltzmann equation (CBE) 

df __df df d<j> df 
dt = m+vd^"d^d^ = 0 (2'3) 

where the potential is given by the solution of Poisson's equation 

V 2 < K X , 0 = 4 T T G / / ( x , v , * ) d v (2.4) 

and / (x, v, t) is the distribution function describing the mass density in single particle 

phase space. Solving these coupled equations using finite-difference methods is very 

difficult and often a numerical approach is adopted. GADGET employs a Monte Carlo 

technique in which the phase fluid is represented by N particles. The N-body realization 

is then evolved according to Newton's equations of motion 

^ = v Q _ = _ V 0 | P = P a . (2.5) 

2.3.1 Multipole Expansion of the Gravitational Force 

The potential at r due to a distant group of particles with mass ma and co-ordinates 

x a can be expressed as 
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$(r) = -G J2 m<* 9 (lx« " r|) (2.6) 

where g{r) is a function used to describe the softened force law. For Newtonian gravity 

d(r) = r ' GADGET uses a spline softened force law which is exactly Newtonian 

for r greater than the force softening distance (e) and which converges rapidly to the 

Newtonian force for r less than e. 

To obtain a multipole expansion of the potential at r, let s be the centre of mass 

coordinate of the distant group of particles, M the total mass of the particles and 

define y = r — s. If we assume that | x a — s | <C | y | equation 2.6 can be expanded to 

obtain a multipole series, the quadrupole approximation of which is given by 

*(r) = -G{Mg(y) + -yT ^ Q + % - Q ) 
V yJ 

(2.7) 

where the tensors Q and P are defined as follows 

Q = 2 ^ ma X Q xa - M s s (2-

P = I E 7HaXQ - MS (2.9) 

The quadrupole approximation of the softened gravitational field (—V<fr) is then 

f(r) = G | M 9l(y)y + g2(y)Qy +\gz{y) ( y r Q y ) y + I 5 4 ( y ) P y j (2.10) 
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where 

9i(y) = y 
g'jy) 

y 

a"(y) g'{y) Q2M 

9z{y) = 9M 
y 

9[(y) 9i(y) = y 

2.3.2 Particle Grouping 

GADGET employs a tree algorithm. In order to group the particles, GADGET uses a 

Barnes and Hut approach (illustrated in figure 2.3). This approach partitions a cube of 

space into eight cubes, by halving the length of each side of the original (parent) cube. 

The eight new cubes are known as sibling cubes or children of the parent cube. This 

partitioning is continued until the leaf nodes (nodes that have no children) contain 

no more than one particle each. Each cube which is not a leaf node has a record of 

both the monopole and quadrupole moments of all of the particles that are contained 

within the cube. In order to calculate a force one simply needs to traverse the tree, 

adding the force contributions from each cube (node). In determining whether the 

multipole expansion of the node may be used or whether the walk along the tree 

must be continued a 'cell opening criteria' is established, this depends on the required 

accuracy of the simulation. 

2.3 .3 T i m e S t e p 

GADGET uses an adaptation of the leap frog approach in determining the time step. 

The leap frog method involves predicting the position of a particle in the middle of a 

time step, then finding its acceleration based on its position. The velocity of a particle 

for the next time step is then determined using the acceleration at the half-timestep 

interval. This velocity is then used to calculate the particles position at the next time 

interval. GADGET allows each particle to evolve at its own rate, allowing flexibility. 
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Figure 2.3: Barnes and Hut Grouping 
In order to explain the Barnes and Hut algorithm, we have depicted this scheme in 2D (as in [Springel 
et al., 2001]). The original square (root node) is divided into four smaller squares (children) by halving 
the length of each side of the square. This process is continued until each node contains at most a 
single particle. It is not necessary to store empty nodes. 

GADGET employs a number of options for the time step value. These include time 

steps which depend on the velocity scale, the gravitational force softening or the local 

density, as well clS cl combination of these properties. 

2.3.4 Periodic Boundary Conditions 

Periodic boundary conditions are implemented using an Ewald Summation Technique 

[Hernquist et al., 1990]. Each node in the tree is mapped onto the position of its closest 

periodic image. If the multipole expansion of the node is sufficiently accurate, then 

the partial force attributed to that node is calculated as discussed in section 2.3.1. 

However, there is an additional force, exerted by all of the periodic images of the node, 

which must still be added to this partial force. This is done by means of the Ewald 

technique. Let x be the co-ordinate of the point at which we wish to evaluate the force, 

relative to a node of mass M. The additional acceleration due to the periodic images 

is given by 

x ^-^ x — nL 
- x x — nL 

2 a | x - n L | , 2 2N 

——-= exp ( - c r | x - nL| ) 

erfc (a |x — nL|) 

7T 
(2.12) 

2 h / 7r2|h|2\ /2TT 

^S^e x pr^Js mUh-x 
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where n and h are integer triplets, L is the box size and a is an arbitrary number. 

Springel et al. [2001] have shown that good convergence is obtained for a — -|, summed 

over |n| < 5 and |h| < 5. In the same manner we can express the additional potential 

experienced as 

erfc(a|x — nL| 

x — nL 

^ i 7 *j 

> p i n I 

1 ^ 1 / 7T2|h|2\ /27T \ 
(2.13) 

GADGET tabulates the correction fields a c (x) /A/ and </>c(x)/M, following the ap­

proach described by Hernquist et al. [1990]. This significantly reduces computation 

time as the fields only need to be determined once. 

2.3.5 Parallelisation 

The parallel version of GADGET uses the standard Message Passing Interface (MPI) 

in which the user is responsible for the control of communication between processors. 

MPI is a flexible and portable communication scheme which allows GADGET to run 

on a variety of machines. 

When writing parallel code the two most important considerations are ensuring that 

there is an even distribution of data between the processors and optimising efficient 

communication between the processors. 

To distribute the data of a simulation GADGET uses spatial domain decomposition, 

this is done by means of the orthogonal recursive bisection algorithm [Dubinski, 1996]. 

The domain is divided along one of the spatial directions (e.g. the x-axis) and the 

processors are then split into two groups, each group concerned with one section of the 

domain. Particles are exchanged between processors until each processor contains only 

the particles that are in their section of the domain. The domain will then be divided 
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Figure 2.4: Domain Decomposition 
This figure is a 2D representation of the domain decomposition implemented by GADGET (as in 
[Springel et a t , 2001]). The domain is split along spatial directions, each processor is responsible for a 
section of the domain. Each processor then constructs a tree for the particles included in that section. 

along another spatial direction. This subdividing of the domain continues until only 

one processor remains in each group. That is, one processor is solely responsible for 

each section of the domain. This method is illustrated in figure 2.4. In choosing where 

to divide the domain initially, it is important to balance the workload of the processors 

involved. This algorithm restricts the number of processors used in a simulation to a 

power of two. 

For GADGET to achieve efficient work load balancing the domain decomposition 

should be implemented to ensure that the time taken for the tree walk of each proces­

sor, in each time step, is similar. GADGET ensures this by measuring the number of 

18 



particle-node interactions from each section of the domain and tries to keep this num­

ber similar on each section of the domain. GADGET keeps track of the computational 

cost of each particle by recording the number of node-particle interactions for each 

node. Each particle is then, according to this computational cost, assigned a weight 

factor. These are then taken into account when deciding on the division of the domain. 

Table 2.1 shows a comparison of the time taken for the 32 test simulation to run 

on four and eight processors including the amount of time (in seconds) spent in various 

aspects of the code for these runs. Time spent on writing snapshot files has not been 

included as this is a negligible fraction of the total time. In this table 'miscellaneous' 

refers to the time taken by the code in particle prediction, updating of the timestep and 

time line as well as the time taken to measure the tree performance. The most time 

consuming task is that of computing the gravitational forces. As one would expect, 

the time spent in communication is increased when eight processors are used while the 

total computation time is almost halved by doubling the number of processors. 
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Parallelisation: Time breakdown 

Parameter 

Total 

Gravity 

Tree Walks 

Tree construction 

Communication and summation 

Work load imbalance 

Domain decomposition 

Potential computation 

Miscellaneous 

Four Processors 

Total time (s) % 

167.7 100 

138.4 83.5 

96.1 57.3 

11.0 6.6 

1.5 0.9 

13.3 7.9 

18.8 11.2 

6.7 4.0 

3.8 2.3 

Eight Processors 

Total time (s) % 

89.8 100 

68.8 76.6 

44.8 50.0 

4.6 5.1 

3.9 4.3 

5.0 5.6 

14.4 16.0 

3.4 3.8 

3.2 3.6 

Table 2.1: Computational Time Breakdown 
This table (similar to one produced by Springel et al. [2001]) shows the amount of time taken by 
the cluster in the various sections of the code run on four and eight processors respectively. Time 
is given in seconds as well as relative time as a percentage. Time taken for the writing of snapshots 
is negligible and therefore not listed. Miscellaneous refers to the time taken for particle prediction, 
updating of timestep and time line and for diagnostics. Most time is spent on the computation of 
gravitational forces. 
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Figure 2.5: Power Spectrum 
The initial power spectrum of density fluctuations in our simulation at a redshift of z ~ 45, as 

generated by GRAFIC. 

2.4 Initial Conditions 

It is often assumed that the density fluctuations in the universe result from quan­

tum fluctuations which are greatly amplified during an inflationary phase early in the 

universe. A generic prediction from inflationary models is that the fluctuations are 

Gaussian and the initial power spectrum of density fluctuations is given by a power 

law, Po(k) oc k™, where n ~ 1 [Kolb and Turner, 1993]. As the universe moves from a 

radiation dominated to a matter dominated phase, fluctuations begin to grow signifi­

cantly and the power spectrum, P(k), becomes modified in a way that depends on the 

density of dark matter. Bardeen et al. [1986] give the transfer function T (where P(k) 

= Po(k) T) for a universe that is dominated by cold dark matter (see equation 2.14). 

The normalisation of the spectrum is obtained from observations of the Cosmic Mi­

crowave Background. To set initial particle positions and velocities such that they are 

consistent with CDM expectations and CMB observations we use the COSMICS pack­

age. COSMICS (Cosmological Initial Conditions and Microwave Anisotropy Codes) is 

a package of Fortran programs written by Ma and Bertschinger [1995]. From this set 

of programs we have used the GRAFIC (Gaussian Random Field Initial Conditions) 
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program to obtain the initial conditions we require for our simulation. 

The initial power spectrum of density fluctuations in our simulation, as obtained using 

GRAFIC, is shown in figure 2.5. For this project we have adopted the concordance 

(standard) cosmology, described in chapter 1. Table 2.2 shows the values of the cos-

mological parameters used in creating our initial conditions. 

The Transfer function for a cold dark matter universe is given by 

TcDM(k) = l n ( 1
2

+
3 ^ 3 4 9 ) [1 + 3.89q + (16.1 qf + (5.46 g)3 + (6.71 g ) 4 ] ^ (2.14) 

where 

( 7 = n m h 2 M p c _ 1 

and 0 is the ratio of energy density in relativistic particles (neutrinos and photons) to 

that in photons. 6 — 1 for three flavours of relativistic neutrinos together with photons. 

Parameter 

^'m 

nA 

0 8 

Parameter Value 

0.3 

0.7 

0.9 

Table 2.2: Cosmological Parameters used to Create Initial Conditions 

2.5 Our Simulations 

Initially, we ran a number of 1283 particle simulations on a serial 2.8 GHz machine 
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Figure 2.6: Large-Scale Structure 
Illustration of a slice through our simulated box at redshift zero, showing density distributions consis­
tent with large-scale structure observations. Further discussion on the visualisation of the simulation 
is given in Appendix A. 

with 3.7 Gbytes of RAM. These simulations were used to familiarise ourselves with the 

running of GADGET and the required parameters. They were also used to explore 

the evolution of the mass function with redshift. The snapshots produced by a 1283 

simulation were small enough for us to store records of the simulation up to a redshift 

of ten. To obtain a higher resolution simulation we then ran the parallel version of 

GADGET on a cluster of eight 2 Gbyte machines. Doing so increased the amount of 

memory available, allowing us to increase our particle number to 2563. 

2.5.1 Simulation Volume 

The volume of the region of space to be simulated will affect the resolution of the 

simulation. Decreasing the length of the box will increase the resolution for a given 

number of particles. However, since we are employing periodic boundary conditions, 

we need to be aware of a minimum box size for which the simulations can be considered 

reliable. The box must be large enough to ensure that perturbations which occur on 

scales comparable to the box length are still linear today. Power et al. [2003] show that 
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the minimum box length required for reliable periodic simulations is approximately 

32.5 h~l Mpc. 

We have chosen to simulate a cube of length 50 h^1 Mpc, which is sufficiently large to 

produce reliable periodic simulations [Power et al., 2003]. 

2.5.2 Particle Mass 

We can express the total mass enclosed in a simulated box as ilm x pcrit x volume 

where pcru (the density of the universe) is 2.7755 x 1011 h2 M 0 Mpc™3. Once we know 

the total mass being simulated, the mass of an individual particle is easily determined 

by dividing the total mass by the number of particles. 

m D a r t l c l e = 8.3265 x 1010 h* M 0 Mpc"3 Volume ( / ^ Mpc)3 

P a r t l c i e u * Number of particles v ' 

The mass of the particles depends on both the number of particles and the volume of 

the simulations. The smaller we are able to make our particle mass, the higher the 

resolution of the simulation. 

This choice of particle number and volume means that, in our simulation, each dark 

matter particle has a mass of about 6 x 10 h~l solar masses. The simulation provides 

a large sample of halos with the resolution required for figure rotation measurements. 

2.5.3 Force Softening 

Force softening, introduced in 2.1.1, is essential to prevent two body collisions from 

driving the simulation. Merritt [1996] discusses the optimal force softening for the 

direct summation technique, describing the choice of the force softening as a "bias-

variance tradeoff". Using a value of the force softening parameter which is too small 

will result in an estimate that is too noisy. However, having too large a value for 
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Parameter 

^ particles 

Box Length 

•^particle 

Force Softening 

Initial Redshift 

Parameter Value 

2563 

50 hr1 Mpc 

6.2 x 108 h~l MQ 

30 hr1 kpc 

55 

Table 2.3: Simulation Parameters 

the softening parameter results in "the systematic misrepresentation of the force due 

to failure to resolve real features with scale lengths less than the softening length". 

Athanassoula et al. [2000] extended this work, discussing the optimal force softening 

for different mass distributions as well as the effects of using a tree code. 

Guided by studies of Athanassoula et al. [2000] we have used a force softening of 

30 h~l kpc to prevent numerical instability. The parameters chosen for our simula­

tion are summarised in table 2.3. The resulting structure formed in our simulation is 

depicted in figure 2.6. This figure shows a projected slice through our simulated box 

at a redshift of zero, clearly visible are filaments and voids. Further discussion on the 

visualisation of the simulation is given in Appendix A. 

2.5.4 Choosing a Time Step 

The choice of time step is an important one. Using a large time step allows the sim­

ulation to run very quickly as less computation is required, however if the time step 

becomes too large accuracy is lost. It is essential to ensure that the timestep is small 

enough to follow the trajectory of the simulated particles reliably. 

GADGET employs a number of options for the time step value. These include time 

steps which depend on the velocity scale, the gravitational force softening or the local 

density as well as a combination of these. The time steps dependent on dynamical 
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properties of the simulation require more memory and we have, for this reason, opted 

to use a simple timestep which is inversely proportional to the expansion factor, a. We 

have chosen a conservative proportionality constant to ensure sufficient accuracy. 
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Chapter 3 

Methodology II: Analysis 

3.1 Identifying Halos 

A halo is defined to be a grouping of ten or more dark matter particles. Groups are 

found using a friends-of-friends algorithm [Davis et al., 1985], whereby a particle of 

interest is selected, then a search for any other particles within a specified distance 

from this particle is conducted. If a particle is found, the search is continued around 

that particle. This is repeated until no further particles can be added to the group. 

The search distance is known as the linking length. To identify groups we have used 

the common convention of choosing a linking length of 0.2 times the mean interparticle 

spacing, a value which has been shown empirically to give good results (larger values 

result in all particles being associated with a single group and smaller values result in 

no groups being identified). 

Figure 3.1 shows a projected slice through our 1283 simulation at redshift zero. The 

gray scale shows the large-scale structure, while the halos identified by the group finder 

are shown in colour. 

Snapshot files containing the position and velocity of every particle are written out at 

specified redshifts. At each redshift, we create a catalogue of halos identified from the 
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Figure 3.1: Identified Halos 
A projected slice through our simulation at redshift zero. The gray scale shows the large-scale struc­
ture, while the halos identified by the group finder are shown in colour (assigned arbitrarily). 

snapshot. Each entry in the catalogue contains the following information about the 

halo : 

• The number of particles contained within the halo. 

• The x, y, z position of the central (the most gravitationally bound) particle. 

• The virial radius (the distance from the central particle at which the dark matter 

overdensity drops below a constant factor times the background density). 

• The virial mass (the mass contained within the virial radius). 

• The circular velocity which can be found using 

Vr 
G Mv 

I 1-717V 

(3.1) 
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3.2 Merger Trees 

To follow halo properties with redshift, we need to be able to associate each halo with 

its progenitor halo at a previous timestep. This is done with merger trees using code 

developed by Kauffmaim and White [1993]. Merger trees describe the way in which 

structure builds up over time. Since ACDM predicts that structure forms hierarchically 

(small structures merge to form larger structures) we expect that each halo may have 

several progenitors but only one descendant. 

A halo at redshift Zj_i is said to be a progenitor of a halo at redshift Z{ if, and only if, 

two conditions are satisfied: 

1. A progenitor halo at z,_! must contribute at least half of its particles to the halo 

at z% and 

2. the central particle of the progenitor halo at Zj_i must be contained within the 

halo at Zi 

It may happen that a halo identified at one redshift cannot be associated with any 

progenitor halo. In this case, the halo cannot be traced any further back in time. This 

may happen for a number of reasons. In a hierarchial structure formation scenario, 

small groups form first and merge into larger groups. It may happen that, as one moves 

backwards in time, the halo falls below the 10 particle cutoff used to define a halo. A 

higher resolution simulation is required to trace this halo back in time. 

To follow the progress of a halo, we need to know the central particle and the number 

of the halo we are following at each redshift. Using the merger trees, we are able to 

follow the progress of a halo and its constituent particles over time. 

3.3 Rigid Body Rotation 

For figure rotation analysis, we model each halo as a rigid body. A rigid body can 

be defined as a collection of particles whose relative distances remain fixed. This is 
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an idealised model as the constituent particles within the halo are free to move and 

will undergo some relative motion. Typically the scale of this motion is microscopic in 

relation to the rotation of the body, and the relative motion of the particles is ignored. 

In Appendix C, we define the inertia tensor as 

h = Ylma 
Oij / x

a,k
 xa,ixa,j 

k 

where x Q l , xa_2, xa^ are the three coordinates of the a particle and ma is the mass 

of the a particle. 

Expressions for kinetic energy and angular momentum are then given by 

*• rotation o Z_> l'3UiUJJ (3.2) 
1,3 

u = Y,h (3.3) 

where u is the angular velocity of the rotating axes. Expanding our definition for the 

Inertia tensor (equation 3.2) we have 

Xa,2 + XQ.3 
xa.\ xa,2 xa,l xa,3 

I = Y1 m°< 
~-':a,2 xa,l x

a<\ + x
a,3 ~ xa,2 xa,3 

2 2 

(3.4) 

From this we can clearly see that the Inertia Tensor is symmetric and has only six 

independent elements. 

The diagonal elements ( In , /227 3̂3) are known as the moments of inertia about the 
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xi, X2, X3 axes respectively, while the negatives of the off-diagonal elements are known 

as the products of inertia. 

The diagonalisation of the inertia tensor results in significant simplifications for the 

expressions of kinetic energy and angular momentum. If we could write 7^ = 7, 5ij the 

inertia tensor would be 

1 = < 

h 
0 

0 

0 

h 
0 

> 
0 

0 » 

' . 

(3.5) 

We could then express the kinetic energy and angular momentum as 

Trot — 2 l~,i,j *i "ij Ui ^3 ~ 2 ^ i ^ OJt 
(3.6) 

In order to diagonalise I we need to find a set of body axes for which the products of 

inertia are all zero. The axes, which satisfy this condition, are known as the principal 

axes. 

Consider a body which rotates about a principal axis with both the angular momentum 

and velocity of this body directed along this principal axis. We can write 

L = Iu>, (3.7) 

or, if we expand this into its components 

Lx = lujl = In ujx + 112 u,'2 + /13 w3 

Z/2 = I 0>2 = 121 w l + -̂ 22 ^2 + ^23 w3 

L3 = 11^3 = /31 LO\ + i~32 0-'2 + ^33 ^3 • 

(3.8) 
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Rearranging the components of the angular momentum vector gives 

(111 -T)Ui + 112 ^2 + ^13 ^3 = 0 

hi ^1 + {122 - I) w2 + hz ^3 = 0 (3.9) 

J3i ujx + I32 UJ2 + (733 - I) w3 = 0 . 

This is of the form 

( I - / l ) - w = 0. (3.10) 

For figure rotation analysis, we determine I from the simulations and then obtain / 

and to (the eigenvalues and eigenvectors) using Jacobi transformations. 
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3.4 Procedure 

We have identified halos (groups of ten or more particles) in the redshift zero snapshot 

using a friends-of-friends group finder for N-body simulations developed by the NASA 

HPCC ESS group at the University of Washington. Using the positions of the particles 

contained within the halo we are able to calculate the Inertia Tensor and, hence, the 

principal axes of the halo of interest at each time step. 

3.4.1 Calculating the Inertia Tensor 

In the definition of the Inertia tensor given in equation 3.2, the particles furthest from 

the centre of mass are the most heavily weighted. Substructure in the outer regions 

of the halo (such as a satellite galaxy which has recently fallen into the halo) then 

affects the calculation of the Inertia Tensor significantly. In order to reduce this effect, 

we have weighted each particle by ^ as suggested by Bailin and Steinmetz [2004]. To 

minimise the effect of substructure we use the modified Inertia Tensor given by 

4 = E ^ - (3-1 1) 

3.4.2 Determining the Principal Axes 

Using Jacobi Transformations, we are able to extract the eigenvalues and eigenvectors 

of the inertia tensor. Jacobi transformations are a sequence of orthogonal similarity 

transformations. Each of the off diagonal matrix elements is eliminated by one of 

these transformations. Successive transformations may unset the off diagonal zeros, 

but these continue to decrease until they are machine precision zero. The resulting di­

agonal elements are the eigenvalues of the system. Keeping track of the product of the 

transformations results in a matrix containing the eigenvectors. The eigenvectors are 

known as the principal axes, and can be thought of as preferred directions of rotation. 
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Each of the eigenvalues corresponds to a moment of inertia about one of the principal 

axes and is termed a principal moment of inertia. 

An algorithm implementing Jacobi transformations, taken from Numerical Recipes 

[Press et al., 1992], was used to extract the eigenvalues and eigenvectors of the modi­

fied Inertia Tensor of the halos for each of the recorded redshifts. (A list of the redshifts 

used in this analysis is given in table 3.1.) 

Reflection symmetry of the principal axes means that we cannot measure true rotation 

angles greater than 90 degrees between successive snapshots. To prevent erroneous 

measures of this nature, we have taken the absolute value of the eigenvector in all 

calculations. Fortunately, our results show that the observed pattern speeds are much 

too low for this to be an area of concern. 

3.4.3 Measuring the Figure Rotation 

Dubinski [1992], noted that the 'tumbling' period of a halo could be found by comparing 

the principal axes of the halo over several time intervals. For a halo tumbling about a 

fixed axis, the angle of rotation, 9 is given by 

_ cos A + cos B + cos C , n i o , 
cos6> = (3.12) 

where A, B and C represent the angles between the corresponding eigenvectors over a 

given time interval. 

An alternative method, suggested by Bailin and Steinmetz [2004], is a plane fitting ap­

proach, illustrated in figure 3.2. This method involves fitting a plane to the principal 

axes of the halo of interest. This is done by considering the principal axes of the halo 

over several time steps, then solving for the plane z = ax + by that best fits these axes. 

Once the plane has been determined, measuring the amount of rotation in the plane is 
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Figure 3.2: Plane Fitting 
Following Bailin and Steinmetz [2004] the best fit plane is calculated from the principal axes of the 
halo over several time steps. The principal axes are then fit to this plane, and the rotation (0) over 
these time steps is measured. 

straight forward. The principal axis is projected onto the plane at each time step and 

the angle between the projected principal axes over a time interval gives the rotation 

of the halo. 

To determine the rotation of the halo, we have followed the plane fitting approach 

suggested by Bailin and Steinmetz [2004]. The principal axes are projected onto the 

best fit plane. The angle between consecutive redshifts gives the rotation of the halo. 

We have then used linear regression to find the best fit linear relation for this figure 

rotation, the slope of this fit determines the pattern speed of the halo. 
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Redshift 

0.50 

0.30 

0.20 

0.10 

0.08 

0.05 

0.03 

0.02 

0.01 

0.00 

Scale Factor 

0.67 

0.77 

0.83 

0.91 

0.93 

0.95 

0.97 

0.98 

0.99 

1.00 

Table 3.1: Recorded Redshifts 
A list of the redshifts for which the positions and velocities of each particle were recorded and consid­
ered in determining the rotation of the halo. The scale factor a(t) = j+z-
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Chapter 4 

Results and Discussion 

In this chapter, we test our simulations by comparing the mass function and the dis­

tribution of the spin parameters computed from our simulated halos with results from 

the literature. We then discuss the effects of substructure on our analysis and describe 

the process of eliminating recently merged halos. Finally, we discuss the figure rotation 

of the remaining, undisturbed, halos. 

4.1 Evolution of Structure 

Figure 4.1 shows how structure formation occurs within our simulated box. Initially, 

slight overdensities are visible. These can be seen to be collapsing under gravity to 

form the large-scale structure we observe today. Positions of the particles are given in 

co-moving coordinates; these are the physical coordinates divided by the scale factor. 

Co-moving coordinates do not, therefore, increase with the expansion of the universe. 

4.2 Mass Function 

It is difficult to compare simulations with observations directly as luminous matter is 

related to dark matter in a complicated way. It is thus useful to compare our data with 

analytic results as well as other simulations in order to verify that the simulations are 

credible. The first step in doing this will be to compare our simulated mass function 

with that of Jenkins et al. [2001]. 
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Figure 4.1: Structure Evolution in Simulated Box 
A projected slice through the simulated box. Redshift decreasing to the right. In the first image 
one can see small perturbations to a regular lattice. The particles fall together, under the influence 
of gravity, to form the large-scale structure we see today. The last image shows voids and filaments 
typical of those we observe. Positions are in co-moving coordinates. 

The mass function is a measure of the number of halos as a function of their mass. 

Jenkins et al. [2001] were able to predict the mass distribution of dark halos expected 

in a Cold Dark Matter universe by combining the results from several N-body simu­

lations. The fit obtained by Jenkins et al. [2001] shows excellent agreement with the 

theoretical predictions of the Sheth and Tormen formula [Sheth and Tormen, 1999]. 

The mass function obtained from our simulation is shown in figure 4.2. This figure 

is a log plot of the number of halos as a function of their mass in the 50 h~l Mpc 

region of our simulation, at a redshift of zero. The solid line is the fit obtained by 

Jenkins et al. [2001]. We have found that our mass function agrees well with that of 

Jenkins et al. over the range of halos simulated (from 10 to 10 solar masses). 

Typically, galaxies are thought to contain 108 — 1O13M0, groups of galaxies ~ 1O13M0 

and clusters of galaxies 1014 — 1015Mo. The majority of our halos are galaxy- or group-

sized halos, however a few small clusters have been detected. 

We have also considered the mass function at several other redshifts; these results 

are shown in figure 4.3. This figure shows the mass function from our simulation at 

redshifts of 0 (blue line), 0.5 (green line) and 1.5 (red line). We can clearly see that as 

the redshift decreases, the number of small halos decreases, while the number of large 
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log 10 (M/ft" solar masses) 

Figure 4.2: Mass Function 
The number of halos as a function of the halo mass in the simulated 50 h~l Mpc region at redshift 
zero. The line is the fit obtained by Jenkins et al. [2001]. 

halos increases. This is because, with time, the smaller halos merge together forming 

larger structures as predicted by hierarchical structure formation. 

We have also calculated the mass function for our smaller 1283 (2 097 152) particle 

simulation. In this simulation we have recorded the halo attributes at higher redshifts. 

Figure 4.4 shows the mass function at redshifts of 10, 7, 5 and 0. 

In figure 4.4 we notice that as redshift decreases, more and more halos (small and 

large) are being formed. During the matter dominated era (see section B.4) structure 

forms as the result of the collapse of overdensities under gravity. If we look at the 

same plot for more recent times (figure 4.3) we notice that the number of smaller halos 

decreases as redshift decreases. This is because the universe is currently dominated 

by dark energy (A). During the A-dominated era structure formation stagnates, fewer 

small halos are being formed and they merge to form larger structures. 
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log 10 (M / h solar masses) 

Figure 4.3: Evolution of Mass Function (z = 0, 0.5, 1.5) 
The number of halos as a function of the halo mass in the simulated 50 h"1 Mpc region, shown for 
redshifts 0(blue line), 0.5(green line) and 1.5(red line). 

13.5 

log 10 (M / h' solar masses) 

Figure 4.4: Evolution of Mass Function (z = 0, 5, 7, 10) 
The number of halos as a function of the halo mass in the simulated 50 h^1 Mpc ^ region. The 
different curves correspond to different redshifts. From top to bottom, z = 0, 5, 7, 10. 

40 



4.3 Angular Momentum 

As a second test of the reliability of our simulations, we have compared the distribution 

of the spin parameter computed from our simulated halos with results in the literature. 

The angular momentum of a rigid body is discussed in detail in appendix C where we 

give the definition for angular momentum (equation C.8) as 

L = Y^ r« x P« • 
a 

The angular momentum for the halo as a whole can be expressed as the sum of the 

angular momentum contributed by each individual particle. The angular momentum 

of the halo can be rewritten as 

N 

Q = l 

Q ^ r Q x v Q . , (4.1) 

where r a and v a are the position and velocity of the a particle with respect to the 

centre of mass of the halo. Knowing the angular momentum of the individual particles 

allows us to calculate the angular momentum of the halo as a whole. Peebles [1969] 

define the dimensionless spin parameter A as 

X = lH. (4.2) 

In this equation, M is the total mass of the halo, J is the total halo angular momentum, 

E is the energy of the halo and G is Newton's Gravitational Constant. We will, however, 

use the more convenient expression for the spin parameter as defined by Bullock et al. 

[2001] as 
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Figure 4.5: Spin Distribution 

This figure shows the distribution of the dimensionless spin parameter A' for all simulated halos 
containing at least 200 particles, together with the log normal distribution given by equation 4.4 
{X'0 = 0.040 ± 0.002 and a = 0.64 ± 0.05). 

A' 
J 

V2MVR 
(4.3) 

to calculate the spin parameter of each of our simulated halos. This expression describes 

the spin parameter for a sphere of radius R, where M is the mass contained within the 

sphere, J is the angular momentum of the sphere, and V is the circular velocity at the 

radius R (equation 3.1). Equation 4.3 reduces to equation 4.2 when R is taken to be 

the virial radius of a truncated singular isothermal halo, a model which describes the 

density distributions of halos fairly well. 

4.3.1 Spin Distribution 

Barnes and Efstathiou [1987] studied the origin of angular momentum in N-body simu­

lations. They found the dimensionless spin parameter to have a median value of around 

0.05. More recently Bullock et al. [2001] analysed the spin distribution of a sample of 
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about 500 halos with masses greater than 1 x 1012 h 1M©. They found that the spin 

distribution was well fit by the log normal distribution 

P(X') = ±=- exp - ^ (4.4) 

and determined their best fit values of A'0 and a to be 0.035 ± 0.005 and 0.50 ± 0.03 

respectively, thus agreeing with the value given by Barnes and Efstathiou [1987]. Fig­

ure 4.5 shows the distribution of the spin parameter found in our simulation. The 

spin parameter was calculated for all simulated halos which have a mass greater than 

1011 h~1MQ. The curve is the log normal distribution given by equation 4.4 with best 

fit values of X'0 = 0.040 ± 0.002 and a = 0.64 ± 0.05. We have found that the our best 

fit value for AQ agrees well with the values obtained by Barnes and Efstathiou [1987] 

and Bullock et al. [2001]. Our spin parameter has a slightly wider distribution than 

that found by Bullock et al. but the a values agree within the 2 a uncertainties. The 

difference is probably due to our cruder estimate of the virial radius. 

All fits in this project were obtained using an implementation of the non-linear least-

squares Marquardt-Levenberg algorithm. 

4.4 Simulated Halos 

From our simulation we have identified the 222 halos, at a redshift of zero, which con­

tain at least 4000 particles (that is a mass of at least 2.5 x 10 u h'1 M0) for further 

analysis. This cutoff was suggested by Bailin and Steinmetz [2004]. They used a com­

putationally intensive bootstrapping technique to show that, as one would expect, the 

error in the determination of a halo's principal axes depends on the number of particles 

contained within that halo and the intrinsic shape of the halo. Using the bootstrapping 

technique, Bailin and Steinmetz [2004] also showed that it was not possible to measure 

the principal axes of halos with the precision required for figure rotation measurements 

if the halos contained fewer than 4000 particles. 
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4.5 Detecting Recent Mergers 

Figure 4.6: Images of a Merger 
The plots above shows projected images of two halos identified as undergoing a major merger. 
Redshift decreasing to the right. 

In this project, we were concerned with the figure rotation of undisturbed halos and, 

therefore, needed to eliminate those halos that had only recently undergone a merger. 

To do this, we consider the fraction of the particles currently contained in a halo that 

belong to that same halo at earlier time intervals. We are interested in how much mass 

mergers have contributed to the mass of the halo. If this fraction is less than 90 %, 

we will disregard that halo as one having recently merged. From our sample of 222 

halos, 23 have been identified as having undergone a merger after z « 0.05 and have 

been eliminated from our sample set. Clearly, as we look further back, more and more 

halos will be affected by mergers. Figure 4.6 illustrates the effects of a merger. This is 

a sequence of projected images of a halo identified as having undergone a recent major 

merger. 

4.6 Substructure 

We have already explained the need to eliminate recently merged objects, and we 

have discussed the first approach used to do so. Of the remaining halos we will also 

discard halos that contain a significant amount of substructure. Substructure will 

severely affect the calculation of the inertia tensor and the precise determination of 
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Figure 4.7: Images of Halos with Varying Amounts of Substructure 
The three FITS images above show varying amounts of substructure. Left: Significant substructure. 
Centre: Some substructure visible at the edge of the halo. Right: An undisturbed halo. The left and 
central halos have been eliminated from our sample. 

the principal axes (see Section 3.4.1). Figure 4.7 shows FITS images of three halos 

from our sample. These three halos contain different amounts of substructure. The 

left image clearly shows two regions of high density. In the middle image, substructure 

is visible in the bottom left corner of the halo. The right image shows an undisturbed 

halo. 

To determine a qualitative measure of the amount of substructure contained within 

a given halo, we have plotted the mass distribution of the halos. Figure 4.8 shows a 

projection of the mass distribution of the three halos depicted in figure 4.7, these halos 

contain varying amounts of substructure. We expect the distribution of an undisturbed 

halo to be smooth, peaked at the centre of the halo. The presence of a secondary peak 

in this distribution provides evidence of substructure. If the secondary peak contains 

20% of the primary peak mass, then we eliminate that halo on the basis of substructure. 

Since we are considering the evolution of the halos with time, we need to consider the 

substructure at all time intervals of interest. Applying this to our sample of halos over 

a period of about a gigayear, we have eliminated 123 halos on the basis of substruc­

ture. Looking further back, over about three gigayears, we expect more halos to be 

affected by substructure, in fact, over this period 130 halos need to be excluded from 

the sample. There is only a small increase in the number of affected halos over three 
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gigayears as most halos that are affected by substructure at high redshift (z ~ 0.5) will 

still be affected at recent times. 

The 23 halos eliminated previously as having recently merged, would also be iden­

tified and eliminated by this method. 
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Figure 4.8: A Measure of the Amount of Substructure 
Mass distributions are shown for three projections (x-y, x-z and y-z) of three halos shown in figure 
4.7 (A, B, C). The horizontal axes give the distance from the central particle ( / i_ 1 kpc) and the 
vertical axes give the number of particles at that distance. The top row of images show a halo with a 
secondary peak containing almost as much mass as the primary peak, a clear indication of significant 
substructure. The second row of images are those of a halo with a secondary peak contributing 34% 
of the primary peak mass. Finally, the bottom row shows an undisturbed halo. 
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Figure 4.9: Mass Density in Surrounding Environment 
These histograms show the fraction of halos versus the log of the mass density of the surrounding 
environment. Left: The surrounding environment of all simulated halos. Right: The environment of 
the halos selected for 1 gigayear analysis. 

4.7 Mass Density in Surrounding Environment 

In order to explore the environment of our halos, we have considered the mass density 

of the area surrounding the halos. To do this we have, for each halo, found the number 

of particles within 5 h^1 Mpc of the halo. The sum of the surrounding mass is then 

divided by the volume of a sphere with radius of 5 h~l Mpc. The results are shown in 

figure 4.9; these are plots of the fraction of halos as a function of the log of their mass 

density. The left figure shows the distribution of mass density of the all halos identified 

from the simulation, while the right histogram shows the distribution of our sample of 

undisturbed halos. While the distributions cover a similar range, the undisturbed halos 

appear to occur in a slightly more dense than average environment. This is consistent 

with the results of Gottlober et al. [2001]. They found that, for z < 1, the merger rate 

of cluster halos to be 3 times lower than that of isolated halos and twice as low as halos 

that end up in groups. With this in mind, we expect that undisturbed halos would 

occur in a more dense environment. 
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4.8 Figure Rotat ion 

Finally, we have a set of 76 halos that are undisturbed over a period of a gigayear, 69 

of which are unaffected by substructure over three gigayears. From this set we wish to 

determine firstly, whether or not there is any coherent rotation of the halo as a whole 

and secondly, if there is coherent rotation, a measure of the speed of this rotation. The 

method used to determine the rotation of each halo is discussed in section 3.4.3. 

For each of the 76 undisturbed halos, we have calculated the modified inertia ten­

sor and then used a Jacobi transformation routine to determine the principal axes of 

the halo at each timestep. Figure 4.10 shows one such halo together with its major 

axis. We have used a plane fitting technique to find the plane that best fits the set 

of major axes calculated for each timestep. We then projected the major axis onto 

the best fit plane, and measured the angle between these projected axes at each time 

interval. Figure 4.11 shows the orientation of the major axis of one of our undisturbed 

halos at redshifts 0, 0.01, 0.02, 0.03, 0.05, 0.08 and 0.1 (redshift decreasing clockwise). 

Figure 4.12 shows the rotation of one of our typical undisturbed halos. The first 

seven panels (left to right, top to bottom) show a projection of the halo at redshifts 0, 

0.01, 0.02, 0.03, 0.05, 0.08 and 0.1 (from top left) together with the halos major axis. 

The bottom right figure shows the rotation of the major axis as a function of time. 

We have also measured the rotation of several halos using the method described by 

Dubinski [1992] and found that these results are similar to the ones we obtain using 

the plane fitting approach. 
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Figure 4.10: Projected Image of an Undisturbed Halo, Principal Axis Superimposed 
This figure shows a projected view of an average undisturbed halo together with its major axis. The 
vertical and horizontal axes give the distance from the centre of the halo in h^1 kpc. 

0.05 

Figure 4.11: Rotation of the Principal Axis with Time 
The orientation of the major axis of an undisturbed halo. Different colours correspond to the ma­
jor axis at different times (redshift decreasing clockwise). This halo has undergone a rotation of 
approximately 0.5 radians over a period of one h~l gigayear. 
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Figure 4.12: Figure Rotation of a Halo 
The first seven panels (left to right, top to bottom) show a projection of an undisturbed halo at 
redshifts 0, 0.01, 0.02, 0.03, 0.05, 0.08 and 0.1 (from top left) together with the halo's major axis. 
The vertical and horizontal axes give the distance from the centre of the halo in h^1 kpc. The bottom 
right figure shows the rotation of the major axis as a function of time. 
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Figure 4.13: Alignment between Rotation Axis and Minor Axis 
This figure shows the dot product between the rotation axis and the minor axis of the 76 halos in 

our sample. The rotation axis is fairly well aligned with the minor axis the halo. 

Dubinski [1992], Pfitzner [1999] and Bailin and Steinmetz [2004] all noted that for the 

majority of their simulated halos the major axis appeared to rotate around the minor 

axis. To explore this, we have determined the dot product between the rotation axis 

and the minor axis of each of the halos in our sample. Figure 4.13 shows our results. 

We expect that the dot product between these axes will be close to one if they are 

well aligned. It appears that this is indeed the case for at least a third of our halos. 

We do, however, note that not all of our halos exhibit this alignment; this is probably 

due to the fact that we have considered the entire halo and not limited our calculation 

to a central spherical region of each halo in calculating the minor axis and rotation 

axis. While Bailin and Steinmetz [2004] found that at least 55 % of their rotating halos 

were aligned to within 25°, only 35 % of our halos show this alignment. If we consider 

only the spherical centre of the halos, the percentage of halos exhibiting this alignment 

increases to ~ 50%, agreeing with the results of Bailin and Steinmetz. 
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4.9 Pattern Speed 

To determine the pattern speed of a halo, we have followed each halo over a period 

of about one gigayear. Figure 4.14 shows the rotation of the major axis as a func­

tion of time of one of the undisturbed halos selected from our sample; the other halos 

behave similarly (see appendix D). Using linear regression, we have found the best 

fit linear relation for the figure rotation of the halos as a function of time. The pat­

tern speed of the halo is given by the slope of the linear fit. We have calculated the 

one sigma limit of the slope, and we have taken this to be the error in the pattern speed. 

Figure 4.15 shows the pattern speeds obtained for this sample of 76 halos. The x-

axis is the estimated error in pattern speeds. The green line represents the point at 

which the observed pattern speed is equal to the estimated error. We have also shown 

the point at which the pattern speed is equal to twice the estimated error (blue line). 

Halos with pattern speeds below the blue line would not be considered to be rotating 

coherently. Using this cutoff, 60% of the halos considered over a one gigayear period 

do, in fact, exhibit coherent rotation. 

We found that the distribution of pattern speeds of the undisturbed halos from our 

simulation was well fit by the log normal distribution 

P(SW " V75exp (-^J • <4"5) 

Figure 4.16 shows the distribution of pattern speeds for the halos considered, together 

with the log normal distribution (equation 4.5). Best fit values to this curve were 

found to be /i = —0.93 ± 0.04 and a = 0.40 ± 0.04. The mean pattern speed for this 

sample of halos is about 0.12/? radians per gigayear (6.9/T. degrees per gigayear). This is 

slightly slower than the mean pattern speed of 0.15/; radians (8.5h degrees) per gigayear 

obtained by Bailin and Steinmetz [2004] but our distribution (figure 4.16) agrees well 

with theirs. The fastest rotation that we have detected in our sample corresponds to 

a pattern speed of 0.93/? radians per gigayear (about 53/; degrees per gigayear). 
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Figure 4.14: Pattern Speed of a Single Halo Measured over One Gigayear 
Top: The rotation of an undisturbed halo as a function of time over a one gigayear period. Each 
point represents the angle (in radians) that the halo has rotated over the time interval given. The 
slope of this plot (obtained by linear regression) gives the pattern speed of the halo. 
Below: The residuals from the above fit. 
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Figure 4.15: Uncertainties in ttp : Measurements for One Gigayear Period 
This figure is a plot of the measured pattern speeds of the simulated halos versus the estimated error 
in pattern speed. The green line represents the point at which the pattern speed is equal to the 
estimated error (1 a limit), the blue line depicts the point at which the pattern speed is equal to 
twice the error. Halos below the blue line, with pattern speeds less than twice the error, are not be 
considered to be rotating coherently. 
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Figure 4.16: Pattern Speed Distribution for a One Gigayear Period 
This histogram shows the distribution of the pattern speeds calculated from the coherently rotating 
halos. The fit is a log normal distribution (equation 4.5) with \i = - 0 .93 ± 0.04 and a = 0.40 ± 0.04 
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We then considered the figure rotation over a longer period, of about three gigayears. 

The sample of halos considered for this period is smaller than that considered above, 

as more halos are affected by substructure at a higher redshift. We have found that 

from our simulation, 69 halos remain undisturbed over a three gigayear period. 

Figure 4.17 shows the rotation of one of our halos that has remained unaffected by 

substructure over a three gigayear period; results are similar for the other halos (see 

appendix D). Figure 4.18 shows the pattern speeds of all of the 69 halos. As in figure 

4.15 the x-axis is the estimated error in pattern speeds. The green line represents the 

point at which the observed pattern speed is equal to the estimated error. We have 

also shown the point at which the pattern speed is equal to twice the error (blue line). 

Recall that halos with pattern speeds less than twice the error are not considered to 

be rotating coherently. 

We are now able to detect coherent rotation in 75% of the halos over this longer 

period. 29 of the 46 halos found to be rotating over a one gigayear period are also 

found to exhibit this rotation over the last three gigayears. We also identify 21 halos 

that were not considered to be rotating over one gigayear but are found to be rotating 

over this extended period. 

As we have done for the rotation over one gigayear, we have plotted the distribu­

tion of pattern speeds observed over a period of three gigayears together with the log 

normal distribution given by equation 4.5 (fj, = —1.04 ±0 .01 and a = 0.33 ± 0.01), 

shown in figure 4.19. The fastest rotation detected over this period was 0.41/i radians 

per gigayear. The average pattern speed observed was 0.13/; radians per gigayear. This 

is similar to the pattern speed measured over one gigayear period and agrees well with 

the average pattern speed found by Bailin and Steinmetz [2004] 

Adjusting our cutoff, to include only those halos with pattern speeds greater than 

three times the error, does not significantly change the pattern speed distribution, best 
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fit values for this selection were \x = —1.03 and a = 0.31. The average pattern speed 

for the halos found to exhibit coherent rotation over both one and three gigayears 

(considering only halos with pattern speeds above three times the estimated error) was 

0.14/?. radians per gigayear. 
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Figure 4.17: Pattern Speed of a Single Halo Measured over Three Gigayears 
Top: The rotation of an undisturbed halo as a function of time over a three gigayear period. Each 
point represents the angle (in radians) that the halo has rotated over the time interval given. The 
slope of this plot (obtained by linear regression) gives the pat tern speed of the halo. 
Below: The residuals from the above fit. 
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Figure 4.18: Uncertainties in ilp : Measurements for Three Gigayear Period 
This figure is a plot of the measured pattern speeds of the simulated halos versus the estimated error 
in pattern speed. The green line represents the point at which the pattern speed is equal to the 
estimated error (1 a limit), the blue line depicts the point at which the pattern speed is equal to 
twice the error. Halos below the blue line, with pattern speeds less than the twice the error are not 
considered to be rotating coherently. 
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Figure 4.19: Pattern Speed Distribution for a Three Gigayear Period 
This histogram shows the distribution of the pattern speeds calculated from our undisturbed halos. 
The fit is a log normal distribution (equation 4.5) with [i = —1.04 ± 0.01 and a = 0.33 ± 0.01 

59 



4.10 Effect of Halo Properties on Pa t te rn Speed 
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Figure 4.20: Pattern Speed versus Halo Properties 
The left plot is of pattern speed versus mass density in surrounding environment. The right plot 
shows pattern speed versus halo mass. There is no correlation between these halo properties and the 
observed pattern speed of the halo. 

Finally, we have considered the effect of halo properties on the pattern speed. We 

have found no correlation between halo properties such as mass, or mass density in 

the surrounding environment and the observed pattern speed. To illustrate this we 

have, in figure 4.20, plotted a graph of halo pattern speed versus mass density and halo 

pattern speed versus halo mass. Clearly, the observed pattern speed is not dependent 

on either of these halo properties. 
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Chapter 5 

Conclusions 

We have simulated structure formation on cosmological scales using N-body simulations 

run on a single workstation, as well as in parallel on the University of KwaZulu-Natal's 

cluster of computers. We have simulated the evolution of 2563 particles in a box of 

length 50 h~l Mpc using the parallel version of the publicly available GADGET code. 

We have used the results from these simulations to investigate aspects of galaxy forma­

tion and demonstrated that structure forms in a hierarchical manner in our simulated 

cold dark matter universe. In particular, our focus has been on the rotation of dark 

matter halos identified in these simulations. 

We have found that the mass function determined from our simulation is well fit by 

the mass function obtained by Jenkins et al. [2001] using N-body simulations. This fit 

agrees well with the theoretical predictions of the Sheth and Tormen formula [Sheth 

and Tormen, 1999]. Our mass function also evolves with redshift as expected in a CDM 

universe. 

We have calculated the dimensionless spin parameter for the halos identified in our 

simulations. The distribution of this spin parameter was found to be well fit by a log 

normal distribution (equation 4.4) with a best fit value of AQ = 0.04. This agrees well 

with the values found by Barnes and Efstathiou [1987] and Bullock et al. [2001]. 
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Both of these tests suggest that the simulations we have run are reliable, agreeing 

with many previous simulations as well as with theoretical predictions. 

From the halos identified in our simulations, we then eliminated all halos that had 

recently undergone a major merger from our sample as we are interested only in the 

motion of undisturbed halos. We have also eliminated all halos with significant sub­

structure from our analysis. After eliminating the affected halos, we were left with a 

sample of 76 halos which were undisturbed over a period of one gigayear and a smaller 

sample of 69 halos unaffected over a three gigayear period. 

We then considered the environment of the halos produced by our simulations. We 

have shown that the sample of undisturbed halos we have chosen for analysis tend 

to be in more dense environments than the average halos in the simulation. This 

is consistent with the results of Gottlober et al. [2001] who suggest that the merger 

rate of isolated halos is higher than that of clusters and groups, at low redshifts (z < 1). 

We found that 60% of the 76 halos considered over one gigayear did exhibit coher­

ent rotation, and that the distribution of our pattern speeds was well fit by a log 

normal distribution centred at // = -0.93 ± 0.04 (flp = 0.12/? radians per gigayear). 

The mean pattern speed detected in our sample is 0.12/;. radians per gigayear, while 

the highest pattern speed observed was 0.93/? radians per gigayear. We have found 

that our halos exhibit pattern speeds of between 0.04 and 1.3 radians per gigayear 

(using h=0.7) when determined over a one gigayear period. The pattern speeds of 

our selected halos, determined over a one gigayear period, compare favourably with 

those found by Dubinski [1992], who found that his halos were rotating with pattern 

speeds between 0.1 and 1.6 radians per gigayear. The pattern speed of 1.1 radians per 

gigayear detected by Pfitzner [1999] is also consistent with the pattern speeds found 

in our simulation over this period. The mean pattern speed of our simulated halos, 

measured over one gigayear, is 0.12/? radians per gigayear, this compares favourably 

to the mean of 0.15/? radians per gigayear found by Bailin and Steinmetz [2004]. The 
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difference is probably due to the fact that we have considered the entire halo and not 

restricted our analysis to the central region of the halos. 

Of the smaller sample of halos, undisturbed over a three gigayear period, 75% were 

found to rotate coherently. Again, the distribution was well fit by a log normal curve. 

Best fit values of fi and a were, for this period, -1.04 ± 0.01 (ilp = 0.09h radians per 

gigayear) and 0.33 ± 0.01 respectively. The highest pattern speed detected over this 

period was 0.41/? radians per gigayear. The average pattern speed over a three gigayear 

period was 0.13/i radians per gigayear, consistent with the value determined over a one 

gigayear period. 

Our pattern speeds are significantly smaller than the speeds believed to be required to 

produce spiral structure (as suggested by Bureau et al. [1999]). 

In this project we have shown that many of the undisturbed halos selected from our 

cold dark matter simulation do exhibit coherent rotation over a period of three gi-

gayears. This places serious doubt on the validity of the assumption of stationary dark 

matter halos. 

In studying the relationship between the figure rotation axis and the minor axis, we 

found alignment for many of the halos but a significant fraction which were not very 

well aligned. The two axes are within 25° of each other in 35% of the halos, using our 

definition of a halo. If we restricted our analysis to the central region as did Bailin and 

Steinmetz [2004], our results agree with theirs. 

We have found no correlation between halo properties such as halo mass, or envi­

ronment and the pattern speed. 

With GADGET now setup and running in parallel on the KwaZulu-Natal cluster, 

many projects can be undertaken. To extend the work done in this project it would be 
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interesting to explore the characteristics of the galaxies embedded in these dark halos. 

This could be done by including semi-analytical modelling which would allow us to say 

how much light is in the spheroidal and disk components of the galaxies, and would, 

therefore, allow us to identify halos associated with specific galaxy types. It would also 

be interesting to study the effects of major mergers on the dark matter halos. As more 

processors are added to the cluster, we will be able to increase the number of particles 

simulated, and thereby increase the resolution of future simulations. 
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Appendix A 

Visualisation using Open GL 

Open GL (Graphics Library) is an open source software interface to graphics hardware 

which allows visualisation of problems relatively simply. Developed by Silicon Graph­

ics, it has become a standard graphics library consisting of about 250 commands which 

can be used on many different hardware platforms. Open GL is a low level language 

and a model is built using simple geometric primitives such as points and lines. 

We have used Open GL to visualise a small simulation. This program allows us to 

step through time, observing the formation of structure in our simulation. Figure A.l 

shows three screen shots taken from our Open GL program; these have been taken at 

different time steps and clearly show the particles falling together under gravity. 

The advantage to using Open GL is that the model is interactive - the user is able 

to zoom in and out, rotate the box through any angle in the x,y or z direction and to 

step through time as desired. To illustrate this we have included screen shots of our 

model from different angles in figure A.2 
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Figure A.l: Evolution of Structure in Simulated Box 
These three screen shots show the simulated box at different timesteps. Time is increasing to the 
right. 

Figure A.2: Rotation of Simulated Box 
The three screen shots above, show the simulated box from different angles. 
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Appendix B 

Linear Structure Formation 

The Cosmic Microwave background provides evidence that the universe was initially 

very smooth. Yet today, on small scales, we see an abundance of substructure. 

In fact, at the time of decoupling 

dJ!\ = _ + „ (5T\ <fl/, n-2 m-3̂  const x — ~ O(10" ' - 10" 
P J dec V T 

(B.l) 

while today the density of galaxies is about 105 times the average density of the universe 

and the density of galaxy clusters is ~ 103 times this average density. 

How does structure form out of such smooth initial conditions? 

It is often assumed that the density fluctuations in the universe result from quantum 

fluctuations greatly amplified during an inflationary phase. 

r, P„ 

Evolve with time 

Origin of structure: the growth of density fluctuations. 
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Figure B.l: Simulated Large-Scale Structure 
Initial fluctuations collapse under their own gravity to produce large-scale structure. 
This is a FITS image of a projected slice of the simulated box at redshift zero, showing filaments 
(particularly over dense regions) and voids (under dense regions). 

Initially, the overdensities will expand with the background expansion, the expansion 

of these overdensities will progress at a slower rate than the background expansion 

and the overdensitites will eventually break away from the expansion to collapse under 

their own gravity and form virialised systems. 

As a starting point for understanding the formation of structure we will consider how 

we expect matter in general to cluster within the linear regime. We will then apply 

this to dark matter in the linear regime. In order to go beyond this, into the non-linear 

regime, we use the simulations discussed in the main part of the thesis.. 

B.l Newtonian Structure Formation 

The universe is expanding, constantly changing with time; because of this it is useful 

to express fluctuations in density as a density contrast. 
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Fractional Density Contrast is defined as 

Sp(x) p (x) - p 
5 (x) = 

P P 

Density is then given by 

p(r,t)=p(t)[l + 8(r,t)} 

(B.2) 

(B-3) 

The Growth of an Overdensity 

Consider a spherical region of space. The mass contained within that sphere is given 

by 

M=pV = p{t) [1 + 5(T, t)] x -nR3 . (B.4) 

Conservation of mass requires this (equation B.4) to be constant. 

From this we can see that R oc - ^ — r and, knowing that for matter pm ex a"3 , we 
[!+*(*)]' 

have 

Roc 
a(t) 

[l + 5(t)]i 
(B.5) 

This means that for positive fluctuations (5 > 0) the radius R(t) must grow at a slower 

rate than the scale factor a. When this is the case, the sphere will break away from the 

expansion and collapse. The time at which R(t) stops growing is known as turnaround 

time. 

turn around 

^ 

time of collapse (tc) 
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The Evolution of Density Fluctuations 5(t) 

As a first step, we will neglect general relativity and use a classical Newtonian approach. 

This is sufficient provided the size of the structure is much smaller than the horizon 

distance (I <C d#). We will follow the approach given by Kolb and Turner [1993] 

B.2 Per turbat ion Growth in a Non-Expanding Fluid 

If we define p to be the matter density, v to be the local fluid velocity, p to be the 

matter pressure and cj> to be the gravitational potential then we can state the perfect 

fluid equations as follows 

| + V > v ) = 0 

f + ( v - V ) v + i + Vp + V0 = O (B.6) 

V2cb = 4nGp. 

The equations in B.6 are known as the Continuity equation, Euler equation and Poisson 

equation respectively. 

The simplest solution to the fluid equations would be one in which the matter is both 

evenly distributed and stationary - a static state. That is, the density and pressure 

are constant, and the velocity is zero. We also assume that the gravitational potential 

in such a state is zero, that is V0o = 0. This step is known as the 'Jeans swindle'. 

(po = constant, p0 = constant, v 0 = 0). Note that we have used the subscript 0 

to denote an unperturbed quantity. If we now consider a small perturbation about 

this static (unperturbed) state, we can express the density in the perturbed state as 

the sum of the density in the unperturbed state and the density contribution of the 

perturbation, i.e. p = po + pi- The subscript 1 will be used to represent a small 

perturbation from the static state. The increase in density at a point in the region will 

give rise to a pressure p — po +Pi> a velocity, v = v0 + Vi and a potential <f> = (fi0 + 4>i. 

We can then describe the perturbed state by the following 
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P = Po + Pi 

P — Po + Pi 
1 (B.7) 
V = V0 + Vi 

4> = <j>0 + 0 

We will consider adiabatic perturbations; this means that the equation of state (relating 

pressure to density) P — P ( p ), is independent of spatial coordinates. The sound speed 

(fg) is defined as the rate of change in pressure with respect to density, but since we 

are considering only adiabatic perturbations, we can write this as 

2 _ / dP\ Pi 

"•- ' .<£ = £ • (B' 

Substituting the perturbed quantities (density, pressure, velocity and potential) as 

given in equation B.7 into the 

• Continuity Equation we get -^ + poV • vx = 0. Since v 0 = 0 and p = constant. 

Here we have neglected higher order terms such as (pi(V • Vi)) 

• Euler Equation gives % + ^- Vpi + V^i = 0. Since, as the perturbations are very 

small, the velocities will be very small. This makes the term (v • V)v zero. Also, 

since the perturbations are so small, p\ <SC p\ and ) sa — 

• Poisson Equation yields V24>i = ATTGp\. An unperturbed region, where matter 

is uniformly distributed, will not experience a potential. The potential is due to 

the perturbation only. 

The perturbed versions of the perfect fluid equations are then, to a first order approx­

imation, given by 
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^ + A , V - v 1 = 0 

f + fVpi + V0i = 0 (B.9) 

V 2 0! =4irGpi. 

It is possible to combine the three equations from B.9. This is done by taking ~ of the 

perturbed continuity equation and substituting into this the perturbed version of the 

Euler and Poisson equations. Doing so results in a second order differential equation 

for />i, 

J~-vlV2
Pl = AGp,pll (B.10) 

which has the solutions of the form 

Pi(r, t) = 6(r, t) po = Aexp (—ik-r + itut)po (B-H) 

and u> and k satisfy the dispersion relation 

u2 = v
2

sk
2 - AnGpo . (B.12) 

The type of solutions found depend on whether ui is imaginary or real. 

If u; is imaginary, that is if v2 k2 < 4 TV G p, the solutions correspond to exponentially 

growing modes. 

However, when u is real, v2 k2 > 4 IT G p, the solutions are of a sinusoidal nature. 
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The perturbations will oscillate as sound waves. For u to be real, the sound speed 

must be the dominant term; this means that there must be significant pressure (recall 

the definition of sound speed equation B.8). This pressure acts against the gravitational 

collapse, causing oscillations. 

Clearly, there must be some critical value separating these behaviours. Using equation 

B.12 we can define that critical value to be 

fc = ( ̂  I • (B-13) 

where any values of k < kj will result in exponential growth (collapse), and values of 

k > kj will create oscillations, kj is known as the Jeans wavenumber. 

It is also useful to define the Jeans Length Xj and the Jeans Mass Mj 

A = 2 ^ 
kj 

3 \kj) 6 3 

„ / \ 3 ft 3 (B.14) 

The Jeans mass is simply the total mass contained within a sphere of radius -y . 

Masses less than Mj are stable, whereas masses greater than Mj are not and will 

undergo collapse. 

The timescale of the gravitational collapse is known as Dynamical timescale and is 

given by 

r d y n = ( I m o , ) - 1 ^ ( 4 ^ G > o ) ^ • (B.15) 

For pressure to act at any given length, enough time must have elapsed; this sets the 

timescale for a 'pressure response' to be 

pressure ^ ~~ • 
(B.16) 
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If rdynamic > rpressure the collapse will occur before the pressure is able to stabilise the 

system, and restore hydrostatic equilibrium, T dynamic > rpressure when A ~ —^-r ~ 
(Gpo) 5 

Aj. This sets a length scale which will be stable to gravitational collapse. 
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B.3 Growth of Perturbat ions in an Expanding Fluid 

Our discussion so far has ignored the expansion of the universe. For a thorough un­

derstanding of the linear nature of structure formation we must consider the effects of 

this expansion. 

Firstly, when considering the expansion of the universe the unperturbed quantities 

of density, velocity and potential are given by 

(B.17) 

Po = Po(to)a 3(t) 

v = - r 
a 

V0O = ^ f ^ a r . 

These perturbations then satisfy the following hydrodynamical equations 

^ + 3 fp 1 + f ( r - V ) p 1 + p 0 V - v 1 = 0 

^ + | v 1 + ^ ( r . V ) v 1 + f v ^ 1 = 0 (B.18) 

V20i = 4 T T G > 1 . 

In order to simplify this problem considerably we define 5(r,t) = — and use a Fourier 

Expansion of the form 

- ik • r 
^ ( r , i ) = (27r)-d / Mt)exp 

a(t) 
d\ (B.19) 

for the perturbations in density, velocity and potential of the system (iji = pi,Vi,<fii). 

In doing this, the equations B.18 become 

4 - f • vk = 0 
d-^-tev%-ik<pk = 0 (B.20) 
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It is also useful to split the velocity into rotational ( v j j and irrotational (v||) compo­

nents. 

Then v/- can be expressed as 

vfc = V | | (k )+v ± (k ) (B.21) 

Also, we know that 

V • v ± = 0 

V x V|| = 0 

k - v x ( k ) = 0 

k .V | | (k )= | | k | | | |V | , (k ) | | . 

(B.22) 

Thus the perturbed equations B.18 can be written (to a hrst order approximation) as 

v||(k) = ^ 4 + ^ (B.23) 

5k + 2f 4 + ( ¥ - 4TTGPO) 4 = 0. 

We will focus our attention on the last of these 

S + 2 - 5 + 
a 

2 ;„2 vlk Sl" Si -AirGpQ^CjSj = 0. (B.24) 

vt kz 
Since we are only interested in dark matter the term -^5— is zero, as there is no pressure. 

And we can rewrite equation B.24 as 

S + 2-5 + ATTGP0S = 0. 
a 

(B.25) 

In order to proceed we need to say something about -. We will do this firstly for a 

static universe and then for an expanding universe. 
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• A Static universe 

For a static universe H = - = 0, then from equation B.25 we have 5 oc 5. This 

means that in a static universe dark matter would experience exponential growth, 

as was the case with the non expanding fluid. 

S oc e^ , (B.26) 

Expansion in a static universe is too fast to explain the structures we observe 

today. 

• An expanding universe 

In an expanding universe H = - ^ 0 and we no longer have exponential growth. 

The non-zero H acts as a friction term slowing the perturbation growth. The 

Friedmann equation is given by 

H2 = ,a\ = SJGJ, _*» + A ( B 2 ? ) 

a J 3 a 3 

From this we can define a critical density, pc as 

2 

* = lrc- (R28) 

Using this definition of critical density and the fact that ^ = fim, we can re-write 

the Friedmann equation (with no curvature (k=0) and no cosmological constant 

(A = 0)) as 

AnGPm = ^QmH2. (B.29) 
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Radiation 

Matter 

1e-05 1e-04 0.001 0.01 

Scale factor a(t)/a(0) 
0.1 

Figure B.2: Density versus Scale Factor 
This shows the evolution of density with the scale factor. The density of radiation is depicted by the 
dotted line(blue), matter by the dashed line(green) and lambda by the solid line(red). 

Substituting equation B.29 into equation B.25 gives 

8 + 2118 --ilm(t)H25 = 0. (B.30) 

An expanding universe slows down the growth of fluctuations; instead of the 

exponential growth predicted by a static universe, we get a power law collapse. 

This is known as the expansion civilising effect. 
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B.4 Growth of Dark Matter Perturbations with Time 

Assuming the 'concordance' model for the universe (see table 1.1) the history of the 

universe can be divided into three distinct eras, depending on the dominant component 

at the time. 

Radiation : pr oc t"4 

Matter : pm oc t~3 (B.31) 

A : PA, oc constant. 

Early on, the universe was radiation dominated, but pr drops rapidly with time, al­

lowing matter to become the dominant component. As time continues, matter density 

continues to decrease (at a rate slower than that of the radiation density) until a point 

where it drops below the cosmological constant density. This is shown in figure B.2. 

We will now discuss the evolution of matter fluctuations in each of these eras. 

1. Radiation dominated Era 

We first consider the growth of matter fluctuations in a radiation dominated era. 

In the radiation dominated era H = - = h-
a At 

Q __ Prn — Pm Ptotal <£• 1 
m Pc Ptotal Pc 

since ^ ^ = 1 and pm < ptotai. 
Pc 

and equation B.30 becomes 

5 + -5 = 0 , (B.32) 

which has the general solution 

$m = Si + B2lnt. (B.33) 

The growth of matter fluctuations in a radiation dominated era is logarithmic. 
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2. A dominated Era 

In a A dominated model matter is subdominant (Q,m C l ) . 

H\ — - — A / 4 since a oc e\v 3 >. H\ is a constant. 
;1 a y A 'l 

Using this in equation B.30 we get 

5 = 2 HA 6 = 0 (B.34) 

which has the solutions 

Sm = cl + c2e-2HAt. (B.35) 

This means that the matter density fluctuations in a A dominated era will reach 

a constant size while the average matter density falls as p~m oc a~3 oc e~3HA*. In 

this scenario, structure formation will stagnate. 

3. The Matter dominated Era 

Finally, we consider the case of a matter dominated era. During this era a oc £5 

which makes H = \t. Also, flm = ~ = 1. 

This means that equation B.30 can be written as 

5 + \t5 - \ t2 = 0 (B.36) 

which has the solutions 

5(t)octn
 n = - l , n = | . 

We can write these solutions as S(t) = Dita + Z>2t_1 , where £)i, D2 are the 

growing and decaying modes respectively. The decaying mode becomes insignif­

icant rapidly, and we will focus on the growing mode. In the growing mode 
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5 oc ts oc a(t), the density fluctuation will grow with the expansion of the uni­

verse. 

In the Linear theory (i5 < 1) the overdensity will grow with the expansion of 

the universe. As the universe expands, 5 grows. As 5 becomes 0(1) non-linear 

theory is required to understand the development. We do know that, at this 

stage, the overdensity will break away from the expansion and collapse under 

gravity. 

The discussion above was for dark matter only, that is, for collisionless, dissipationless 

matter. Baryons are not dissipationless; they will radiate heat, cool and fall to the 

centre of the halo. The dark halo will extend far beyond the boundaries of the galaxy. 

The discussion was also limited to linear theory where i <C 1 clearly, a non-linear 

approach is needed to understand structure formation beyond this point. Galaxies and 

galaxy clusters have S ~ 102 — 103. To study this behaviour we will use a numerical 

approach. This is discussed in detail in chapter 2. 
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Appendix C 

Rigid Body Rotation 

In this project, we study the rotation of the dark matter halos produced in cold dark 

matter simulations, trying to determine whether or not there is any appreciable rotation 

of the halo as a whole. Here we discuss rigid body rotation in general, following the 

approach taken by Goldstein [1980]. 

A rigid body can be defined as a collection of particles whose relative distances remain 

fixed. Of course, this is only an idealised model as the constituent particles within 

the parent body will usually be free to move, and will undergo some relative motion. 

Fortunately, the scale of this motion is usually microscopic in relation to the rotation 

of the body and the relative motion of the particles can usually be safely ignored. Also, 

in real systems, forces on the system will cause it to deform, affecting the shape of the 

body. This effect will be neglected in the following discussion; we will assume our rigid 

body to have a definite, unchanging shape. 

In order to fully specify the position of a body, only six co-ordinates are needed. These 

are often taken to be the co-ordinates of the body's centre of mass, and three inde­

pendent angles, which will give the orientation of the body co-ordinate system with 

respect to the fixed (or inertial) system. In order to simplify the problem, the center 

of mass can often be made to coincide with the origin of the body co-ordinate system. 
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Any finite motion of a rigid body can be regarded as the sum of two independent 

motions - a linear translation of some point, and the rotation of the body about that 

point. 

Consider a rigid body, composed of N particles with masses ma where a = 1,2 . . . N. 

Let the body rotate with an instantaneous angular velocity u> about a point fixed with 

respect to the body co-ordinate system. And let the body move with an instanta­

neous velocity V with respect to the fixed co-ordinate system. Then the instantaneous 

velocity of a particle in the fixed system can be expressed as: 

v / = V + v r + c j x r (C.l) 

where 

Vf = velocity relative to the fixed axes. 

V = linear velocity of the moving origin. 

v r = velocity relative to the rotating axes. 

OJ = angular velocity of the rotating axes. 

w x r = velocity due to the rotation of the moving axes. 

Since the body is rigid all velocities with respect to the rotating or body system are 

zero (vr = 0). The remaining velocities are understood to be with respect to the fixed 

system. 

C.l Kinetic Energy of the Rigid Body 

The kinetic energy of the ath particle is given by: 

Tn = -mavl. (C.2) 
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The total kinetic energy is then given by the sum of TQ over all particles, replacing va 

with equation C.l. 

T = - ^2 m°cy2 + ^ ' W X E m°ra + 9 X! r U a (w x r° (C.3) 

Equation C.3 is a general expression for the kinetic energy of a system and is valid 

for any choice of origin. However, it is often convenient to chose the origin to coincide 

with the center of mass of the body, making the second term in equation C.3 zero. 

Following this choice of origin, the kinetic energy can then easily be expressed as the 

sum of two independent parts: 

T = Tf + Tr, translation i J rotation 

where 

translation 2 A^Q m<* * 

^rotation = 2 ^ « m<* ( w x r«) 

The kinetic energy has been separated into a component due to translation and a 

component due to rotation. 

Consider the rotational kinetic energy. Using the identity 

(A x B)2 = (A x B) • (A x B) = A2B2 - (A • B) (C.4) 

and expressing r a = (xQ,i, xa,2> ^0,3) the rotational kinetic energy can be re-written as: 

^rotation - 9 Z_> u" w i 2_^ m « 
hj 

6ij Yl: 
'a,k •Ea,i%a,j (C.5) 

If we define the ij element of the sum over a to be 1^ such that: 
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^3 = S m° Oij / j Xak Xa,i
xa.j (C.6) 

then we have 

-'rotation — 2 ^ k ^ i ^ i (C.7) 

Ijj, as defined in equation C.6, is known as the Inertia Tensor. 

C.2 Angular Momentum of the Rigid Body 

Using a similar approach, we now consider the angular momentum of a system. The 

angular momentum of a body with respect to some fixed point (O) in the body co­

ordinate system is given by: 

L = J^ ra x pc (C. 

The momentum of the ath particle is p a = mava = mQ(a; x r a ) . Using this, and the 

identity given by equation C.4, we can rewrite equation C.8 as follows 

L = ^ mQ [r^oi - ra (rQ • w) (C.9) 

If we now consider the angular momentum in terms of the components of u> and rQ, 

using rQ.j = xQii we can write the i component of the angular momentum as: 

L< = Z rnn 
k 

a,k Xoc,i / J \xa.jUj) (CIO) 
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or 

L* = H^\E ®ij 7 j a,k •*/a,i^a:,j (C.ll) 
J a 

if we use tUi = YLj^i^n- Using definition of Ijj (equation C.6) we see that the angular 

momentum can be expressed as 

Li — 2_^ hjUj (C.12) 
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Appendix D 

Pat tern Speed Fits 

This appendix gives additional pattern speed fits, for all halos identified as undergoing 

coherent rotation. Figure D.l shows the pattern speed fits obtained for all of the halos 

found to be undergoing coherent rotation over both one and three gigayear periods, 

over a period of one gigayear. The first 25 plots are the fits to halos exhibiting pat­

tern speeds larger than 3 times the estimated error. The last 5 show detections above 

twice the error but below three times this value. Figure D.2 shows the fits to halos 

only identified as rotating over a one gigayear period. The first 11 plots show rotation 

speeds above three times the error. 

Adjusting our cutoff so as to include only those halos with pattern speeds above three 

times the error does not significantly change the pattern speed distribution, best fit 

values for this selection were ji = —0.88 and a = 0.34. 

Figure D.3 shows the pattern speed fits obtained for all of the halos found to be 

undergoing coherent rotation over both one and three gigayear periods, over a period 

of three gigayears. The first 26 plots show halos with measured pattern speeds greater 

than 3 times the error. The last 4 show detections above twice the error but below 3 

times this value. As we found with our one gigayear sample, adjusting our cutoff to 

include only those halos with pattern speed detections greater than 3 times the error 
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does not significantly change the pattern speed distribution, best fit values for this 

selection were /j = —1.03 and a = 0.31. 
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Figure D.l: Pattern Speed Fits: Coherent Rotation over 1 & 3 Gyrs (1 Gyr fit). 
This figure shows the pattern speed fits to all of the halos identified as rotating over both one and three 
gigayear periods, over the one gigayear period. The horizontal axis gives the time in h"1 gigayears 
and the vertical axis gives the rotation in radians. The first 25 plots show the fits to halos exhibiting 
pattern speeds greater than 3 times the estimated error. 
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Figure D.l continued. 
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Figure D.2: Halos Identified as Rotating over One Gigayear Only. 
The horizontal axis gives the time in ft-1 gigayears and the vertical axis gives the rotation in radians. 
The first 11 plots show pattern speeds greater than three times the estimated error. 

96 



0 2'- 0.08 

Figure D.2 continued. 
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Figure D.3: Pattern Speed Fits: Coherent Rotation over 1 & 3 Gyrs (3 Gyr fit). 
This figure shows the pattern speed fits to all halos identified as rotating over both one and three 
gigayear periods. The horizontal axis gives the time in h^1 gigayears and the vertical axis gives the 
rotation in radians. The first 26 plots depict pattern speeds greater than three times the estimated 
error. 
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Figure D.3 continued. 
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Figure D.4: Halos Identified as Rotating over 3 Gigayears Only. 
The horizontal axis gives the time in h~x gigayears and the vertical axis gives the rotation in radians. 
The first 17 plots show pattern speeds greater than three times the estimated error. 
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