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ABSTRACT

The vision of anytime, anywhere communications coupled by the rapid growth of

wireless subscribers and increased volumes of intemet users, suggests that the

widespread demand for always-on access data, is sure to be a major driver for the

wireless industry in the years to come. Among many cutting edge wireless

technologies, a new class of transmission techniques, known as Multiple-Input

Multiple-Output (MIMO) techniques, has emerged as an important technology

leading to promising link capacity gains of several fold increase in data rates and

spectral efficiency. While the use of MIMO techniques in the third generation (3G)

standards is minimal, it is anticipated that these technologies will play an important

role in the physical layer of fixed and fourth generation (4G) wireless systems.

Concatenated codes, a class of forward error correction codes, of which Turbo codes

are a classical example, have been shown to achieve reliable performance which

approach the Shannon limit. An effective and practical way to approach the capacity

of MIMO wireless channels is to employ space-time coding (STC). Space-Time

coding is based on introducing joint correlation in transmitted signals in both the

space and time domains. Space-Time Trellis Codes (STTCs) have been shown to

provide the best trade-off in terms of coding gain advantage, improved data rates and

computational complexity.

Super-Orthogonal Space-Time Trellis Coding (SOSTTC) is the recently proposed

form of space-time trellis coding which outperforms its predecessor. The code has a

systematic design method to maximize the coding gain for a given rate, constellation

size, and number of states. Simulation and analytical results are provided to justify the

improved performance. The main focus of this dissertation is on STTCs, SOSTTCs

and their concatenated versions in quasi-static and rapid Rayleigh fading channels.

Turbo codes and space-time codes have made significant impact in terms of the

theory and practice by closing the gap on the Shannon limit and the large capacity
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gains provided by the MIMO channel, respectively. However, a convincing solution

to exploit the capabilities provided by a MIMO channel would be to build the turbo

processing principle into the design of MIMO architectures. The field of concatenated

STTCs has already received much attention and has shown improved performance

over conventional STTCs. Recently simple and double concatenated STTCs

structures have shown to provide a further improvement performance. Motivated by

this fact, two concatenated SOSTTC structures are proposed called Super-orthogonal

space-time turbo codes. The performance of these new concatenated SOSTTC is

compared with that of concatenated STTCs and conventional SOSTTCs with

simulations in Rayleigh fading channels. It is seen that the SOST-CC system

outperforms the ST-CC system in rapid fading channels, whereas it maintains

performance similar to that in quasi-static. The SOST-SC system has improved

performance for larger frame lengths and overall maintains similar performance with

ST-SC systems. A further investigation of these codes with channel estimation errors

is also provided.
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Chapter1

CHAPTERl

INTRODUCTION

1.1 Evolution of Mobile Communication

INTRODUCTION

The evolution of the Internet during the last 40 years or so has dramatically changed the

way in which both individuals and organizations view their means of communication.

With the advent of broadband technology accelerating the use of the Internet as a medium

for transmitting data, it was inevitable that there would be a challenge to the telephone as

the principal means of voice communication. Emerging wireless communication systems

require a combination of data rates, robustness and quality of service of unprecedented

levels.

Initially the first generation of mobile cellular telecommunications systems appeared in

the 1980's. They used analog transmission techniques for traffic, which was almost

entirely voice, were restricted by limited system capacity and support for mobility was

weak. At the time there were no dominant standard, as each country developed its own

system, limiting usage within national boundaries and avoiding economies of scale. The

most successful standards of the time were Nordic Mobile Telephone (NMT), Total

Access Communication System (TACS), and Advanced Mobile Phone Service (AMPS)

[2].
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Chapterl INTRODUCTION

The second generation (2G) mobile cellular systems use digital radio transmission for

traffic. These networks have much higher capacity than first generation Cl G) systems.

The four main standards for 2G systems are Global system for Mobile (GSM)

communications, IS-95 code division multiple access (CDMA), TDMA-time division

multiple access or (D-AMPS) and personal digital cellular (PDC). GSM is by far the

most successful and widely used 2G system. By September 2002 there were more than

460 GSM operators with approximately 747.5 million users [2]. While the step from the

first to second generation mainly brought the transition from analog to digital, the

approach to third generation (3G) system is mainly driven by the fast rise of Internet and

the ever increasing need for fast data transmission capabilities while on the move.

The idea of 3G became evident with the need for more capacity, new frequencies and

higher bit rates. In the same year that GSM was commercially launched, the European

Telecommunication Standards Institute had already started the standardization work for

the next new system called the Universal Mobile Telecommunication System (UMTS) or

3
rd

Generation Partnership Project (3GPP). All the significant 3G versions serve to

protect their corresponding 2G system investments and UMTS/3GPP is an extension of

GSM. In order to coordinate global standardization of 3G systems, the International

Telecommunications Union (ITU) formed the International Mobile Telecommunications

for the 21 sI century (IMT-2000) program. The IMT-2000 is the umbrella specification of

all3G systems. The IMT-2000 accepted the following proposals as IMT-2000 compatible.

They are IMT Direct Spread (IMT-DS, also known as UTRA FDD), IMT Multicarrier

(IMT-MC, also known as CDMA2000), IMT Time Code (IMT-TC, also known as

UTRA-TDD/TD-SCDMA), IMT Single Carrier (IMT-SC, also known as UWC-136) and

IMT Frequency Time (IMT-FT, also known as DECT). The number of accepted systems

indicates that the ITU adopted a policy that no serious candidate should be excluded from

the IMT-2000 specification. Thus, IMT-2000 is not actually a single radio interface

specification but a family of specifications.

It is often said that it is rather difficult to predict what kind of system will constitute the

4G mobile telecommunication systems. It should be noted that the term 4G is not defined
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Chapter1 INTRODUCTION

yet and there will not be a single network branded as 4G in the same way that there is

2G-GSM or 3G-UMTS. Instead 4G will be a collection of networks and a wide variety of

smart devices communicating with each other. The future 4G-compatible networks will

certainly include the UMTS and enhanced GSM deployments, but these may also include

wireless local area network (WLAN) (e.g. 802.11 family), satellite networks, broadcast

networks such as digital audio broadcasting (DAB) or even digital video broadcasting

(DVB), and many other types of networks. The 4G technology will produce for a

collection of different kinds of multiple access networks in which a user can gain a portal

to the intemet by the most appropriate means. This will be a departure from one-network­

can-do-anything approach. These networks must cooperate seamlessly.

It is predicted that there will be more than two billion mobile users worldwide by 2010,

and about half of them will use 3G systems. This is only the number of users; there will

be even more wireless telecommunication devices around. The devices or modules will

be embedded into other equipment, such as cars, laptop computers, and household

appliances. Moreover, there will be communication chips in various kinds of vending

machines, traffic control systems, payment terminals and so on.

Among many cutting edge wireless technologies, a new class of transmission scheme,

known as Multiple-Input Multiple-Output (MIMO) transmission schemes which employ

space-time coding techniques has emerged as an important technology, leading to

promising link capacity gains of several-fold increase in spectral efficiency. While the

use of MIMO techniques in the 3G standard is minimal, it is anticipated that these

techniques will play an important role in the physical layer of fixed broadband and 4G

wireless systems. Currently the 3GPP standard defines a maximum user data rate of

2.048Mb/s to the user equipment (UE). The high speed downlink packet access (HSDPA)

extension to the 3GPP standard defines a new maximum user data rate of 10.8Mb/s to the

UE [4]. Furthermore, with the proposed use of multiple antennas (i.e. MIMO extensions

to HSDPA), even higher user data rates up to 21.6Mb/s may be defined. These downlink

data rates are up to a factor of 10 times higher than the current 3GPP standards and so the
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Chapter1 INTRODUCTION

HSDPA UE would require the inclusion of a turbo decoder capable of operating at much

higher data rates.

The increasing demand for high data rates in wireless communications due to emerging

new technologies makes wireless communications an exciting and challenging field. The

spectrum or bandwidth available to the service provider is often limited and the allotment

of new spectrum is often not forthcoming. A further requirement is that the decoding

operation is simple enough to allow real time processing, low power consumption,

compact implementations and low cost. The success of 2G and 3G digital wireless

standards provide a concrete demonstration that good ideas from communication theory

can have a significant impact in practice. The research thrust in the past decade has led to

a much richer set of perspectives and tools on how to communicate over wireless

channels, and the future of wireless technology in general is looking bright.

1.2 Digital Communication Systems

This section describes the basic components that make up a digital communication

system. Various methods that are used to improve system performance are discussed and

lastly the field of space-time coding (STC) is introduced.

1.2.1 An Overview

The goal of a communication system is to transform the information generated by a

source into a form that can withstand the effects of noise over the transmission medium

and so can be reliably and efficiently recovered at the destination. A basic

communication system [3], shown in Fig. 1.1, is essentially composed of the transmitter,

the channel and the receiver.
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Chapter! INTRODUCTION

Information .... Source Channel Digital
Source

..
Encoder

~

Encoder modulator

'.
Channel

r

Information Source -- Channel ~ Digital
Source

.....
Encoder - Decoder - Demodulator

Fig. 1.1: A communications system.

The information source may be analog or digital in nature. An analog signal would be

sampled and quantized before transmission through a digital system. The information

source usually contains redundancy. These are either dependencies between successive

symbols, or the probability of the occurrence of each symbol is not uniform. A source

encoder is beneficial in these circumstances and is used to remove the redundancy before

transmission so that the fewest number of bits are used to represent the information. This

process is often referred to as compression. The channel encoder then adds a controlled

amount of redundancy to the compressed data in order to make the transmission of the

compressed data more reliable. The redundancy is introduced by means of an error

correcting code that enables the receiver to detect and correct a limited number of errors

that corrupt the information during transmission through the channel. Since the bits are

not suitable for transmission over a physical channel, the digital modulator is used to

transform them into a continuous-time waveform for transmission this waveform is then

sent over the physical channel.

The channel is the medium that separates the transmitted and received data. The

communication channel between the transmitter and receiver corrupts the transmitted

signal in a random like manner. The main processes that corrupt the transmitted signal

are time-varying multipath fading, additive white Gaussian noise (AWGN) and
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Chapter1 INTRODUCTION

cochannel interference. Typical transmission channels include wireline channels, wireless

channels, fibre optic channels, underwater acoustic channels, etc.

At the receIver side, the digital demodulator processes the corrupted waveform and

produces the estimation of the transmitted data. The output of the demodulator is passed

to the channel demodulator is passed to the channel decoder which uses the redundancy

and the knowledge of the channel code to detect and correct errors caused by the physical

media. Finally, the source decoder accepts the decoded bits and attempts to reconstruct

the original information source with knowledge of the source encoding method.

Due to the corruption caused by the channel, the demodulated signals may be in error,

and the channel decoder may not be in a position to correct these errors. The rate of errors

in the information stream can be expressed in terms of the number of bit errors in a frame

which is the bit error rate (BER) or the number of frames in error after the transmission

of a number of frames (FER), and can be used as a tool to measure the performance of

the channel encoder and modulator. The capacity that can be achieved by the system

indicates the bandwidth efficiency of the scheme and can be measured as a ratio of data

rate in bits per second to the bandwidth in Hz used. Hence a highly bandwidth efficient

system implies a system having high capacity and its units are bpslHz.

1.2.2 Error Correcting Codes

The transmission system shown in Fig. 1.1 is strictly a one way system as it is in the

forward direction. Unlike a two way system which can use automatic repeat request

(ARQ) with error detection and retransmission, the error control strategy for a one way

system must be forward error correction (FEC), which automatically corrects errors

detected at the receiver. FEC includes block codes, convolutional codes, as well as

concatenated codes which are built from block and convolutional codes. These FEC

codes improve system performance at the cost of increased system bandwidth.
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Chapterl INTRODUCTION

Block codes were developed initially and include the following types of codes: Bose­

Chaudhuri-Hocquenghem (BCH) codes [3], Reed-Solomon (RS) codes [5], Low Density

Parity Check (LDPC) codes [6] etc. The first practical decoding algorithm for block

codes was threshold decoding introduced by Reed [7]. Recently, soft decision decoding

of block codes have gained increasing attention by the coding research community [8].

Convolutional codes (CCs) are fundamentally different from block codes as they have

memory so that the mapping from the information bits to he code bits is a function of the

past information bits. CCs were first invented by Elias [9], who proved that randomly

chosen codes of this type were good. Convolutional codes were first decoded using

sequential decoding, but the first optimal (maximum likelihood) decoder was proposed

by Viterbi in 1967. Another advantage of convolutional codes over block codes is the

existence of soft-decision decoding algorithm such as the soft decision Viterbi algorithm,

the Maximum-a-posteriori (MAP) [10] or Soft-Input Soft-Output (SISO) algorithm [11].

Fomey first introduced concatenation in 1966 [12] where an inner CC code and an outer

RS code were in cascade. A symbol interleaver is used between the inner and outer code

so that long bursty error from the inner decoder are broken into separate blocks for the

outer decoder. In 1993 a major breakthrough was made in concatenated coding with the

discovery of turbo codes by Berrou et al. [13], [14]. A detailed description and study of

these codes are discussed in the next chapter. Turbo codes achieve performance close to

Shannon limit with the combination of two or more recursive systematic convolutional

(RSC) codes, a pseudorandom interleaver, and a MAP iterative decoding algorithm. The

algorithm exchanges extrinsic information between decoders, which allows the decoding

process to be iterated several times, decreasing the number of errors per iteration. The

design of decoders for 3G systems is heavily dependant on the intended use, either base

station or user equipment. Two distinct channel coding methods which form the core of

error control coding at the physical layer for 2G and 3G mobile cellular systems (e.g.

GSM, GPRS, 3GPPIUMTS, CDMA2000) are convolutional coding and turbo coding.
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Chapter1

1.2.3 Diversity

INTRODUCTION

The wireless environment presents a challenging communication problem due to

multipath fading caused by destructive addition of multipaths and interference from other

users in multiple access systems. For example, a basic wireless multi-antenna system in a

fading channel as seen in Fig. 1.2, every signal received at the receiver comprises

multiple components of the same signal caused by reflection, refraction and scattering,

normally within a certain angular range.

s\(t)~ L Y\ (t)

S2(t)~
Scattering LS(t) Medium Y2(t) Y(t)

SNT(t~ L YNT(t)

Nr NR

Fig. 1.2: A wireless multi-antenna channel.

Owing to the movement of the mobile users and the change of the surrounding

environment, these components vary from in phase to out of phase, and therefore the

strength of the resultant signal at any given point, moving or stationary, fluctuates

between highs and lows. The fading profiles of such signals depend on many factors, but

they tend to become uncorrelated if the points of measurements are distant. If multiple

copies of the original signal are transmitted over independently fading sub channels, the

probability of each signal undergoing a deep fade is greatly reduced. The idea of

obtaining a number of different copies of the same signal is called diversity, such

techniques provide a powerful toolset for achieving reliable transmission over fading

channels.
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Diversity is the technique resorted to in order to combat fading. There are several

methods of obtaining more than one version of a signal at the receiver. These are

basically divided into three main categories namely time, frequency and space diversity.

In time or temporal diversity, replicas of the transmitted signal are provided across time

by a combination of channel coding and time interleaving strategies. The key

requirements here for this form of diversity to be effective is that the channel must

provide sufficient variation in time, and hence provide little diversity gain in quasi-static

fading channels. One of the drawbacks of the scheme is that due to the redundancy

introduced in the time domain, there is a loss in bandwidth efficiency.

In frequency diversity, replicas of the original signal in the frequency domain are

provided. It is applicable in cases where the frequency separation between sub channels is

greater than the coherence bandwidth. Like time diversity, frequency diversity induces a

loss in bandwidth efficiency due to a redundancy introduced in the frequency domain.

Space diversity, has been a popular technique in wireless communications and is also

called antenna diversity. It is implemented by using multiple replicas of the same

transmitted signal which are provided across different antennas. In space diversity, the

replicas of the transmitted signals are usually provided to the receiver in the form of

redundancy in the space domain. Unlike time and frequency diversity, space diversity

does not induce any loss in bandwidth efficiency. This property is very attractive for

future high data rate wireless communications. Polarization diversity and angle diversity

are two examples of space diversity. In polarization diversity, orthogonal polarization

signals are transmitted by two different polarized antennas and received by two different

polarized antennas. Different polarizations ensure that the two signals are uncorrelated

without having to place the two antennas far apart [15]. Angle diversity resolves and

combines signals with different angles of arrival.

Diversity schemes can also be classified according to the type of combining methods

employed at the receiver. According to the implementation complexity and the level of
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channel state information required by the combining method at the receiver, there are

four main types of combining techniques, including selection combining, switched or

scanning combining, equal gain combining and maximal ratio combining, of which

maximal ratio combining achieves superior performance.

Depending on whether multiple antennas are used for transmission or reception, we can

classify space diversity into two categories namely receive diversity and transmit

diversity. In receive diversity, multiple antennas are used at the receiver site to pick up

independent copies of the transmitted signals. In present cellular mobile communications

multiple antennas are used at the base station to create uplink (from mobiles to base

stations) receive diversity. This improves the quality and range in the uplink. For the

downlink (from base station to mobile), it is difficult to utilize receive diversity at the

mobile. This is due to the fact that generally mobile terminals are required to be small,

light weight and have low power consumption. The use of receive diversity at the mobile

terminal, increases its cost, size and power consumption due to multiple antennas and

radio frequency down conversion chains.

Transmit diversity decreases the required processing power of the receivers, resulting in

simpler system structure, lower power consumption and lower cost. It is also easier to

install multiple transmit antennas in the base station and provide more power for the

multiple transmit antennas resulting in extra power for multiple transmissions.

Furthermore transmit diversity schemes have shown to increase channel capacity

considerably [14], [15]. Transmit diversity is one of the key contributing technologies

involved in defining the ITU endorsed 3G systems such as W-CDMA and CDMA2000.

Diversity in the mobile terminals exists in Korean and Japanese mobile communication

systems, and UMTS is prepared for it.

In order to improve the performance of the multiple antenna transmissions, it is possible

to combine error control coding with the transmit diversity design. This can be done by

viewing coding, modulation and multiple transmissions as one single processing module.
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Coding techniques designed for multiple antenna transmission are called space-time

coding [17] and an important form of that scheme is briefly discussed in the next section.

1.2.4 Super-Orthogonal Space-Time Trellis Codes

With the increasing demand on high data rate services and advances in DSP chips, the

development of technology related to MIMO systems that rely on the use of multiple

antennas at both the base stations and mobile terminals is emerging. The use of these

systems relates to increase in capacity of wireless channel which is expressed as the

maximum achievable data rate for an arbitrarily low probability of error. Space-time

coding schemes combine the channel code design and the use of multiple transmit and

receive antennas. In general the construction of space-time coding schemes is to a large

extent a trade-off between the three conflicting goals of maintaining a simple decoding

(i.e. limit the complexity of the receiver), maximizing the error performance, and

maximizing the information rate. A number of different approaches have been proposed.

These are layered space-time codes [18], [19] space-time block codes (STBC) [20],

space-time trellis codes (STTC) [17] and recently super-orthogonal space-time trellis

codes (SOSTTC) [21]. These schemes are discussed in more detail in section 3.4 and

section 4.2. These schemes generalize the classical concept of coding on the temporal

domain to coding on both spatial and temporal domain.

Space-time trellis codes constitute one of the first proposed and studied classes of space­

time codes. It is well known that the STTCs achieve higher coding gains than STBCs [22]

and both achieve maximum diversity gain. STTCs have also shown to outperform layered

STCs. A new class of STCs called SOSTTC codes provides a new structure STTC that

guarantees full diversity and provides opportunity to maximize the coding gain. They

have shown to have a systematic design method for a given diversity, rate and state size.

A number of concatenated STTC schemes have been proposed in the literature. But there

have not been any such schemes proposed for the SOSTTC case in the literature. As these

codes are relatively new not much work has been published in this area.
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1.3 Motivation

INTRODUCTION

With the integration of the internet and multimedia applications in next generation

wireless communications, the demand for reliable high data rate services has grown in a

literally explosive manner during the last couple of years. An issue with current wireless

systems is the conflict between the increasing demand for wireless services and scarce

electromagnetic spectrum. With limitations on spectrum, size, cost and power

consumption of the mobile terminal, these systems must be power and bandwidth

efficient. Unlike the Gaussian channel, the wireless channel introduces a variety of

impairments to the transmitted signal, of which time-varying multipath fading can be

considered to be one of the most significant. The main goal of the systems to be designed

would be to overcome this problem without increasing system bandwidth or transmission

power.

The best remedy for these imperfections would be to apply diversity techniques. Antenna

diversity is a suitable choice as it successfully mitigates the effects of multipath fading at

no increase in system power or bandwidth, unlike time and frequency diversity

techniques. Receive diversity techniques have been employed in a number of systems

especially in the uplink in cellular systems. However, due to the receive terminal for

example where the mobile terminal being restricted in terms of cost, size, and power

constraints, receive diversity is not very efficient. In such a situation, transmit diversity

has shown to deliver the required tasks of overcoming multiple fading at no increase in

system power or bandwidth and without sacrificing the limitations placed on the mobile

terminal.

Space-time coding (STC) schemes combine the channel code design and the use of

multiple transmit antennas. Space-time trellis codes are a form of STCs and have

received much attention in their singular forms and various concatenated forms for a

variety of channel realizations. Super-orthogonal space-time trellis codes are a relatively

new form of STTC codes which have recently shown improved performance and
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systematic design principles. An in depth study and variations of this code in either

conventional or concatenated forms are yet to be investigated in the current literature.

The research focuses on the use of coded diversity techniques in multiple-input multiple­

output (MIMO) systems. Two concatenated forms of SOSTTCs referred to as super­

orthogonal space-time turbo codes are proposed to further improve the performance in

terms of coding gain of conventional SOSTTCs.

1.4 Dissertation Overview

This dissertation is divided into six chapters. The outline of each of the chapters is as

follows. Chapter 1 gave a brief overview of the evolution of the different generations and

discussed 3G cellular systems and shed light on future necessities and requirements for

4G systems. A basic communication system model was described, various error

correcting codes and diversity techniques used to improve system performance were

outlined. Space-time coding and SOSTTCs which merge spatial and temporal diversity

with channel coding techniques were discussed. The general motivation for the work

done in this dissertation was then given.

In Chapter 2 a review on error correcting coding techniques using convolutional and

concatenated codes, turbo coding in particular is carried out. The iterative decoding

scheme and explanation of the MAP algorithm is presented. Simulation of the turbo

codes and analytical results using union bounds are also provided.

In chapter 3, a generalized system model employing multiple transmit and receIve

antennas is presented. Next a literature survey on multi-antenna transmission systems

employing error control coding is provided. The prospects of achievable channel capacity

for these systems are described and some results are given. The various types of space­

time coding schemes capable of approaching these theoretical limits are reviewed. We

look at adaptively weighted space-time trellis codes (AWSTTC) which employ channel
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state information (CSI) at the transmitter. Space-time trellis codes provide a good trade­

off in terms of constellation size, trellis complexity and system performance are

discussed in a broader detail in this chapter. Recent work in the field is reviewed, the

STTC system architecture is described and performance results are presented.

A relatively new form of space-time trellis coding called super-orthogonal space-time

trellis codes which provide improved performance over its predecessors, and also

employs systematic code design is discussed in detail in chapter 4. The performance of

these codes in both quasi-static and rapid fading channels is discussed. A specific design

method for improvement of the codes performance is also provided. Analytical results

using coding gain distance (CGD) and moment generating function (MGF) methods are

also presented.

Chapter 5 focuses on the concatenation of convolutional codes with super-orthogonal

space-time trellis codes as constituent codes. A brief review on previous concatenated

convolutional codes and space-time trellis codes is given. Two concatenated SOSTTC

structures are proposed where the encoding and decoding of each system is described in

detail. A look at the codes performance in the presence of channel state information

estimation through pilot symbol estimation method is also investigated. Simulation

results for the codes are presented for both quasi-static and rapid fading channels, and are

compared with the performance of similar concatenated STTC codes.

The results presented in chapter 2 through 5, were generated using custom built software

simulation environments which were developed by the author using the C++

programming language.

Lastly, conclusions are drawn and possible topics for future work are discussed in chapter

6.
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1.5 Original Contributions in this Dissertation

The original contributions of this dissertation include:

INTRODUCTION

1. A mathematical analysis of coding gain for AWSTTC in quasi-static fading

channel is performed.

2. A look into the computational complexity of implementing turbo codes,

space-time trellis codes and their concatenated versions in hardware.

3. Two new concatenated SOSTTC structures are proposed and their

performance investigated for Rayleigh fading channels..

4. The effect of imperfect channel estimation is incorporated into the

concatenated SOSSTC code for quasi-static channels.

Parts of the work in this dissertation have been presented, or submitted by the author to

the following local and international conferences and journals:

1. 1. N. Pillai and S. H. Mneney, "Adaptively weighted space-time trellis codes,"

Proceedings ofSouth African Telecommunications Networks and Applications

Conference (SATNAC 2004), Spier, Stellenbosch, South Africa, Sep. 2004.

2. 1. N. Pillai and S. H. Mneney, "A review on issues related to the

implementation of Turbo codes and space-time trellis codes," Proceedings of

IEEE Africon 2004, Gabarone, Botswana, Sep. 2004.

3. 1. N. Pillai and S. H. Mneney, "Super-orthogonal space-time trellis codes for

rapid Rayleigh fading channels," Proceedings of South African

Telecommunications Networks and Applications Conference (SATNAC 2005),

Central Drakensburg, Durban, South Africa, Sep. 2005.

4. 1. N. Pillai and S. H. Mneney, "Concatenated super-orthogonal space-time

trellis codes in Rayleigh fading channels," Accepted IEEE EUROCON 2005,

Conference on Computer as a Tool, Belgrade, Serbia and Montenegro, Nov.

21-242005.
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5. 1. N. Pillai and S.H. Mneney, "Turbo decoding of super-orthogonal space­

time trellis codes in Rayleigh fading channels," to appear in Transactions on

Springer's International Journal on Wireless Personal Communication in

June 2006.
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2.1 Introduction

CHAPTER 2

TURBO CODES

TURBO CODES

Novel communication and information services are being introduced almost on a daily

basis and the demands for higher data rates and communication capacity continue to

grow. This spectacular progress of communication is to a great extent due to consistent

performance increase and cost reduction of devices and circuit technology. Such

advancements have also been fostered by major theoretical developments [23].

Shannon's 1948 paper entitled "A Mathematical Theory of Communication" [1] launched

the twin fields of Information Theory and Error Control Coding. Shannon's noisy

channel coding theorem implies that arbitrarily low decoding error probabilities can be

achieved at any transmission rate R less than the channel capacity C by using sufficiently

long block (or constraint) lengths. In particular, Shannon showed that randomly chosen

codes, along with maximum likelihood decoding (MLD), can provide capacity achieving

performances. However, he gave no guidance about how to actually construct good codes

which perform close to capacity, or to implement MLD for such codes.

In the ensuing years after the publication of Shannon's paper, a large amount of research

was conducted into the construction of specific codes with good error-correcting
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capabilities and the development of efficient decoding algorithms for these codes [24].

The structure is a key component of the code design, since it can be used to guarantee

good minimum distance properties. However, structure does not always result in the best

distance properties for a code, and most highly structured code designs usually fall far

short of achieving the performance promised by Shannon. Primarily because of the need

to provide structure to develop easily implementable decoding algorithms, little attention

was paid to the design of codes with randomlike properties, as originally envisaged by

Shannon. Random code designs were thought to be too difficult to decode because they

lacked structure. It was with the discovery of a relatively new coding technique, dubbed

turbo coding by its inventors that succeeded in achieving randomlike code design with

just enough structure to allow for an efficient iterative decoding method. It was due to

this feature that these codes have exceptionally good performance, particularly at

moderate BERs and for large block lengths and these codes with iterative decoding could

achieve BERs as low as 10-5 at SNRs within 1 dB of the Shannon limit. In this chapter,

turbo codes are described in greater detail, giving insights into their development and

regarding their performance capabilities.

In this chapter we introduce the field of channel coding using convolutional codes. The

introduction of various fundamental concepts of convolutional coding followed by

concatenated coding will also be discussed. In section 2.5 we discuss in detail the

principles of iterative decoding using the MAP algorithm. Analytical results using the

method of the union bounds are also provided. Lastly some results on the performance of

these codes obtained through simulation and analysis are provided.

2.2 Current Literature

The history of error correcting codes (ECC) started with the introduction of Hamming

codes [25J, at about the same time as the seminal work of Shannon [1]. Since that time

many researchers have extended their knowledge and have invented detailed techniques
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for communicating efficiently. The entire field of error control is devoted to the

development of techniques to achieve the performance that Shannon proved possible.

Convolutional codes were first introduced by Elias [9] in 1955 as an alternative to block

codes. Shortly thereafter, Wozencroft and Reiffen [26] proposed sequential decoding as

an efficient decoding method for convolutional codes with large constraint lengths. In

1963 Massey [27] proposed a less efficient but simpler to implement decoding method

called threshold decoding. This advance spawned a number of practical applications of

convolutional codes to digital transmission over telephone, satellite, and radio channels

[24]. Then in 1967 Viterbi [28], proposed a MLD algorithm that was relatively easy to

implement for soft-decision decoding of convolutional codes of small constraint lengths.

In 1974, Bahl, Cocke, Jelinek, and Raviv (BCJR) [10] introduced a maximum a posteriori

probability MAP decoding algorithm for convolutional codes with unequal a priori

probabilities for the information bits. The BCJR algorithm has been applied in recent

years to soft-decision iterative decoding schemes in which the a priori probabilities of the

information bits change from iteration to iteration. Applications using feedback

systematic convolutional encoders which will be discussed in detail in the next section,

called turbo coding, were introduced by Berrou, Glavieux and Thitimajshima [14], in an

IEEE conference on communications in 1993, which had amazing performance for large

block lengths and approached very close to Shannon's limit. Much of the research

community was originally skeptical of the performance claims, but by the end of 1994

the basic results had been confirmed by several other research groups [29]. Two papers

by Benedetto and Montorsi [30], [31] produced the first theoretical justification for the

exceptional performance of the codes, and further insights were presented in [32], [33].

The research group of Haganaur was primarily responsible for illuminating the benefits

of iterative decoding [32, 34]. The progress reports of Divsalar, Pollara, Dolinar and

colleagues at the Jet Propulsion Laboratory provided a detailed look at many aspects of

turbo coding [35, 36]. Numerous variations of turbo coding have also appeared in the

literature, such as serial concatenation, hybrid parallel and serial concatenation, and self

concatenation [31, 37]. A book by B.Vucetic and lYuan [23], and a very comprehensive

study of the aspects of turbo coding, with an emphasis on iterative decoding was
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published by W.E.Ryan [33]. Tutorials on turbo codes have also been published in [38]

and [29].

2.3 Convolutional Codes

Convolutional codes have been widely used in various applications such as space and

satellite communications, cellular mobile, digital video broadcasting etc. The reason for

the widespread use of CCs is because of their simple structure and availability of easily

implementable maximum likelihood decoding procedures. Convolutional codes were first

introduced by Elias [9] in 1955 and later it was Forney [12] who performed the major

ground work on the algebraic theory of CCs.

A convolutional code can be defined as a linear code with memory. It encodes a stream

of data symbols, taking 'k' simultaneous input symbols and producing en' simultaneous

output symbols at each time instant. The memory 'm' of a convolutional encoder is the

number of consecutive k-symbol blocks that the encoder can store. Hence the set of all

possible code sequences produced by the encoder is called the code rate. An optional

puncturing scheme can be employed in order to increase the rate of the CC provided that

the puncturing pattern is available at the receiver. Unfortunately increasing the rate

degrades the performance of CCs. Consider a simple rate 12 convolutional code generated

by the encoder [23] shown in Fig.2.1.

vC I )

vC2)

Fig.2.1: A rate 12 convolutional encoder
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The encoder is a linear feedforward shift register. At time 't' the input to the encoder is Ct

and the output is a code block V, •

V = (V(I) V(2))
( t' I •

The elements of the output code block are computed as,

(I) _
V, - Ct + C,_2

(2)
V, =Ct + C,_I + Ct _ 2 '

(2.1)

(2.2)

(2.3)

where 't' denotes modulo-2 addition. The memory of the encoder is m =2. The

connections between the shift register's elements and the modulo-2 adders can be

conveniently described by the following two generator sequences,

g(l) =(g61
)g}l) g~I)) =(101)8

g(2) =(g62)g}2) g~2)) =(111)8'

where g(l) represents the upper and g(2) the lower connections. The term convolutional

code originates from the observation that the i 'h output sequence, i=I,2 represents the

convolution of the input sequence and the i'h generator sequence.

VU) =C *g(i) , i =1,2 (2.4)

where * denotes the convolution operator. CCs may be divided as systematic or non­

systematic depending on whether or not the information sequence appears directly within

the code sequence. CCs may be further classified as either non-recursive CCs or recursive

CCs which is shown in the next section.

2.3.1 Non-Recursive and Recursive Convolutional Codes

The recursive CC has an HR and non-recursive CC has a FIR. The generator set for non­

recursive CCs G and recursive CCs G are defined asnrc src
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m

G
nrc

={gi,l:::; i:::; k}, gi =Ig~Dk,
k=O

(2.5)

and

G
src

= {I, g; ,2 :::; i :::; k}
g

m m

gi =Ig~Dk, gl =Ig~Dk,
k=O k=l

g~ =1, (2.6)

where, D can be interpreted as the unit delay operator. Fig.2.2 and Fig.2.3 show the

diagrams of non-recursive and recursive CCs for n =1andk =2.

(1)
V

c
D D D ---- D

(2)
V

Fig.2.2: Diagram of non-recursive CC

(1 )
V

(2)
V

D ---- DD

~----{+~------~

D

+}----~~

g~

c
---'--~ (+ )--1 --1

Fig.2.3: Diagram of a recursive CC
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There are three equivalent ways of describing a convolutional code, namely

i.) the block diagram (shift register)

ii.) state diagram

iii.) trellis diagram

As a finite state linear circuit, a convolutional encoder can be described by a state

diagram. The state diagram is a graph that consists of nodes, representing the encoder

states, and directed lines, representing state transitions. Each directed line is labeled with

the input/output pair. Given a current encoder state, the information sequence at the input

determines the path through the state diagram and the output sequence. For example,

consider the nonsystematic encoder shown in Fig.2.1. The state diagram and trellis

representation for this encoder is shown in Fig.2A. The encoder has four states labeled

50 ,51'52 and 53' where the subscripts correspond to the integer representations of the

contents of the shift register elements. There are two paths leaving each state,

corresponding to two possible values of the input message bit.

1/10

1/01

Fig.2.4: State and trellis diagram representations

0/10
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2.3.2 Decoding

TURBO CODES

The decoder has knowledge of the code structure (i.e. it has a copy of the code trellis), the

received sequence, and a statistical characterization (e.g. the transition probabilities) of

the channel. The optimum decoding rule for the convolutional codes involves the decoder

to estimate the transmitted code sequence to be the sequence which was most likely to

have been transmitted, given the known code structure, channel characteristics and

received sequence with minimum possible number of errors. Thus, the job of the decoder

may be viewed as estimating the path through the trellis which was followed by the coder.

2.3.3 Trellis Termination

The decoding capability of a CC can be improved if the initial and final states are the

same. Trellis termination involves driving the encoder to the all-zero state using

additional bits that are required at the end of the frame to make sure that the initial state

for the next frame of bits is in the all-zero state. It would require adding redundant bits at

the end of the block equal to the memory order m of an encoder.

2.4 Concatenated Convolutional Codes

In a bid to find a class of codes whose probability of error decreased exponentially at

rates less than channel capacity, while the decoding complexity increased only

algebraically, Fomey [12] arrived at a solution consisting of multilevel coding structure

known as a concatenated code. His approach used a relatively shorter inner convolutional

code admitting simple ML decoding, and a long high rate algebraic non-binary RS outer

code equipped with a powerful algebraic error-correction algorithm which uses reliability

information from the inner decoder. Initially motivated by theoretical research interests,
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concatenated codes have since then evolved as a standard for those applications where

very high coding gains are needed, such as deep space applications and many others.

As mentioned above a concatenated code is composed of two separate codes that are

combined to form a large code [3]. In effect the use of two convolutional encoders in

conjunction with the interleaver produces a code that contains very few code words of

low weight. However this does not imply that the free distance of the concatenated code

is especially large, but maintains that the use of the interleaver in conjunction with the

two encoders results in code words that have relatively few nearest neighbors. Hence the

codewords are relatively sparse. The interleaver was also proposed between the two

encoders to separate bursts of errors produced by the inner decoder and also increase the

randomness of the code. Concatenated codes are mainly divided into two types, the

parallel and serial concatenation schemes. Fig. 2.5 shows the parallel concatenation

transmission scheme.

liP ENCODER 1

ENCODER 2

MULTIPLEXER MODULATOR

OIP

General Concatenated
Decoder (depending
on decoder structure) DEMULTIPLEXER DEMODULATOR

Fig. 2.5: Parallel concatenation scheme

The total code rate for the parallel concatenation scheme is rror =_k_
n l +n2

The serial concatenation of CCs with an interleaver is shown in Fig. 2.6. The code rate is

. b k1k2gIven y rror =- .
n1n2
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liP ENCODER 1
k,

r. =­,
n,

ENCODER 2
k2r =­2
n2

TURBO CODES

MODULATOR

CHANNEL

GIP
DECODER 1 DECODER 2 DEMODULATOR

Fig. 2.6: Serial concatenation scheme

It should be noted that in the case of serial concatenation, the information is included

only once in the concatenated codeword, whereas in the parallel concatenation there are

two codewords that encode identical information. In comparing the error rate

performance of serially concatenated convolutional code (SCCC) with the parallel

concatenated convolutional code (PCCC), Benedetto et al [31] found that SCCC

generally exhibits better performance than PCCC for error rates below 10-2
•

Concatenated codes can be decoded using maximum likelihood decoding algorithms

based on the entire code trellis. Although it gets too complex to implement for medium to

large interleaver sizes, their decoders can be implemented with realizable complexity

using suboptimal yet powerful, iterative decoding algorithm whereby the constituent

codes are decoded separately and soft information is exchanged between decoders in an

iterative fashion. This method of soft-decision decoding for both the inner and outer

decoders significantly improves the error performance of the system. The type, constraint

length and generator polynomials of the constituent encoders have a large influence on

the overall code's performance. Increasing the constraint length of the constituent codes

improves the overall code's performance at high signal to noise ratios (SNRs) but
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generally degrades its performance at low SNRs [23]. The joint effect of the interleaver

and constituent codes must be considered when designing the required concatenated code.

The parallel concatenation of two convolutional codes using a pseudorandom interleaving

and iterative decoding produced a powerful class of codes commonly called Turbo Codes

which is discussed in detail in the next section.

2.5 Turbo Codes

The original concept of Turbo coding was introduced in a paper by C.Berrou, A.Glavieux

and P.Thitimajshima [14] delivered at the IEEE International Conference on

Communications held in Geneva, Switzerland in May 1993. This parallel concatenated

convolutional code or more commonly called Turbo Codes, succeeded in achieving

randomlike code design with just enough structure to allow for an efficient iterative

decoding method. The importance of turbo codes is that they enable reliable

communications with power efficiencies close to the theoretical limit predicted by

Shannon in [13]. The announced performances of these codes was so good that the initial

reaction of the coding establishment was deep skepticism, but later as time progressed

researchers around the world have been able to reproduce those results [13, 14]. The

introduction of turbo codes has opened a whole new way of looking at the methods of

constructing good codes and decoding them with low complexity.

In a nutshell, turbo coding consists of two fundamental ideas: a code design that produces

a code with randomlike properties, and a decoder design that makes use of soft-output

values and iterative decoding. However, the great performance of these codes is affected

by a large decoding delay. This is owing to large block lengths and many iterations of

decoding required for near capacity performance and significantly weakened

performance at BER below 10-5
• This is due to the fact that the codes have a relatively

poor minimum distance which manifests itself at very low BERs in the form of error

floors. Since its recent invention, turbo coding has evolved at an unprecedented rate and

27



Chapter 2 TURBO CODES

has reached a state of maturity within just a few years due to the intensive efforts of the

turbo coding community. As a result turbo codes have been proposed for power limited

applications such as deep-space and satellite communications, as well as interference

limited applications such as third generation cellular and personal communication

servIces.

2.5.1 Turbo Encoder

Turbo coding can be accomplished by the parallel concatenation of two recursIve

systematic convolutional (RSC) encoders separated by an N-bit random interleaver or

permuter together with an optional puncturing mechanism [23]. The encoder structure is

called a parallel concatenation because the two encoders operate on the same set of input

bits, rather than one encoding the output of the other. Thus they are also sometimes

referred to as parallel concatenated convolutional codes. A block diagram of a turbo

encoder is shown in Fig. 2.7. The overall code rate of a turbo code composed from the

parallel concatenation of two rate 1/2 systematic codes is R =1/3, and so the encoder

maps N data bits to 3N code bits. Since both encoders are systematic and receive the

same set of data (although in permuted order), only one of the systematic outputs needs to

be sent. By convention, the systematic output of the first encoder is sent and the parity

outputs of both the encoders are sent. The code rate can be improved by incorporating a

puncturing mechanism.
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Fig. 2.7: A Turbo Encoder

The generator matrix of a rate 1/2 component RSC code can be represented as,

G(D) =[1, g\ (D)]
go(D)

(2.7)

where, go(D) and g\ (D) are feedback and feedforward polynomials with degree v,

respectively. It is observed that a codeword containing a single 1 (0000100), will

propagate through any interleaver as a single 1. So, the conclusion is that if we use the

codes in the feedforward form in the turbo scheme, the resulting code will have a large

number of codewords with low weights. Hence, by using the recursive systematic form,

we do not change the set of encoded sequences, but change the mapping of input

sequences to the output. This ensures that there is a chance to find an interleaver where

the information patterns giving low weight words from the first encoder are interleaved to

patterns giving words with high weight from the second encoder [13].

2.5.2 Interleaver Design

The interleaver in turbo codes plays a very vital role in the performance of the code.

Turbo codes use a pseudorandom interleaver defined by a permutation of N elements
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with no repetitions. The first role of the interleaver is to generate a long block code from

small memory convolutional codes, as long codes can approach the Shannon capacity

limit. Secondly, it decorelates the inputs to the two decoders so that an iterative sub­

optimum decoding algorithm based on the information exchange between the two

component decoders can be applied. If the input sequence to the two component decoders

is decorelated there is a high probability that after correction of some errors in one

decoder, some of the remaining errors should become correctable in the second decoder.

The final role of the interleaver is to break low weight input sequences, and hence

increase the code's free Hamming distance or reduce the number of codewords with

small distances in the code distance spectrum. This in turn reduces the probability that the

decoder will mistake one codeword for another.

Unlike the classical interleaver (e.g. block or convolutional), which rearranges the bits in

some systematic fashion, it is important that the interleaver sorts the bits in a manner that

lacks apparent order, although it might be tailored in a certain way for weight-two and

weight-three inputs. The BER curves of many turbo codes flatten at low BER. This

occurs because although the effect of the pseudorandom interleaver means that the code

sequences at small Hamming distances are rare, they may nevertheless occur somewhere

in the code. These then result in as small residual BER term which does not decrease so

rapidly with SNR. The probability of such sequences, and hence the level of this 'floor',

decreases rapidly with increasing interleaver length. A number of interleaving structures

are discussed in [23], which are block, convolutional, random, circular-shifting, semi­

random and odd-even interleavers to name a few.

2.5.3 Turbo Decoder

If we were to assume as an example, a ML decoder for a rate 1/ 2 convolutional code

(recursive or not), and assume a data word of length N, N ~ 1000, ideally the decoder

would have to compare (correlate) 2N code sequences to the noisy received sequence,

choosing in favour of the codeword with the best correlation metric. Clearly the
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complexity of such an algorithm is exorbitant. Fortunately, as we know, such a brute

force approach is simplified greatly by Viterbi's algorithm which permits a systematic

elimination of candidate code sequences (in the first step, 2
N

-
1 are eliminated then

another2 N - 2 are eliminated on the second step and so on). Unfortunately in the case of

turbo codes the presence of the interleaver immensely complicates the structure of a turbo

code trellis.

Prior to the discovery of turbo codes, there was much interest in the coding community in

suboptimal decoding strategies for concatenated codes involving multiple (usually two)

decoders, operating cooperatively in an iterative manner. Most of the focus was spent on

a type of Viterbi decoder which provides soft-output information to a companion soft­

output Viterbi decoder for use in a subsequent decoding [33]. Also receiving some

attention was the symbol-by-symbol MAP algorithm often called the BCJR algorithm,

which Berrou et al [14] utilized in the iterative decoding of turbo codes. The block

diagram of the turbo decoder is shown below in Fig. 2.8.

Jr

s
Yk ... -....

Le(Ukt
""-

MAP ... MAP Le(Uk)
Decoder 1

.. Jr -- -

yt Decoder 2...

+
..

y{ -1
1[

-I ~ •1[ ...

Fig. 2.8: Turbo Decoder

As seen in Fig. 2.8, each decoder takes three inputs: 1) the systematically encoded

channel output bits; 2) the parity bits transmitted from the associated component encoder;

and 3) the information from the other component decoder about the likely values of the

bits concerned. This information from the other decoder is referred to as a-priori

information. The component decoders have to exploit both the inputs from the channel

and this a-priori information and provide soft outputs for the decoded bits. So, in addition
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to proving the decoded output bit sequence, the component decoders must also give the

associated probabilities for each bit that it has been correctly decoded.

The soft outputs from the component decoders are typically represented in terms of the so

called Log Likelihood Ratios (LLR), the magnitude of which gives the sign of the bit,

and the amplitude the gives probability of a correct decision. The LLRs are the

logarithmic ratio of two probabilities. For example, the LLR L(uk ) for the value of a

decoded bit Uk is given by,

[
P(Uk =+l)J

L(uk ) =In ( __ ) ,
P Uk - 1

(2.8)

where, p(Uk =+1) is the probability that the bit Uk =+1, and similarly for p(Uk =-1). The

two possible values of the bit U k are taken to be +1 and -1, rather than 1 and 0, as this

simplifies the algorithms involved to avoid overflow errors that may occur in the

recursive calculation of the various metric updates.

2.5.4 Iterative Decoding

Iterative decoding may be defined as technique employing a soft-output decoding

algorithm that is iterated several times to improve the error performance of a coding

scheme, with the aim of approaching true maximum likelihood decoding (MLD) with

less complexity. Hence the error correcting capability of a code is improved by the

increase of the number of iterations. Iterative techniques date back to 1954 with the work

of Elias [9] on iterated codes. It was later, in the 1960s that Gallagar [114] and Massay

[27] made important contributions in this field. Iterative decoding was then referred to as

probabilistic decoding and the main concept was to maximize the a-posteriori probability

of a symbol being sent, given a noisy version of the coded sequence.

The decoder in Fig. 2.8 operates iteratively, and in the first iteration the first component

decoder takes channel outputs, (which is the received information sequence To and the
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received parity sequence 'i generated by the first encoder) and produces a soft output

estimate of the data bits. The soft outputs from the first decoder are then used as

additional information for the second decoder, which uses this information along with the

channel outputs, (which is the interleaved received information sequence Fo and the

received parity sequence r2 produced by the second encoder) to calculate its estimate of

the data bits. Now during the next iteration, the first decoder decodes the channel outputs

again, but now with additional information about the value of the input bits provided by

the output of the second decoder in the first iteration. This additional information allows

the first decoder to obtain a more accurate set of soft outputs, which are then used by the

second decoder as a-priori information. This cycle is repeated and with every increase in

the number of iterations, the BER of the decoded bits tends to fall. However, the

improvement in performance obtained with increasing numbers of iterations decreases as

the number of iterations increases. Hence, for complexity reasons, usually only about

seven or eight iterations are used.

2.6 Map Algorithm

In this section we describe the theory behind the Maximum A-Posteriori algorithm as

used for soft output decoding of the component convolutional codes of turbo codes. It is

assumed that binary codes are used. The derivation of this algorithm has been well

documented in previous papers [10, 14, 33, 39] and so for notational purposes, the

algorithm is briefly reviewed here [40].

The MAP algorithm gives, for each decoded bituk , the probability that this bit was +1 or

-1, given the received symbol sequence y . Hence the decision u
k

is given by,

Uk =sign[L(u k )], (2.9)

where, L(uk ) is the a-posteriori LLR or sometimes called log a-posteriori probability

(LAPP) ratio defined as
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L(u
k

) ~ 10g(P(U k : +11 y)).
P(uk - -11 y)

TURBO CODES

(2.10)

Taking into account and incorporating the trellis, let S be the set of all 2
m

constituent

encoder states (m is the memory) and Sk E S be the state of the encoder at time k .

Furthermore, let S+ be the set of ordered pairs (s' ,s) corresponding to all the state

transitions (Sk_1 =S')~(Sk =s) caused by data inputuk =+1, and S-be similarly defined

foru
k

=-1. This may be written as [33],

(2.11)

where, the a's are computed recursively as,

(2.12)

with initial conditions ao(0) =1and ao(s * 0) = 0 . (These conditions ensure that the

decoder starts in state 0). The 'backward' recursion values.o 's are computed as,

(2.13)

with boundary conditions .oN (0) =1and.oN (s * 0) =O. (The encoder is expected to end in

the state 0 after N input bits, implying that the last m input bits, the termination bits, are

also selected). The probability y(s',s) in (2.11), (2.12) and (2.13) is defined as,

y(s',s) =P(Sk =S'Yk/Sk_1 =s'), (2.14)

and represents the branch transition probabilities used by the MAP algorithm. They are of

particular interest and essentially measure the probability of channel outputs given a

particular state transition along a branch in the encoder trellis. The computation of branch
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transition probabilities depends on the channel, so they play an important role later in the

design of concatenated turbo space-time coded systems.

Assuming a memoryless Gaussian channel with BPSK modulation, it is shown from [33]

that for a systematic code such as a RSC code,

where,

and where

r(s',s) = P(Uk)P(Yk /uk)

=exp[luk(Le(Uk)+LeYt)+lLcYkX: ]

=exp[luk(Le(uk) + Leyt)}r: (s',s),

L ~ 4Ec

eN'
o

e( ')_ [lL P p]r s ,s -exp 2" eYkXk .

(2.15)

(2.16)

(2.17)

In (2.16) and (2.17) xk and Yk are the individual bits within the transmitted and received

codewords Yk and Xk , Ee =rEb is the energy per channel bit, 0-
2 =No /2Ee is the noise

variance and a is the fading amplitude (where a=1 for non-fading AWGN channels).

Iterative Turbo Decoding Principles

Combining (2.15) with (2.11) it can be shown that, for a systematic code such as a RSC

code, the output from the MAP decoder can be re-written as

(2.18)

where, we can see that the a-posteriori LLR L(uk / y) calculated with the MAP algorithm

can be thought of as comprising of three terms - L(uk),LeYt and Le (uk) . The a-priori LLR

term L(uk) comes from P(uk) in the expression of the branch transition probability

r(s',s)(2.l5). In most cases we will have no independent or a-priori knowledge of the
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likely value of the bit Uk , however, in the case of an iterative turbo decoder, each

component decoder can provide the other decoder with an estimate of the a-prior

LLR L(uk ). The second term is LcY: in (2.18) is the soft output of the channel for the

systematic bituk , which is directly transmitted across the channel and received as y:. The

final term in (2.18), Le (u k ), is derived using the constraints imposed by the code used,

from the a-priori information sequence L(uk ) and the received channel information

sequence y, excluding the received systematic bit y: and the a-priori information L(uk )

for the bit Uk • Hence, it is called extrinsic LLR for the bit Uk , and (2.18) shows that the

extrinsic information from the MAP decoder can be obtained by subtracting the a-priori

information L(uk ) and the received systematic channel input LcY: from the soft output

L(uk / y) of the decoder.

This iterative process continues with ever-updating extrinsic information to be exchanged

between the two component decoders, and with every iteration on the average, the BER

of the decoded bits will fall. Due to complexity reasons usually around six to eight

iterations are carried out, as no significant improvement in performance is obtained with

higher number of iterations. After the last iteration stage, we obtain the computation of

the output from the turbo decoder, given by the de-interleaved a-posteriori LLRs of the

second component decoder given by,

(2.19)

where, i is the number of iterations used. The sign of the a-posteriori LLRs gives the hard

decision output, i.e., whether the decoder believes the transmitted data bit U
k

was +1 or­

1, and the magnitude of these LLRs, which gives the reliability or in other words the

confidence the decoder has in its decision.
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2.7 Performance Analysis of Turbo Codes

TURBO CODES

In order to carry out the performance evaluation of turbo codes there are two mam

approaches adopted for this purpose. Simulation results of turbo codes have shown that

turbo codes can produce low error rates at astonishingly low signal-to-noise ratios if the

information blocks used are large and permutations are selected randomly [35,36]. In

addition to simulation results, it is also useful to have theoretical bounds that establish

decoder performance in the range where obtaining sufficient data from simulation is

impractical.

This section discusses the transfer function bounding techniques to obtain upper bounds

on the bit-error rate for maximum likelihood decoding for turbo code constructed with

random permutation. The bound makes use of the so called uniform interleaver, which

averages the performance of the codes over all possible interleavers. This concept was

originally proposed by Benedetto et al [41]. The approach is similar to the conventional

transfer function bounding technique as applied to convolutional codes [42], wherein the

error probability is upper bounded by a union bound that sums the contributions from

error paths of different encoded weights.

Much like transfer function bounds for convolutional codes, we assume the transmission

of the all-zero codeword and evaluate the probability of the decoder selecting some

alternative codeword. However, transfer function bounds for turbo codes as indicated in

[35], differ from those of convolutional codes in many respects. First, these bounds

require a term-by-term joint enumerator for all possible combinations of input and output

weights. Second, because turbo codes are block codes, it is necessary to enumerate

compound error events that can include more than one excursion from the all-zero state

during the fixed block length, N as shown in Fig. 2.9. Third, since there are good and bad

random interleavers from a stand point of code performance, the bounds make use of the

uniform interleaver, which essentially averages out the effect of the interleaver on the

bound. Finally, the bounds presume a maximum-likelihood decoder operating on the
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encoded data even though the iterative decoding procedure used in practice will not

necessarily converge to the maximum likelihood codeword.

Error events

6~
... Block ~

Fig. 2.9 Example of compound error events

2.7.1 Turbo Encoder Structure

Two exemplary turbo encoders from Fig. 2.10 (a) and Fig. 2.10 (b) can be used for this

section. The encoder diagram in Fig. 2.10 (a) is systematic, and the remaining parity bits

are produced by two identical constituent recursive convolutional encoders with

generator polynomials, g{/ / gb where, g{/(D) =1+ D + D2 and gb(D) =1+ D2
• In octal

notation, the composite encoder has generators (1, 7/5, 7/5). It is assumed as previously

mentioned in the chapter, that the two code fragments of memory v =2, start in the all­

zero state and are driven back to the all-zero state through the transmission of tail bits.

Note that we assume tail-bit transmission for both encoders.

u Xo u Uo
Jro 1------=--------_

Fig. 2.10: (a) the (1, 7/5, 7/5) code and (b) the (1,5/7,5/7) code.
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2.7.2 Union Bound

TURBO CODES

This section briefly discusses the union bound method of analyzing the performance of

coded systems. This bounding technique is computationally very intensive and so a

number of approximations have to be taken into account. Generally speaking, the

performance of a given code is upper bounded using the union bound. The union bound

states that the probability of the union of nE error events E;, is less than or equal to the

sum of the individual probabilities of each error event. This can be mathematically

represented as follows,

liE nE

P(UE;):<:; Ip(EJ.
;=1 ;=1

(2.20)

It is clear from the above equation that the union bound will always give an upper bound

on the code's performance. The conventional bound on the probability of codeword

error, F:v is given by

F:v :<:; Il(d)~ (d),
d

(2.21 )

where, led) represents the number of codewords of weight d and ~ (D) is the probability

of selecting an incorrect codeword that differs from the correct codeword in d bit

positions. The weight enumerator led) is typically obtained via the transfer function of

the convolutional code. Using the notion of a uniform interleaver, the weight enumerator,

l(d), is replaced by an average weight enumerator, l(d), yielding an average upper

bound on F:v as shown below,

F:v :<:; Il(d)~ (d).
d

(2.22)

Since led) reflects the averaging over all possible interleavers of length N, led) is given

by,

(2.23)

where, (~) is the number of input sequences of length N and weight i , and

p(d/i) represents the probability that an input sequence of weight i yields an output
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codeword of weight d , when averaged over all possible interleavers. Substituting (2.23)

into (2.22), we obtain

~" ~ ~[t.(~}(d/i)}(d)

=t(~)~P(d/i)~(d)

=t(~)Edli {~(d)},

(2.24)

where, the summand represents the average upper bound on the probability of an error

event of input weight i, given that the all-zero codeword is transmitted, a decoded

codeword of input weight i corresponds to an error event with i bit errors. Thus, we

define the probability of bit error, ~ as the average number of bit errors per codeword

which is shown,

~ =J....f iP{error event of weight i}.
N i=1

(2.25)

Directly from this result, we obtain an average upper bound on the probability of bit error,

given by,

N . (N)~::;2: ~. Ed\i{~(d)}.
i=1 N I

(2.26)

If we express the output weight d, of a turbo codeword in terms of the output weights,

doA and d2 , of the constituent code fragments, we have d =do + d
l
+ d

2
, and assuming the

permutations are selected randomly and independently, we arrive at

(2.27)

where, the conditional probabilities in the right side of (2.27) corresponds to the

individual code fragments. Next, we must determine the conditional probabilities for the

respective code fragments. As we are dealing with systematic encoders, for the

systematic fragment, assuming no puncturing, we have,

(2.28)
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For a given i and d, we may compute p/dj Ii),j =1,2, by counting the number of

possible paths of length N through the decoding trellis of code fragment j which start and

end in the all-zero state and have total input and output weights i and dj' respectively.

Given this count, which we denote byt.(i,d.), the conditional probability is given by,
.I .I

(2.29)

Hence (2.23) can be rewritten as,

(2.30)

Therefore the complete expression for the word and bit error probabilities substituting in
(2.22) are given as,

and (2.31)

2.7.3 State Transition Matrix

The state diagrams for the example (7/5) and (5/7) code fragments are shown in Fig.2.ll.

Transitions from states are labeled with the appropriate input and output bit, as well as

monomials to enumerate accumulated path length (L), input weight (I), and output weight

(D).
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0/1

1/1

0/0

1/0

0/11/0

1/1

0/0

0/1

0/1

1/

1/0

Fig.2.11: State diagrams for (7/5) and (5/7) code fragments

The code fragments may be equivalently described by a state transition matrix. The state

transition matrix for the (7/5) and (5/7) code fragments respectively are given below,

LLID 0 0

o 0 LDLI

LIDL 0 0

o 0 LI LD

(2.32)

and for the (5/7) code fragment,

LLID 0 0

o 0 LI LD

LIDL 0 0

o 0 LDLI

(2.33)

This state transition matrix representation is obtained by replacing each edge label shown

in Fig.(2.11 a) and Fig.(2.11 b) with a monomial ErDd , where I is always equal to 1, and

i and d are either 0 or 1, depending on whether the corresponding input and output bits

are 0 or 1, respectively. By doing this we can summarize the information of the state

diagrams in these state transition matricesA(L,I,D).
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2.7.4 Transfer Function

The transfer function for the code fragment T(L,I, D) , is defined [35] as,

T(L,I,D) = IIIt(l,i,d)EtD".
1"2:.0 i~O d~

TURBO CODES

(2.34)

This function enumerates the input and output weight associated with all paths of all

possible lengths through the state diagram of the code fragment which both start and end

in the all-zero state. The weight enumerator t(l,i,d) indicates the number of paths of

length I with input weight i and output weight d which start and end in the all-zero state.

As described in [35], the transfer functionT(l,i,d) , is given by the (0,0) element of the

matrix raised to the power of the interleaver length. Hence, this can be represented as,

(I + A(L,I,D) + A(L,I,D)2 + ···)A(1,l,Df, (2.35)

where the term A(1, 1, Dy expresses the contribution of the tail-bit transmission in which

neither path length nor input weight are accumulated.

To compute the coefficients {t(N,i,d)} , which are required for the performance bounding

techniques described earlier, the transfer function can be obtained by noting that,

I+A+A2 +A3 +"'=(I-Af',

and, therefore, T(L,I,D) is the (0, 0) element of the matrix

[I-A(L,I,D)r A(L,I,Dy.

(2.36)

(2.37)

Using (2.37) and by omitting the termination factor A(L,I,Dy , we can get the following

approximation for the example above mentioned (7/5) code as,
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Given T(L,I,D) , one can extract recursiVe equations from which the coefficients

t(l,i,d) can be calculated shown in (2.39), starting with t(O,O,O) , until {t(N,i,d)} are

obtained over a reasonable range of i and d .

t(l,i,d) = t(l-I,i,d -1) + t(l-I,i,d)

+ t(l-3,i - 2,d -3) + t(l-3,i - 2,d) -t(l-3,i,d - 2) -t(l- 3,i,d -1)

+ t(/-4,i -4,d -2) -t(l-4,i - 2,d -4) -t(l- 4,i - 2,d) + t(l-4,i,d - 2)
+ <5(1,i,d) - <5(1-1,i,d -1) - <5(1- 2,i,d -1) + <5(/- 3,i,d - 2) - <5(1- 3,i - 2,d).

(2.39)

Assuming the use of a uniform interleaver, we may compute p/dj Ii),j =1,2 from (2.29)

for each code fragment and (2.27) for the entire code.

In practice the computation of (2.37) requires the algebraic inversion of SxS matrix of

three dimensional polynomials, where S =2U is the number of states in the code fragment.

The complexity of this calculation obviously grows with S and requires the capability to

perform rational polynomial arithmetic. In [43], it was observed that they propose a new

method by which the desired enumerators t(N,i,d) may be found in a less complex

manner. First, we note that the desired enumerators teN, i, d) may be found exclusively in

the (0,0) element of the matrix

A(L,I,D)N A(1,I,DY. (2.40)

In this case, since all the elements of A(L,I,D)N contain LN term, we may omit the

monomial L entirely and, therefore compute

or in simplified notation,

A(l,I,Dt A(1,l,DY,

A(I,Dt A(1,DY.

(2.41)

(2.42)

Normally, you would employ the method whereby, you would ignore the termination

term A(I,DY for the moment. Then calculate A 2
, then compute A 4 =A 2 .A2 , and so on

until AN is obtained. The larger the frame lengths involved the more complex the
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calculations become. Alternatively, since we desire only the (0,0) element ofA(I,Dt, let

us define aT to be the first row ofA, and note that the product aT A is just the first row of

the matrix A2
• If we apply these identity recursively (i.e. aT (k) =aT (k -l)A) N times, we

obtain the first row of AN. This method greatly reduces the intensive computational

methods required previously. Having successfully computed the first row ofA(I,Dt , we

may apply the same method u times to compute the first row ofA(I,D)N A(1,Dt .

When successively multiplying polynomials in the above mentioned methods, it is

possible for resulting polynomial degrees to get very large, especially when N is large.

This growth in degree can be controlled by discarding any polynomial components with

input degree (exponent ofI) or the output degree (exponent ofD) that exceed prescribed

thresholds. This can be observed from [43] where the union bound becomes insignificant

for i < 10, regardless of the block size and the error probability decreases rapidly for

increasing d , which justifies the discarding of components with large output distances.

2.7.5 EXIT Charts and Density Evolution

Convergence analysis of iterative decoding algorithms for turbo codes has received much

attention recently due to its useful application to predicting code performance, its ability

to provide insights into the encoder structure, and usefulness in helping with the code

design. Several methods have been proposed to analyze the convergence of the iterative

decoders for binary turbo codes [119 - 122].

In particular, the extrinsic information transfer (EXIT) method [119]. The EXIT chart is a

tool for studying the convergence of turbo decoders without simulating the whole

decoding process. The chart is generated by a single component decoder by minimizing

the a-priori input (as if generated by the other decoder) and measuring the decoder output.

EXIT chart was introduced in [119] and, was extended to non-binary decoders. These
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methods are based on the assumptions that the interleaver is long enough and the

extrinsic information for each bit/symbol is mutually independent.

The analysis of iterative decoders for concatenated codes with short blocks is an unsolved

problem. However, for very large block sizes, such analysis is possible under certain

assumptions [120]. An asymptotic (as block size goes to infinity) analysis of iterative

decoding can be based on the method of density evolution proposed by Richardson and

Urbanke [122]. Their analysis tracks the probability density function (pdf) of the extrinsic

information messages as this density evolves from iteration to iteration. They used this

method to compute iterative decoding thresholds for low density parity check (LDPC)

codes over a binary input AWGN channel.

2.8 Simulation and Analytical Results

In this section we present simulation results for convolutional and turbo codes using

Binary Phase Shift Keying (BPSK) over AWGN channels. The MAP decoding algorithm

is used to estimate the most likely transmitted information. In the case of convolutional

codes shown in Fig. 2.12, the frame length is 32768 bits in an AWGN channel and the

code used is (7/5) convolutional code. The convolutional code used was a single

recursive, memory of order two, code. The performance of these codes is shown for low

signal to noise ratios. Here decoding is done for only a single iteration.
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Fig.2.12: Convolutional Code (7/5),4 state, BPSK, N=32768

Next the simulation perfonnance for the turbo codes was observed for a parallel

concatenation of two RSC (7/5) encoders having frame lengths N=1024 bits for a 4 state,

BPSK type modulations. The number of iterations involved was restricted to 8 iterations,

after which there was no significant improvement in perfonnance. These results can be

observed in Fig. 2.13 shown below. The results show the astonishing capability of these

codes. The actual results which Berrou et al obtained which approached the Shannon

limit was using a (37,21) RSC code and long block sizes of 65,232 bits and about 18

iterations [14]. But from a theoretical point of view, it shed light on what these types of

codes are capable of achieving. It can be seen that the perfonnance of the code improves

with iterations, and the BER curves are lowered. We also provide the effect of increasing

the interleaver size on the perfonnance of turbo codes. We use RSC (5/7) rate Yz turbo

codes to illustrate this example in Fig. 2.14.
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In order to fully understand the actual performance of turbo codes, analytical methods

using the transfer function bounding techniques were also employed and union upper

bounds were also obtained. As turbo codes are affected by error floor problems it is not

possible to obtain accurate results for these codes at large SNRs due to time and memory

constraints and exponential increase in decoding complexity, so it is necessary to use

these bounding techniques in order to their performances at high SNRs. In Fig. 2.15 we

can observe the Union bound for turbo codes of frame lengths N=10, N=50 and N=100

for (7/5) and (5/7) codes. It is seen that the (5/7) codes have marginal improvement in

performance. Here we set limiting criteria for i and d to 30. In Fig. 2.16 we show the

Union bounds on turbo codes using (5/7) codes in comparison with the simulation results.
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Fig. 2.15: Comparison of Union bounds for R=1/3, RSC (1,5/7,5/7) and (1, 7/5, 7/5)
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Fig. 2.16: Comparison of analytical and simulation results for an N=100, (1 5/7,5/7)

code.

Thus we are able to observe the perfonnance capabilities of turbo codes through

simulation and analysis, which provides an insight into the capability of these types of

codes and the possibility of applying this turbo principle on various different types of

codes and especially in particular to Space-Time codes.

2.9 Conclusion

In this chapter we have presented an overvIew of turbo codes, beginning with some

background on the history of coding and error control coding. A brief description of

convolutional codes and the different types of CCs were discussed. The specific parallel

concatenated turbo code was investigated using two RSC codes. We described the MAP
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decoding algorithm and present the iterative decoding procedure. A look at the

performance analysis of turbo codes based on simulation and the transfer function

bounding techniques are also investigated in order to broaden the understanding of these

codes.
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CHAPTER 3

SPACE-TIME CODING TECHNIQUES

3.1 Introduction

Communicating over the wireless link is highly challenging and the main challenge in

achieving reliable communications lies in the severe conditions that are encountered

when transmitting information over the link. It is well known that next generation

wireless networks feature high data rate communications. This initiated research toward

spectrally efficient transmission. While most of the techniques are being developed to

improve single antenna channel capacity, another aspect of research seeks to increase

channel capacity by using multiple (transmit and/or receive) antennas. These studies shed

new light on the design of spectrally efficient coding/modulation [44]. The idea is to

squeeze as much information as possible onto the wireless channel, then use the diversity

provided by the antennas, together with the signal structure, to extract the information at

the receiver.

In the next section we introduce the concepts of MIMO channels, followed by some

insight into the channel capacity attainable by the use of these systems. A brief discussion

on the various types of space-time coding schemes employed is introduced, along with
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some of the current literature in this field is also provided. Space-time trellis coding

techniques in particular are discussed in broad detail along with their system model,

encoding and decoding techniques are provided. AWSTTC techniques are also

investigated at length and its main features are also discussed. The performance analyses

of these codes are also dealt with in section 3.6. Section 3.7 looks at the various results

obtained from simulation and analysis for the various space-time trellis coded systems.

Finally, in section 3.8, we look at the implementation complexity involved in

implementing turbo codes, space-time codes and their concatenated versions in hardware.

3.2 MIMO System Model

Wireless transmission is impaired by signal fading and nOIse interference. The ever

increasing requirements on data rate and quality of service for wireless communication

systems call for new techniques to improve link reliability. Schemes which use multiple

transmit and receive antennas for communication over a wireless channels are usually

called Multiple-Input Multiple-Output (MIMO) schemes. MIMO channels exploit the

diversity in both space (antenna) and time domains, thus significantly increasing the

system capacity and improving reliability of the wireless link. The superior performance

of MIMO systems depend heavily on the nature of the underlying multipath environment.

The MIMO architecture has the ability to exploit the multiple scattering present in the

environment in order to realize the substantial gains in both link and network capacities.

To effectively evaluate the performance of a MIMO transmission scheme, models which

account for all the major effects of wireless channels on various signals are required.

The basic model of a MIMO system or multi-element arrays (MEAs) as is often referred

is shown in Fig. 3.1, and is based on the model described in [16, 17]. The basic model

shows a single point to point wireless communication system with nr transmit and n
R

receive antennas. The overall transmitted power and channel bandwidth are constrained

and the channel model is presented in complex baseband form.
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MEA
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I

Fig. 3.1: Block Diagram ofMIMO System
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DECODER

U(t)

The stream of input bits u(t) are passed on a frame by frame basis into the MIMO

encoder, which produces nr output symbols C; where i ={I··· nr }. Each of these symbols

are then individually modulated to produce signals ~EsC: which are simultaneously

transmitted over nr transmit antennas. The average energy Es of each constellation is set

to unity and the symbols C: are normalized in magnitude. The MIMO channel for a

system with nr transmit and nR receive antennas can be represented as, (3.1) where, aij is

the path gain between the receive antenna i and transmit antenna j .

The signal received on receive antenna j ={I··· nR } after matched filtering IS a nOIsy

superposition of the nr transmitted signals and can be expressed as follows,

nT

rJ = fE" CJaij + 1]Jt \jDs L..,.; 1 t f •

;=1

(3.1)

The Rayleigh fading process is assumed to be frequency flat as the total system

bandwidth is narrow. The complex path gain from transmit antenna i to receive antenna

j is denoted by a? This is modeled as zero-mean complex Gaussian random sequence

with variance 0.5 per dimension. Spatially uncorrelated fading is ensured by sufficient

separation of the antenna elements. This assumption holds if the antenna elements are

separated by more than half a wavelength [16]. The term 1]; represents the noise
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introduced at the receive antenna j and is also zero-mean complex Gaussian random

sequence with variance N o/2 per dimension, where No/2 is the two-sided noise power

spectral density. The MIMO decoder then tries to reconstruct an estimate of the original

input data to produce the decoded bit streamu(t).

The most commonly used channel model for MIMO systems is quasi-static and rapid

Rayleigh fading channels at all antenna elements. In this dissertation both quasi-static and

rapid Rayleigh fading channel models are considered. In a quasi-static fading channel the

path gains remain constant for the entire frame duration but are independent from one

frame to another. In rapid fading channel the path gains are uncorrelated in time but are

assumed to remain constant for the symbol duration. These schemes were employed in

[16, 17, 18,20,45,46] where novel signal processing schemes for MIMO systems were

introduced. These methods showed an effective approach to achieving those increased

data rates and larger channel capacities over wireless channels by employing these coding

techniques appropriate to multiple transmit and receive antennas, namely space-time

coding.

The availability of CSI or knowledge of the path gains between each transmit and receive

antenna pair affects the performance of the MIMO system. The CST is generally

estimated using pilot symbols. In [47] various cases of CST or no CST at the transmitter

and/or receiver were discussed. These include the cases of no CSI at transmitter or

receiver (blind schemes), CSI at the receiver (feedforward) and CST at both transmitter

and receiver (feedback schemes). The rest of the dissertation will focus on schemes

where perfect CSI at the receiver can be assumed unless where specifically stated.

3.3 Channel Capacity

Information theory provides means to explore the ultimate limits of reliable data

transmission. The most important quantity in this context is the channel capacity. From
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Shannon's coding theorem, discussed previously in section (2.1) it is known that for data

rates below the channel capacity, arbitrarily small error probability can be achieved if the

codewords are allowed to be sufficiently long, whereas this is impossible for rates

exceeding capacity. Hence channel capacity is a convenient measure to analyze the

potential gain ofMIMO systems compared to single-input single-output systems [48].

Channel capacity [3] is the average mutual information J(X;Y) , maximized over the

input probabilities p(Xi) and is denoted by C with unit bits per input symbol with

J(X;Y) calculated using log to the base 2. This quantity which is expressed in (3.2) is

only dependent on the characteristics of the channel, and not on the characteristics of the

infonnation source.

C =maxJ(X;Y).
P(x,)

For a single Tx/ Rx channel the capacity is given by Shannon's classical formula;

C=Wlog2(1 + snrolg!2 )bits / s,

(3.2)

(3.3)

where W is the bandwidth and g is the fading gain (the realization of a complex

Gaussian random variable). For a MIMO channel of n inputs and m outputs the capacity

is given by,

(3.4)

where, Im is the identity matrix of order m, snr is the signal to noise ratio, G is the

MIMO channel matrix and *denotes the conjugate transpose operation. The ratio C/W is

referred to as the normalized channel capacity and is denoted by C . Fundamental limits

for MEA systems were presented in [49] for an AWGN channel and in [50] for a quasi­

static fading channel with no CSI at the transmitter or receiver. Fundamental limits for

the most commonly studied case of no CSI at the transmitter and perfect CSI at the

receiver were derived in [16] for a quasi-static fading Rayleigh fading channel.
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We consider a MIMO system with ntransmit and m receive antennas, over a fast fading

Rayleigh channel, assuming that the channel parameters are known at the receiver but not

at the transmitter. In this case m = n = HR = Hr' so that the asymptotic capacity is given by

[49] and can be represented in the closed form in (3.5), and can be observed in Fig. 3.2.

~
C P ~1+~-2 -1 1

lim- =log2- 2 -1+ (Jp +2tanh-
1h'

n~oo Wn (J 2 4P
-2 1+-
(J (J2

(3.5)

(3.6)

where, the total received power per antenna is equal to the total transmitted power, and

the SNR is equal to the ratio of the total transmitted power and the noise power per

receive antenna. An approximated bound can also be used as follows,

lim~~ log
2
~ -1.

,,~oo Wn (J2

The capacity curves obtained by using the bound in (3.6) are shown in Fig. 3.3, using the

signal to noise ratio as a parameter, varying between 0 and 30dB. The bound shows that

the capacity increases linearly with the number of antennas and logarithmically with the

SNR.

Total Transrriit Power=1-+- 1x1
---E)- 2x2

30 -if- 3x3
-0- 4x4
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Fig. 3.2: Capacity increase for different antenna configurations.
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Considering correlation factors

If we consider a special case when m =nand G =In which represents completely

uncorrelated parallel sub-channels then (3.4) reduces to,

(3.7)

which, can be reduced to,

( snr)C=n!og2 1+---;- bits/s/ Hz. (3.8)

Since we assume that all received powers are equal, we define O"j = LIgl = 1, then the
i

capacity,
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(
snr)C=log2 det I +-;;R , (3.9)

where, R is the normalized channel correlation matrix (hjI~ 1) whose components are

defined by,

(3.10)

Therefore the capacity for the channel taking into account the presence of correlation is

given by [118],

(
snr ( 1

2
)) [1 + snr/ n JC ~ nlog2 1+- 1-\r +log2 '

n 1+
s
:

r
(1-l rn (3.11)

where, r is the correlation coefficient. The effect of correlation in these channels can be

observed in Fig. 3.4 and Fig. 3.5, obtained by using (3.11).
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Fig. 3.4: Effect of Correlation coefficient on Capacity at SNRs of 3dB and 7dB.
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Fig. 3.5: Effect of Correlation coefficient on Capacity at SNRs of IldB and 30dB.

Thus in general it is seen that the individual capacities of the single-input single-output

channels add up to the total capacity of MIMO channel, while single-input single-output

systems gain Ibit / s / Hz in capacity every 3dB, the growth rate is m times as high in the

MIMO case yielding a remarkable improvement especially for high [16] as can be seen in

Fig. 3.2.

3.4 Space-Time Coding Schemes

Communicating over a wireless link is highly challenging due to the complex time­

varying propagation medium. Consider a wireless link with a single transmit and receive

antenna. The transmitted signal that is launched into the wireless environment arrives at

the receiver along a number of distinct paths referred to as multipaths. These paths arise

from scattering and reflection of radiated energy from objects such as buildings hills and

trees. Each of these paths has a distinct and time-varying path delay, angle of arrival, and
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signal amplitude. Due to the constructive and destructive interference of the multipaths

the received signals can vary as a function of frequency, time and space. These variations

are collectively referred to as fading and cause deterioration in link quality. Moreover the

links suffer from co-channel interference (CCl) which distorts the desired signal and

hence leads to low system performance.

Wireless systems must be designed to mitigate fading and interference to ensure a

reliable link. The development of algorithms with a reasonable BER performance and

complexity compromise is required to realize MlMO gains in practice. Current

transmission schemes over MlMO channels typically fall into two categories: data rate

maximization or diversity maximization schemes, although there are ongoing efforts

towards their unification. The set of schemes aimed at realizing joint encoding of

multiple transmit antennas are called space-time codes.

3.4.1 Current Literature

Wireless systems are developing rapidly to provide VOIce, data and multimedia

messaging services, which require reliable wireless channels with large capacities. Owing

to the huge increase in capacity of multi-antenna systems, a considerable amount of work

has been done in the field since the pioneering papers of Teletar [49], Foschini and Gans

[16]. They showed that the capacity of multi-antenna systems far exceeds that of single

antenna systems in fading environments. Subsequently the investigations led to the

proposal of a novel transmit-receive architecture called Bell Laboratories Layered Space­

Time (BLAST) architecture [18]. The initial idea of combining coding, antenna diversity,

and the delay diversity schemes was proposed by Wittenben [51]. The scheme used two

transmit antennas and transmitted the same information from both antennas

simultaneously but with a delay of one symbol interval.

Recently, driven by the desire to support high data rates for a wide range of bearer

services, Tarokh et at. [17] proposed Space-time trellis codes in 1998. Their approach
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focused on merging antenna diversity with proper channel coding and derived the design

criteria for STTC codes over slow non-selective fading channels. But it was seen that

their decoding complexity rose exponentially with transmission rate for a fixed number of

transmit antennas. In addressing the issue of decoding complexity Alamouti [45]

discovered a remarkable scheme that used two transmit antennas along with a simple

decoding algorithm. This proposal motivated Tarokh et al. [46], to generalize Alamouti's

scheme to an arbitrary number of transmit antennas using the theory of orthogonal

designs, leading to the concept of Space-Time Block Codes. Then Bauch et al. [52, 53],

Agarwal [54], and Naquib et al. [22] extended the research of STBCs and STTCs from

considering narrow-band channels to dispersive channels. It is also seen that in recent

years, large number of research proposals have been published which propose new code

constructions or perform systematic searches for different convolutional STTC or some

variant of the design proposed by Tarokh et al. Examples of such work can be found in

[55, 56, 57, 58, 59]. These new code constructions provide an improved coding

advantage, however only marginal gains were obtained and generally for systems

employing more than a single receive antenna. A more detailed survey on the evolution

of space-time coding techniques can be found in [60, 61].

Various methods have been used in literature to analyze the performance of STTCs in

Rayleigh fading channels. The union bound was generally used to analyze the code's

performance, where a number of different enumeration methods and bounds on the pair­

wise error probability (PWEP) of each error event have been proposed. In the first

performance investigation of STTCs [17], analytical bounds and design criteria were

proposed for slow and fast fading channels. It was pointed out that in slow fading

channels, the critical parameters are the rank and determinant of the codeword distance

matrix, while in fast fading channels, the important parameter are the symbol-wise

Hamming distance and product distance. Based on these criteria, new 4-PSK and 8-PSK

STTCs have been reported [57, 59, 62, 63] for slow fading, and in [64] for fast fading

channels. The development of performance bounds for STTCs has been considered with

the union bound, evaluated using the PWEPs was shown [65-68]. In [69] the union bound

on the codes performance was calculated using the distance spectrum of the code. The
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distance spectrum is defined as the enumeration of product measures of significant pair­

wise error events. The analytical bounds in [68] were tighter than those in [69, 70] for

both quasi-static and rapid fading. The performance bounds in [71] are also quite

effective as the bounds are derived by limiting the conditional union bound before

averaging over the fading process.

Now that we have reflected on the underlying phenomena making it possible for MIMO

systems employing space-time coding strategies to support greatly enhanced performance,

we turn to a more detailed exploration of what researchers in the field have done with this

available potential. The next section looks at a system level overview of the various

space-time coding techniques that have been proposed in the literature.

3.4.2 Layered Space-Time Codes

It is understood that extremely large spectral efficiencies can be achieved on a wireless

link if the number of transmit and receive antennas is large. However, space-time coding

schemes have a potential drawback that the maximum likelihood decoder complexity

grows exponentially with the number of bits per symbol, thus limiting the achievable data

rates. This motivates the design of suboptimal space-time schemes with low complexity

and still achieving a good portion of the spectral efficiencies predicted by theory. A class

of space-time codes based on a layered architecture on a low complexity decoding

scheme that meets the above mentioned requirements was proposed by Foschini and

Gans [16]. This led to the development of BLAST architecture which was a test bed

system [18]. BLAST used an 8 element array on both ends of the wireless link that

proved to increase significantly the capacity of the wireless link. The BLAST approach

exploits multipath, whereby it uses the scattering characteristics of the propagation

environment to enhance, rather than degrade, transmission accuracy by treating the

multiplicities of scattering paths as separate parallel subchannels. BLAST accomplishes

this by splitting a single user's data stream into multiple substreams and using the array

of transmit antennas to simultaneously launch the parallel substreams. All the substreams
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are transmitted in the same frequency band, so spectrum is used very efficiently. Since

the user's data is being sent in parallel over multiple antennas, the effective transmission

rate is increased roughly in proportion to the number of transmit antennas used. The

receiver uses N R antennas to separate and detect the NT transmitted signals. The

separation process involves a combination of interference suppression and cancellation,

and the separated signals are then decoded by using conventional decoding algorithms

developed for one dimensional component codes.

There are a number of various layered space-time (LST) architectures, depending on

whether error control coding is used or not and the way modulated symbols are assigned

to transmit antennas. An un-coded LST structure, known as vertical layered space-time

(VLST) is also used. At a given time [, the transmitter sends the [th column from the

transmission matrix, one symbol from each antenna. In a horizontal layered space-time

(HLST) the sequence is first encoded by a channel code and subsequently demultiplexed

into NT sub-streams which are modulated, interleaved and sent to N
T

transmit antennas. A

better performance is offered by the diagonal layered space-time (DLST) [16], in which a

modulated codeword of each encoder is distributed among the N
T

antennas among the

diagonal of the transmission array. The entries below the diagonal are padded by zeroes,

which is done by delaying the t h row by (i-I) time slots and replace the entries below the

diagonal by zero. Spatial interleaving which is a cyclic shift mechanism is carried out

after this. At the transmission stage each diagonal is transmitted on each antenna. Lastly a

threaded layered space-time (TLST) structure [56] is obtained from the HLST scheme by

introducing a spatial interleaver prior to the time interleaver.

3.4.3 Space-Time Block Codes

The Alamouti scheme referred to in section 3.4.1 is historically the first Space-Time

Block Code (STBC) to produce full diversity for systems with two transmit antennas [15,

45, 46]. The key feature of the scheme is that it achieves a full diversity gain with a
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simple maximum-likelihood decoding algorithm and has orthogonality between the

sequences generated by the two transmit antennas. STBC are defined by a mapping

operation of a block of input symbols into space and time domains, creating orthogonal

sequences that will be transmitted from different transmit antennas. Although STBC

codes give the same diversity gain as STTC for the same number of transmit antennas,

they provide zero or minimal gain. Here we look at a brief review of the basics of STBCs.

A broader in depth study can be found in [72].

Time Interval: 1SI

• •

Data Modulator

Space

Fig. 3.6: Block diagram of STBC Encoder.

Fig. 3.6 shows block diagram of Alamouti's STBC encoder with two transmit antennas

and a single receive antenna. At each time slott, signals C;, i =1,2,. .. ,. Nr are transmitted

simultaneously from the Nr transmit antennas. The channel is assumed to be a flat fading

channel and the path gain form transmit antenna i to receive antenna j is defined to

be ai•J • The path gains are modeled as samples of independent complex Gaussian random

variables with variance 0.5 per dimension. The channel is assumed to be quasi-static so

that the path gains are constant over a frame of length I and vary from one frame to

another. The input symbols to the encoder are divided into two groups of two symbols

each. At a given symbol period, the two symbols in each group {Cl' C2 } are transmitted

simultaneously from the two antennas. The STBC is defined by p x n transmission

matrix G . The entries of the matrix G are linear combinations of the variables

XI'X2 ,.·XK and their conjugates. For example, G2 represents a code which utilizes two

transmit antennas and is defined by,
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(
XI X 2 )G =

2 -X; X; . (3.12)

Maximum likelihood decoding of any space-time block code can be achieved using only

linear processing at the receiver. At time t the signalr/, received at antenna j, is given by,

NT

j -" C; j'; - L.a;,j t + 77, ,
;=1

(3,13)

where, the noise samples 77/ are independent samples of a zero-mean complex Gaussian

random variable with variance N r /(2SNR) per complex dimension. The average energy of

the symbols transmitted from each antenna is normalized to be one. Assuming perfect

channel state information is available, the receiver computes the decision metric

(3.14)

over all code words

(3.15)

and decides in favour of the code word that minimizes the sum. The maximum likelihood

detection amounts to minimizing the decision metric

(3.16)

over all possible values of SI and S2 • The symbol S; represents the possible symbols from

either BPSK or QPSK at timet =1or t =2. Due to the quasi-static nature of the channel,

the path gains are constant over two transmissions. The minimizing values are the

receiver estimates of SI and S2 , respectively. It is important to note that there is no

memory between consecutive blocks and the typical block length is very short. Thus, a

very limited coding gain is expected.
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3.4.4 Space-Time Trellis Coded Modulation

Although STBC can achieve a maximum possible diversity advantage with a simple

decoding algorithm, and was very attractive because of its simplicity, it could not provide

any coding gain. Also it was observed that some non-full rate STBCs can introduce

bandwidth expansion. The consideration of a joint design of error control coding,

modulation, transmit and receive diversity to develop an effective signaling scheme,

called Space-Time Trellis Codes (STTC) was introduced to overcome these issues.. This

scheme is able to combat the effects of fading, and was a real breakthrough in the field of

space-time coding [15].

Space-Time Trellis coding was originally proposed by Tarokh et al. from AT&T

Research Labs [17], where codes were developed for two transmit antennas and various

signal constellations. Since the original STTC were introduced by Tarokh et aI, there has

been extensive research aiming at improving the performance of the original STTC

designs. The original STTC designs were hand crafted (according to the proposed design

criteria) and therefore are not optimum designs. These new proposed code constructions

provide an improved coding advantage over the original scheme by Tarokh et aI, however

only marginal gains were obtained in most cases. The STTC architecture will be

discussed in greater detail in the next section. It is well known that STTCs achieve

greater coding gains than STBCs [22] and in [73] STTCs were shown to outperform

Layered Space-Time codes.

Recently, a new class of space-time codes called Super-Orthogonal Space-Time Trellis

Codes (SOSTTC) [21] was introduced, that combine set-partitioning with a super set of

orthogonal space-time block codes in such a way as to provide full diversity with

increased rate and improved coding gain over previous space-time trellis code

constructions in quasi-static Rayleigh fading channels. The idea can be basically defined

as a combination of space-time block codes with a trellis code to come up with a new

structure that guarantees the full diversity and increased rate. The result also provides a

systematic method to design space-time trellis codes for any given rate and number of
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states, unlike the conventional STTCs which had handcrafted code designs. We will have

a more detailed description of the performance of this code and its attributes in chapter 4.

3.5 Space-Time Trellis Codes (STTC)

Space-time coding schemes combine the channel code design and the use of multiple

transmit and receive antennas. The encoded data is split into N r streams that are

simultaneously transmitted using Nr transmit antennas. The received signal is a linear

superposition of these simultaneously transmitted symbols corrupted by noise and fading.

Space-time decoding algorithms as well as channel estimation techniques are

incorporated at the receiver in order to achieve diversity advantage and coding gain.

Space-Time Trellis Codes were originally proposed by Tarokh et al [17] from AT&T

research labs, which combine the design of channel coding with the symbol mapping

onto multiple transmit antennas. These codes are designed to obtain maximum diversity

gain and provide the best trade off between constellation size, data rate, trellis complexity

and diversity advantage. The encoder is composed of Nr different generator polynomials

to determine the simultaneously transmitted symbols. The receiver is based on channel

estimation of the fade coefficients and Maximum Likelihood Sequence Estimation

(MLSE) decoder, which computes the lowest Euclidean distance metric to extract the

most likely transmitted sequence.

3.5.1 System model

Space-time trellis codes can be considered to function in a similar manner to

convolutional encoders. The connection weights and output symbols form part of an M­

ary alphabet. The system under consideration can be assumed to employ a STTC with

Nr transmit and NR receive antennas. While the transmitter has no knowledge about the
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channel, it is assumed that the receiver can recover the CSI perfectly [17]. We can

consider the encoder structure of a STTC shown in Fig. 3.7. It can be described in

discrete time using feedforward implementation. At each instant, k input bits

(U/ ···U,k)are shifted into the STTC encoder. Each M-ary output symbol C; for each of

the two transmit antennas is generated by multiplying the input bits and those in the shift

registers S, and S2 by their corresponding weights and modulo m-addition. The space-time

trellis coded modulation with M points in the signal set can achieve a bandwidth

efficiency ofm bits/s/Hz , where the memory m =log2 M . Consider the QPSK case, where

m =2and M =4 having two transmit and a single receive antenna. At each time instant! ,

the number of output symbols per antenna is 1 which translates to a bandwidth efficiency

of2bits/s/Hz.

2

u

2

Fig. 3.7 STTC Encoder

A trellis diagram can be drawn to completely illustrate the space-time trellis code. The

trellis shown in Fig. 3.8 consists of 2'" =4 states represented by state nodes and there are

4 branches leaving from each state corresponding to four different input patterns. Each

branch is labe1ed as U/U{2 / C/C{2 , where U/ and U,2 are pair of encoder input bits and

C/ and C{2 represents two coded QPSK symbols transmitted from antennas 1 and 2

respectively.
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The channel over which the system propagates the symbols usmg the multiple

transmitters is identical to that described in section 3.2 and the received signal on receive

antenna jat timet, r/ is given by (3.1), where Lis the frame length. As mentioned earlier,

perfect CSI is assumed to be known at the receiver. The Viterbi algorithm can be

employed at the receiver side to estimate the most likely information stream using the

branch metric for the state transition with output symbols q:" .q(Nr ,given by,

(3.17)

The function of the decoder is to estimate the likelihood of the received signal by

calculating the Euclidean distance between this signal and MNr possible signals. The

Viterbi algorithm performs this task and computes the path with the lowest accumulated

metric as shown in (3.17). In this dissertation, both quasi-static (slow) and rapid (fast)

channels will be considered. For quasi-static fading channels it is assumed that the fading

coefficients are constant during a frame and vary from one frame another independently.

For fast fading channels, the fading coefficients are constant within each symbol period

and vary from one symbol to another independently.

3.5.2 Adaptively Weighted Space-Time Trellis Codes

The Shannon capacity of communication systems using multi-element arrays at the

transmitter and/or the receiver has attracted much research activity recently. It was
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detennined that with perfect CSI at the transmitter or receiver, the capacity of MEA array

was shown in [49] to ben =min(NpNR)times that of Single Input Single Output (SiSo)

non interfering channels. Recent work in [74] on multiple antenna channel capacity with

partial CSI at the transmitter has shown some interesting results. It was found that unlike

single antenna systems where exploiting CSI at transmitter does not significantly enhance

the Shannon capacity, for multiple antenna systems, that capacity improvement through

even partial CSI can be substantial when perfect channel parameters are perfectly known

at the transmitter.

The design criteria for STTCs have been proposed in [17, 57, 58]. However, all of them

have been derived for a system with no CSI available at the transmitter. If perfect or

partial CSI is made available at the transmitter the system can further enhance the

perfonnance and capacity. Transmit diversity methods fall into two categories, namely

open loop and closed loop methods. Space-Time Transmit diversity (STTD) is an open

loop technique in which the symbols are encoded into Nr symbol streams that are

transmitted along N r antennas simultaneously. Transmit adaptive array is a closed loop

transmit diversity technique in which mobile users feedback the estimated optimal

transmit weights depending on the different modes of operation, the amplitude and/or

phase of the transmit weights are adaptively weighted based on the channel conditions.

Novel STTCs, known as Adaptively Weighted Space-Time Trellis Codes (AWSTTC)

are a fonn of STTCs whereby the STTC is combined with the weighting of transmitted

signals [75]. It can be seen that this scheme provides significant coding gain over the

schemes which use systems with a single receive antenna.

The system model we consider here consists of a MIMO system with Nr =2 transmit

antennas and one receive antenna over quasi-static fading channels. In this scheme

perfect channel state infonnation is assumed at the transmitter side and using the

knowledge of the path gain values, the corresponding weights are detennined and the

encoder produces weighted symbols which are transmitted on both transmit antennas.

The transmit signal matrix, denoted by C
w

' can be written as,
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= (3.18)

where, e;'" (t) = WiCi (t); and Ci (t) , t =1······[; and i =1······ n is the modulated signal on

antenna i at time t; f represents the length of the frame, and n represents the number of

transmit antennas; and Wi is the weighting coefficient for transmit antenna i given by,

(3.19)

and the average energy of the signal is equal to l.The encoder structure for the adaptive

weighted scheme is shown in Appendix A.l.1 [75].

It is similar to the encoder structure of Tarokh's scheme except that the weighting is

changed and the transmitted signals are different on each antenna and is shown in the

trellis diagram also in Appendix B. The received signal can be expressed as

r =hew + n (3.20)

where r =['1rz ... r,]; which is the received signal at time t, t=l, .. .f. And h is the channel

matrix given by h=[hJ···hn ] and n is a noise vector which is a zero mean complex

Gaussian random variable with two-sided noise power spectral density No /2 per

dimension. From [57] the method of determining the generator matrix is used to obtain

the generator matrix for the Tarokh, Seshadri and Calderbank (TSC) scheme and the

adaptively weighted scheme.
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3.6 Performance Analysis of STTC

3.6.1 Introduction

SPACE-TIME CODING TECHNIQUES

In this section, we look at the performance of STTCs using two analytical means. First

we look at the pairwise error probabilities, and then transfer function bound technique

using truncated evaluation in the closed form. This is followed by the performance

analysis of STTCs in Rayleigh fading channels based on the work in [76], which is a

modification of [68]. The enumeration method used is a modification of state transition

matrix method [35, 43]. The analytical results obtained are then compared with

simulation results.

3.6.2 Pairwise Error Probability for STTCs

The pairwise error probability (PWEP) is an important component for any performance

analysis of a coded modulation. For an STTC encoder, if we assume that a valid

codeword of length L and symbols c =(Cl c2
•.. cNr

Cl c2
, •• cNr

, , • Clc2
, • 'cNr ) was transmitted, I I I 2 2 2 / / / •

A maximum likelihood receiver might decide erroneously in favor of another

codeworde =(e:eI
2

00 ·e~'e~e~·ooe~' 00 ·e;e,2, ooe/N,). Hence the PWEP p(c,e) is the probability

that the decoder selects as its estimate an erroneous sequence e when the transmitted

sequence was in fact c. The channel is modeled by a NR X N r channel matrix, denoted

by H . The elements of H , denoted by hi,} where, 1:S; i:S; N r and 1:s; j:S; N
R

are constant

during one frame and vary independently from one frame to another.

Let r(r:S; Nr ) denote the rank of the Nr x I code difference matrix B(c,e) defined as,
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e
l

-Cl J' ,
. ,

NT N,.e, -e,

(3.21)

and Ai be the eigenvalues of the distance matrix A(c,e)=B(c,e)B*(c,e) where,

B*(c,e) denotes the transpose conjugate of B(c,e). The conditional pairwise error

probability has the upper bound [17] given by,

(3.22)

where, d2 (c,e)is given by,

(3.23)

and Es is the energy per symbol at each transmit antenna. This is just a standard

approximation to the Gaussian tail function which can be related as hi.} =Pi,} /.fi(J which

is with zero mean and variance 0.5 per dimension. The conditional pairwise error

probability is further expressed as [44],

(3.24)

in which Ipi.} Ifollows a Rayleigh distribution with the probability distribution function,

(3,25)

Now, if we average (3.24) with respect to independent Rayleigh distribution oflpi,}I ' we

get the Chemoffbound [17],

P(c~e)::;

fI[l+Ai~)
i=1 4No
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(3.27)

Thus, a diversity advantage of rNR and a coding advantage of (A,~ ... AJlr are achieved.

The above analysis leads us to an idea for the design criteria of space-time codes for

quasi-static fading.

(i.) The Rank Criterion: Maximize the diversity advantage rNR , when the code

difference matrix B (c, e) is full rank over all pairs of distinct codewords

C ande.

(ii.) The Determinant Criterion: maXImIze the mInImUm paIrwIse coding

advantage (A,~ ... AJlr taken over all pairs of distinct codewords c ande.

In [77] a new bound was proposed which is asymptotically tight at high SNRs and

uniformly tighter than the Chemoffbound was introduced, and is shown below in (3.28),

(3.28)

The analysis is simplified by setting Es = 1 and considering the number of transmit

antennas in the calculation of Es / No from the SNR in dB as,

(3.29)

3.6.2.1 PWEP in Rayleigh Fading Channels

In rapid fading channels, the path gains a;,J are uncorrelated in time and space. For the

time instance i when Ct 7:- et the expression for the eigenvalues in [68] is equivalent to that

derived in [17] and is given as,

(3.30)

Here the number of time instances that Cr 7:- et is the rank r of the codeword difference

covariance matrix (CDCM). For rapid fading channels the upper bound on the PWEP can
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be calculated by substituting the eigenvalues A; and r into (3.27) and (3.28). A diversity

gain of rNR and coding gain of TI Ai is achieved. For the case of quasi-static fading

channels a;·J 's are only spatially uncorrelated as they are constant for a whole frame.

From [68] the eigenvalues of the codeword difference covariance matrix (CDCM) are

equivalent to the Hermitian matrix H (c, e) derived in [17]. This matrix can be represented

with elements H PIf and is given by,

L

H - ""( P p)( If If)"If - L.... Cr - et Cr - Ct •

r~1

(3.31)

Again the upper bound on the PWEP can be obtained by using the eigenvalues Ai and

rank r of H (c,e) in (3.27) and (3.28). In this case diversity gain of rNR and coding gain of

(0 Ai )Yr is achieved.

3.6.2.2 Coding Gain for AWSTTC

For the case of adaptively weighted space-time trellis codes, we look at the performance

in terms of coding gain over the corresponding space-time trellis codes. Now consider the

two schemes, which both have full diversity order, in order to quantify the coding gain by

looking at the error events with path lengths of 2 as it is the shortest distance for an event

to occur. The difference matrix from (3.21) becomes,

B=[(I+ jO)-(1+ jO) (-1+ jO)-(I+ jO)].

(0+ jl)-(O+ j2) (1+ jO)-(I+ jO)
(3.32)

Since A =BB
H

, so A =[~ ~], and the eigenvalues lA - All =0, are A, =2 and ~ =4.

Taking log of (3.27), we can write, ~ - -MNak - Nb
k

where k =1,2 representing the

weighted code and TSC code respectively and,
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(3.33)

Since the diversity gain is the same and we are interested in the coding gain, the gains are

bl = log(8) = 0.9031 and b2 = log(4) = 0.6201 [115], so the asymptotic gain is given as,

(
gain If( JAsymptotic Gain =10 log ~ SITC =3dB

gaznrsc
(3.34)

For a given SNR, lla=O, and llP--MNlla-Nllb=-Nllb. Here IJ..b>O =>M<O.and

therefore code 1 which is the adaptively weighted scheme outperforms the TSC scheme.

It is seen that the asymptotic gain is approximately 3dB. It is seen that [57, 58] had

approximately 1.5dB gain form analysis, and was only significant for systems with more

than one receive antenna. Thus it is seen that the AWSTTC scheme has a visible and

significant coding gain over other systems with single receive antenna.

3.6.3 Transfer Function Bounds

In order to compute the upper bound on the average bit error probability, we perform the

following steps;

i.) we add over all error events weighting each information bit errors associated

with that event,

ii.) statistically average this sum over all possible transmitted sequences, and

iii.) divide by the number of input bits per transmission.

The process can be expressed as,

1
F1(e) ~ -cIp(c)I n(c,e)P(c, e),

nc c c"e
(3.35)

where P(c) is the probability that the sequence c is transmitted, and n(c,~) is the number

of information bit errors occurring by choosing ~ instead ofc . For a large class of trellis

codes, a symmetry property exists such that the correct sequence c can always be chosen
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as the all-zeros sequence, thus avoiding the necessity of averaging over all possible

transmitted sequences. Codes of this type are referred to as uniform error probability

(UEP) codes. Then we have,

1 ~ ~

~(e) s - In(c,e)P(c,e).
ne c,.t:~

(3.36)

Considering only a number of events yields an approximation (i.e. truncation of the upper

bound). Thus, we have,

1 K ~ ~

F;,(e) ~ - In(c,e)P(c,e),
ne k=1

(3.37)

where, K is the length of the error event. Error events can be defined as paths

corresponding to codewords that diverge at timet
J

, from a specific state and remerge at

time tz to the same specific state. These error events can be classified into types according

to the number of bit errors present in each of them.

The transfer function bounding method is an efficient method for computing the weighted

sum in the union bound and based on the exact PWEP [78]. It is given by,

'Yz[ 1 8 ]F;,(e)s J--T(D(e),I)I'=J de.
o ne 81

(3.38)

In order to compute the transfer function, the error state diagram obtained from the trellis

code is required. This is obtained by splitting the zero state into initial and final stages

and removing the path between these stages, then by labelling all branches with the

corresponding weight profiles of the formD(e)1 z . This can be done using Mason's gain

formula shown below,

1
T =-" F/)',/),LJ I I

I

(3.39)

where, F;: gain of the i 'h forward path and /),j : determinant of signal flow graph after

removing all nodes along the i 'h forward path. A broader discussion of this method can

be found In [24]. Since we assume QPSK signalling there are four

possibilities,Sm,l ={O,1,2,3} which implies that the possible estimates ~m,l =exp(j2: Sm,l)
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Hence we define a distance term A , which can take

values A=(2,4,6,8), from the equation (3.40),

M I A I
Z

A =I Cm,! - em,! .

m=1

(3.40)

By obtaining the Avalues, we are able to determine the Bhattacharyya parameter D(B),

given by,

D,l(B)=(l+-.1-z ~)-N
sm B 4No

(3.41)

So for a 4-state, QPSK STTC code, a state transition diagram can be found in appendix

A.1, and a corresponding state transition matrix can be derived based on this approach as

shown below,

Do (B)Io

Dz(B)Io

D
4
(B)Io

Dz(B)Io

Dz(B)I'

D4 (B)I'

D6 (B)t

D4 (B)I'

D4 (B)I'

D6 (B)t

Ds(B)t

D6 (B)t

Dz(B)Iz

D4 (B)I Z

D6 (B)I z

D4 (B)I z

(3.42)

Using this approach we can determine the transfer function in a closed form expression as,

T(D (B) 1) = (1 + IZ)D;(B) + ID~(B) - (1z + I
3
)[D; (B)Ds(B) + D;(B) - 2Dz(B)D4 (B)D6 (B)] .(3.43)

,l , 1- (1 + I Z)D4 (B) - IDs(B) + (1z + I 3 )[D4 (B)Ds(B) - D~(B)]

Now in order to reduce the complexity, we will evaluate an approximation based on a

truncation method, taking into account only a small number of error events. For a case

where the length of the error event is K=2, by examining the trellis code we can

determine that there are three error events of length 2; two of them of Type I and one of

them of Type Il, defined as

P(C'~)I =~"S( sin
z
B )ZN dB

Jr ° sin Z B+ r /2

A 1 "/2( sinzB )ZN
P(c,e)1I =- f . dB. (3.44)

Jr ° sm
z

B+ r

Noting that Type I contributes a total of 3 bit errors and Type Il contributes 1 bit error,

we obtain,
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(3.45)F;,(e) == 1[3P(C'~)1 +P(C'~)II J.
Hence after differentiating (3.43), and considering only the error events of length 2 and

for high SNR case it can be reduced to (3.46) shown below,

~T(D).(B),J)I == 3D; (B) + D;(B). (3.46)
81 1=1

Substituting (3.46) in (3.38), we obtain the closed form for the bound,

This is now an approximated bound and no longer an upper bound. Similarly bounds can

be obtained for larger number of error events.

3.6.4 Union Bound for Rapid Fading

Here we employ the method used in [76] to determine the union bound for rapid and

quasi-static channels in the next section. For rapid fading channels the PWEP given by

(3.28) required the number of epochs r for which C
t

1= et and the product of the Eigen

values Ai . Thus an error event can be described by three parameters; an input weighti , an

eigenvalue product p and the rank r. Each Ai is simply the Euclidean distance between

the individual symbol vectors Ci and ei . This product can be calculated on an epoch by

epoch basis, but the state transition method accumulates the sum of error event

parameters not the product. If the Euclidean distances between symbol vectors are

converted to the log domain, multiplication is now equivalent to addition as shown below,

(3.48)
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The state transition matrix takes the form A(1,P,R)with the elements Asf(I,P,R) and is

initialized as follows. If a transition from state s to state f exists then Asf(I,P,R) is

calculated as shown below, otherwise it is set to zero.

A (I P R) = t pPR'sf ' , ,

if foo = fsf

otherwise

if foo - fsf

otherwise

(3.49)

(3.50)

For the 4-state Tarokh STTC given in appendix A.l.l, the initial state transition matrix is

given below,

Ip1n2 R Ip 1n4 R 12p 1n2 R

p 1n2 R Ip1n4R Ip 1n6 R 12p ln4 R
(3.51)A(I,P,R) =

p 1n4 R Ipln6 R Ipbl8R 12pln6R

p 1n2 R Ip 1n4 R Ipln6 R 12p 1n4 R

After the calculation of A(I,P,R)L element (0,0) is a polynomial of the form,

N(I,P,R) = I n(i,p,r)P pP R',
i,p.r

(3.52)

and the union bound on the frame error rate (FER) and BER can be calculated as follows.

Pf :s; In(i,p,r)exp(-NRP)y(r,NR),
i,p,r

(3.53)

(3.54)

The exponential term converts the sum of Euclidean distances in the log domain to the

desired product of Euclidean distances. The y(.) term is replaced by (3.27) when the new

bound on the PWEP is used and by (3.28) when the Chemoffbound on the PWEP is used.

In order to limit the number of terms in each polynomial, a limiting function (plim) is

calculated whereby, a term is excluded if p ~ plim . An important feature of this bound is

that N(1,P,R) is calculated independently of the SNR and the number of receive antennas,
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hence the FER and BER of the STTC can be calculated for any SNR and N R with only a

single N(I,P,R) calculation.

3.6.5 Union Bound for Quasi-Static Fading

In quasi-static fading channels the PWEP (3.31) is calculated using the rank r and the

non-zero eigenvalues A; of the Hermitian matrixH(c,e). For convenience this matrix is

expressed as h with complex elements h
pIJ

. Each element of h is an accumulation of terms

over the entire frame where each term can be calculated on an epoch by epoch basis

which lends itself to accumulation using the state transition matrix method.

An error event can now be described by an input weight i and a matrix h. The state

transition matrix takes the form A(I,H) and is initialized as follows. If a transition from

state s to state f exists, Asf (I, H) is calculated as shown below otherwise it is set to zero.

A (1 H) - l i H hll Hhpq HhNT.NTsf' - 11 , ••• , PIJ" .. , N,. .N,. ,

h - (P 1')(" " )1''' - Coo - csf Coo - cs! .

(3.55)

(3.56)

For the 4-state Tarokh STTC given in appendix A.l.1, the initial state transition matrix is

given below where j =~ .

A(I,H) =

IH~2

IHI2IHI22H~IH~2

IH4H 2+2jH 2-2i H 2
11 12 21 22

IH 2H2jH-2jH2
11 12 21 22

IH;2

IH 2H 2-2jH 2+2jH 4
11 12 21 22

IHI4IHI~H;IH;2

IH 2H 2+2jH 2-2j H 4
11 12 21 22

12H 2
22

12H 2H-2jH2j H 2
11 12 21 22

12H 4H 2-2j H 2+2jH 2
11 12 21 22

1
2
HI2IHI22H~IH~2

. (3.57)

It is important to note that hp" is complex and hence Asf (I, H) is a polynomial of

dimension Ni + 1 with complex coefficients. This computation can be simplified

somewhat by noting that Asf(I,H) is equivalent to a polynomial of dimension 2Ni + 1with
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real coefficients where H and exponent h are divided into their real and imaginary
PIJ PIJ

parts.

After calculation of A(I,H)L the polynomial of interest is element (0,0) and is expressed

as follows.

(3.58)

The union bound on the FER and BER can be calculated as shown below where the A/s

are the non-zero eigenvalues and r the rank of the matrix ft. This matrix is constructed

from the error event parameters hl"'" hNr .N
r

} • The FER for the Chemoff and new

Chemoff are shown,

or

and the BER for the Chemoff and new Chemoff are shown,

or

< i. [r )-NR [2rNR -1)[ Es )-rNR
~ - I-n(z,ft) TI Aj -

i,h kL j=1 rNR -1 No

(3.59)

(3.60)

From the above equations it can be seen that the contribution of an error event to the

union bound is inversely proportional to the eigenvalue product For this reason the

limiting factor is defined as,

r

J(It) =TI Aj ,

./=1

where all the terms with J(h);:::': h1illl are excluded from the polynomial.
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Once again it is important to note N(I, H) is calculated independently of the SNR and the

number of receive antennas therefore the FER and BER of the STTC can be calculated

for any SNR and N R with only a single N(I,H) calculation.

3.7 Analytical and Simulation Results

In this section the FER performance of various 2 bits/s/Hz, Tarokh STTCs (TSC) [17]

and adaptively weighted STTCs (AWSTTCs) [75] are investigated for both quasi-static

and rapid fading channels. For these STTCs k = 2 input bits, N r = 2 transmit antennas

and use QPSK modulation. Simulation results are presented for the STTCs using 4-state

and 16-state codes for NR =1and NR =2 receive antennas. The frame size is chosen to be

260 bits or 130 transmissions in all cases. The trellis diagrams for these codes are given

in appendix B.
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Fig. 3.9: FER for Tarokh STTC in quasi-static fading (Nr =2,k =2,M =4).
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In Fig. 3.9 the performance of various STTCs in a quasi-static fading channel is shown. It

is clear that the system performance increases with the number of states and by increasing

the number of receive antennas. The diversity gain determines the slope of the curve and

the coding gain determines the horizontal offset or shift of the curve. In Fig. 3.10 the

performance of various STTCs is investigated in rapid fading channels. Here it is

observed that an increase in the number of states of the code results in a greater

improvement of FER performance than in quasi-static fading channels. Once again it is

clear that increasing the number receive antennas improves the system performance.
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Fig. 3.10: FER for Tarokh STTC in rapid fading (Nr =2,k =2,M =4).

Fig. 3.11 shows the performance of the AWSTTC code in comparison with the TSC

scheme in quasi-static fading channel. The adaptively weighted space-time trellis codes

with CSI at the transmitter has shown to perform better in terms of coding gain than the

standard TSC scheme and has also shown significant coding gain in comparison with
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other systems with a single receive antenna and comparable complexity. It is observed

that there is a coding gain of 2dB over the TSC scheme under similar system parameters.

Fig. 3.12 compares the performance of AWSTTC code in rapid fading channels. It is seen

that there is still a significant gain over the TSC scheme in this channel.

100 _. ____ ______ ______________ ______ ______ __

0::
W
lL.

11 12 13 14 15
SNR in dB

16 17 18 19 20

Fig. 3.11: Comparison ofFER results ofTSC and AWSTTC in quasi-static fading.
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Fig. 3.12: Comparison of FER results of TSC and AWSTTC in rapid fading.

In considering the analytical results obtained, we compare them with the simulation

results in order to assess their accuracy or tightness. The Q-PSK, 4-state STTCs with 2

transmit antennas are considered, namely the STTC of Tarokh [17]. The channel

conditions considered are rapid and quasi-static Rayleigh fading models as described in

section (3.2). The FERs and BERs (where provided) are plotted against the SNR per

receive antelma. In all cases the input bits are 260 bits corresponding to L=130

transmissions from each antenna. In the following figures, the labels simulation, Chernoff,

and New refer to the simulation results, the union bound using the Chernoff bound on the

PWEP, and the union bound using the new bound on the PWEP. The number following

the bound name is the limiting factor which is plim in the case of rapid fading and

hlim in the case of quasi-static fading as described in section 3.6.3 and 3.6.4.
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Fig. 3.13: Comparison of Chemoff and New bounds on the PWEP for STTCs

In Fig. 3.13 the TSC scheme is considered. Here the PWEP bound for the Chemoff

bound and new bound are shown for NR =1and NR =2receive antennas. The variation in

the bounds can be clearly observed in N R =2 curves. The union bound using the Chemoff

bound and the new bound on the PWEP are compared for a value ofplim as 10. It can be

seen in Fig. 3.14 where we first consider the rapid fading case that the Chemoff bound is

fairly loose even at high SNRs, whereas the new bound is very tight at high SNRs. It can

be observed that as more number of error events is considered the bound still converges

which indicates that in rapid fading channels there are dominant error events.
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Fig. 3.14: Chemoff and New bound for Tarokh STTC in rapid fading with N
R

=1.

It can be observed that the new bound and simulation results show good agreement. It is

seen that there is a divergence of the bound at low SNRs is observed, which is in

accordance with the behaviour of the union bound. In Fig. 3.15 the results for the

Chemoff and New bounds are presented in quasi-static channels. It was observed that

there was no convergence, as the number of error events is increased (increase ofhlim),

even at high SNRs. We show hUm =4 as an example in the plot in Fig. 3.15. The reason is

due to the fact that there are no dominant error events in quasi-static fading channels. The

bound in this channel was also found to be loose under these channel conditions.
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Fig. 3_16: Truncated Transfer function bound in quasi-static fading channel.
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In Fig. 3.16 the bounds using the transfer function bounding approach is used, whereby

error events of length (N =2) are taken into consideration. This means that the bound is

approximated as it only takes into account the possible error events of length 2, unlike all

of them in the union bound case. Nevertheless, the bound gives a good performance of

STTCs in quasi-static fading channels.

3.8 Implementation Complexity

Turbo codes and Space-Time codes have shown very good performances in their

respective fields of near Shannon capacity coding and high data rate coding schemes. It

can be seen that though these two schemes seem to offer incredible performance gains

from a theoretical point of view, the fact remains that it becomes increasingly

complicated to implement such schemes on hardware for actual real-time systems. As

both these codes are computationally intensive, we investigate the implementation

individually and investigate the feasibility of their concatenated schemes.

With the increasing technological advances in the processing speeds and capabilities of

digital signal processors (DSP), fairly complex algorithms can be processed with ease.

State of the art fixed point processors have acceleration hardware and special instruction

sets to speed up the execution of various algorithms. In turbo decoding for instance the

MAP algorithm is preferred as it gives the best performance. However, the MAP

algorithm has huge memory requirements and processing delays. It is due to this fact that

the less complex viterbi based decoder and the soft-output viterbi algorithm (SOVA)

based decoders have been widely implemented, with a trade-off in performance. In order

to shed light in the implementation hurdles which have to be overcome before such

schemes are deployed in the next generation systems, the processing speeds and features

of top performing DSP kits are studied and the complexity of their implementation based

on the number of instruction cycles is studied.
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3.8.1 Complexity Issues
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The computational complexity of a turbo decoder is dominated by the MAP module

implementation [79, 80]. This is because all of the states must be updated at each trellis

stage, and most of the time is spent on the metric update. Thus normalization and

precisions become important issues, due to the iterative nature of the decoding. As

discussed in section 2.6, the MAP algorithm computations are based on the logarithmic

function of a sum of exponentials, and such an expression can be computed as the sum of

two terms using Jacobean logarithm as a maximum exponent and correction term as

shown in (3.62),

(3.62)

If the correction term is omitted and only the max term is used to compute the alpha, beta

and extrinsic LLR values, the max-log-MAP is obtained.

We consider a C6200 compiler that has eight functional units, of which two are

multipliers and log-MAP instructions can not be carried out on them. The remaining six

units can execute basic 32-bit arithmetic logic unit (ALU) operations as well as some

specialized instructions. The tables provided in appendix C provides the analysis of

optimized C code and the operations required to perform log-gamma, log-alpha and log­

beta computations [80]. The final cycle count requirements for one trellis stage of MAP

decoding is shown in table 3.1 below,

Table 3.1: Cycle Count for single trellis stage

LOOP CYCLES/TRELLIS STAGE

Log-Gamma 2.5

Log-Alpha 8

Log-Beta 8

Extrinsic LLR 10

TOTAL 28.5
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The entire turbo decoding process reqUIres two MAP decoders, two

interleaver/deinterleavers, as well as some entry or exit overheads (~10%). Then for a

frame length of 1024 bits and 8 iterations requires:

[28.5 cycles/stage/iteration/MAP * 1024 stages * 8 iterations * 2MAPS

+ 0.5cycles/stage/iteration/interleaver * 1024stages * 8 iterations * 2 interleavers]* 1.1 0

== 522650 cycles @300MHz.

The STTC are decoded using the Viterbi algorithm and so is relatively less complex than

the turbo code, as it has much less memory requirements. The sliding window approach

in Viterbi decoding drastically reduces the memory requirements as the backward

recursion converges after 4 to 5 times the constraint length of the encoders. The number

of instruction cycles required for a Viterbi is shown below [81],

Table 3.2: Cycle Count for Viterbi

IMPLEMENTAION METHOD CYCLES

C-Code 6612

C6205 Assembly 329

For a frame length of 260 bits, the number of instruction cycles for the whole frame

would be 329 * 260 =85540 cycles@200MHz.

3.8.2 Processor Performances

DSP technology has made tremendous strides due to advances in semiconductor

processing that allow more memory and compute resources to be integrated on one chip,

and architectural enhancements that let the processors do more during each clock cycle.

A list of the top performing DSP processors is shown in Table 3.3.
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Table 3.3: List of top performing DSP kits.
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PROCESSOR CYCLE CLOCK Turbo Max.
TYPE TIME (ns) RATE Decoder Sampling(MHz) Comp.

Time Frequency
(ms) (KHz)

TMS320C641 I 3 300M 2 500
TMS320C67xx 1 1G 0.6 1.67K
MOTOROLA 1.3 750M 0.75 1.34K
ADSP BF561
SHARC 1.7 600M 0.6 1.05K
ADSP TS201S

From the above example, the decoding can be computed in 522620 instruction cycles. If

for example the TMS320C67xx is used, the computational time is 0.522ms. If we allow

approximately 0.574ms for the decoder computation and any other computations, the

maximum sampling can be determined to be 1742Hz. For the concatenated scheme which

uses an outer turbo code and an inner STTC code using a SOVA decoder, the complexity

can be calculated to be at least of the order of 608,190 cycles [82]. The maximum

sampling time for the C67xx will be 0.608ms or a maximum sampling frequency of 1.644

KHz. This implies only low data rates can be processed when using the concatenated

scheme. It is seen that several factors affect the processing requirements for the systems

discussed. These factors include constraint lengths, coding rates and convergence times.

Longer constraint lengths require more data memory for transition register storage and

more program memory space for metric updating.

3.9 Conclusion

In this chapter we presented the generalized system model of a MIMO system with multi­

element arrays at both ends of the wireless link. The importance of channel capacity and

efforts to achieve that capacity are studied. Theoretical results for the capacity of MIMO

systems were given for various combinations of multiple transmit and receive antennas,

and the effects of channel correlation was investigated. Various types of coding for multi­

antenna systems were briefly described. Current trends in research in space-time coded

systems were discussed briefly. STTCs provide the best trade-off in terms of complexity
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and performance. AWSTTCs show improved performance over STTCs, but owing to

their closed nature are not feasible for implementation on concatenated platforms.

Simulation and analytical results for the various schemes were studied in quasi-static and

rapid fading Rayleigh channels. The original bound on the PWEP from [17] and a new

bound from [77] were presented. The application of the union bound to the analysis of

coded systems and methods to simplify the complexity of the calculation using error

events were discussed. The transfer function bounding approach for quasi-static channels

was also presented. The bounds were compared with simulation results in both fading

cases. A look at the implementation complexity of turbo coded and space-time systems

was investigated. The feasibility of implementation of a concatenated system was

investigated.
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CHAPTER 4

SUPER-ORTHOGONAL SPACE-TIME

TRELLIS CODES

4.1 Introduction

Space-Time Trellis Codes have been introduced in [17] to improve the error performance

of wireless systems using multiple transmit antennas. It has been shown that such codes

provide full diversity gain as well as additional SNR advantage, called the coding gain.

Tarokh et al. [17], derived design criteria to improve space-time code error performance.

They also proposed code design rules for achieving full diversity for two transmit

antennas. Using these code design rules, examples of codes with full diversity are

constructed in [17] in which coding gains are not necessarily optimized.

A simple code providing full diversity for two transmit antennas is introduced by

Alamouti in [45] where transmitted symbols can be separately decoded based on a linear

processing at the receiver. In [46] STBC is presented which is a generalization of

Alamouti's scheme to an arbitrary number of transmit antennas. Although orthogonal

space-time block codes (OSTBC) provide full rate and full diversity with a very simple

design, they do not provide any coding gain and can not guarantee full rate, diversity for

96



Chapter 4 SUPER-ORTHOGONAL SPACE-TIME TRELLIS CODES

more than two transmit antennas. This is in contrast to STTC that provide full diversity as

well as significant coding gains, but at a cost of higher decoding complexity.

Since there is no general rule for designing codes that provide diversity as well as coding

gain, it is unclear how to design new codes for different number of states or different

rates. Also, it is not clear as to how to improve the performance of the codes, i.e. how to

maximize the coding gain. There have been significant efforts to improve the

performance of the original STTC codes in [57,58,59,84]. While very interesting codes

have been proposed in the literature, the coding gain improvements are marginal for one

receive antenna. Several schemes based on the concatenation of the STBC with an outer

trellis code have been proposed [85], [86] to achieve satisfactory coding gains. The main

disadvantage of these schemes is their rates which are below the possible maximum rate.

To solve this problem, Jafarkhani and Seshadri [21] proposed a new coding scheme

which combines STBC with trellis codes and yet guarantees full rate. They also provide a

systematic design criterion similar to the design criteria of trellis coded modulation

(TCM).

In this chapter we first discuss the motivation behind the purpose of designing the new

codes, and later discuss its salient features. Next the set partitioning criteria and the use of

orthogonal design procedure is discussed. This is followed by specific design criteria for

the case of rapid fading channels in section 4.3. Analytical methods using the CGD and

MGF methods are used to analyse the performance of the codes in Rayleigh fading

channels. Finally, the system performance is evaluated by some simulation and analytical

results.

4.2 Super-Orthogonal Space-Time Trellis Codes

A new class of space-time codes called Super-Orthogonal Space-Time Trellis Codes

(SOSTTC) is introduced in [21] which provide a new structure for STTC that guarantees

full diversity and provide opportunity to maximize the coding gain. In order to go about
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this the authors layout a design method whereby they combine set-partitioning and a

super set of orthogonal space-time block code in a systematic way to provide full

diversity and improved coding gain over earlier STTC constructions. The super­

orthogonal signal set is obtained by a constellation rotation. While providing full

diversity and full rate, the structure of the new code allows an increase in the coding gain.

Since the orthogonal designs have been used as building blocks in SOSTTCs, the

decoding complexity remains low. In a nutshell, we can say that SOSTTCs are essentially

STTCs transmitting STBC codewords in each trellis section. The set of available space­

time block codewords are extended via rotations, while maintaining the orthogonality of

the codewords. In this manner they develop a space-time trellis coding method which:

(i.) provides a larger coding gain than STTC for same diversity advantage and state size.

(ii.) has a systematic design method for SOSTTCs having a given diversity, rate and state

sIze.

4.2.1 Motivation

In [45] a space-time block coding scheme was proposed which achieved a full rate and

full diversity. This scheme can be used for N =2 transmit antenna and any number of

receive antennas. As described in section 3.4.3, the scheme transmits 2b bits every two

symbol intervals, where the two dimensional (2 - D) constellation size is L = 2b • The

encoder then encodes the two symbols and transmits them according to the transmission

matrix given by,

(4.1)

This scheme produces diversity gain, but no additional coding gain. In order to provide

an additional coding gain, the concatenation of an outer trellis code with the space-time

block code was proposed in [85] and [86]. This method created a four dimensional

(4 - D) signal point by viewing each of the 22b orthogonal matrices generated by the

space-time block code. The purpose of the outer code is to select one of the (4 - D) signal
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points to be transmitted based on current state and 2b input bits. In their study in [85]

they also concluded that for quasi-static fading channels, the trellis code used should be

based on the set partitioning concepts of "Ungerboeck codes" for AWGN channels.

However, the proposed schemes in [85] and [86] suffered from rate loss attributed to the

fact that the schemes are not making use of all possible (4 - D) signal constellations.

To elaborate more on this let us consider other codes which provide behavior similar to

those of (4.1) for identical parameters. The set of all such codes which use only Xp X2 and

their conjugates with positive or negative signs are listed below as follows in (4.2),

(4.2)

The authors in [21] called the union of all these codes as "Super-orthogonal code" setU.It

was evident that by using one of the constituent codes from U, e.g. the code in (4.1), one

can not design all possible orthogonal 2x2 matrices for a given constellation. Considering

an example of BPSK constellation, it can be shown that one can build all possible

2x2 orthogona1 matrices using two of the codes in U . If we use the code in (4.1) we have,

(1IJ, (-1 -IJ, (-1 IJ, (1 -IJ.-1 1 1-1 -1-1 1 1 (4.3)

By using the following code from set U which represents a phase-shift of the antenna 1

by Jr,

(4.4)

one can create other four possible distinct orthogonal 2x2 matrices which are shown

below in (4.5),

(-1 IJ (1 -IJ (1 IJ (-1 -IJ1l' -1 -1' 1-1' -1 1·
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Hence, by usmg more than one code from set U , we can create all possible

2x2 orthogonal matrices. This allows the scheme to have a sufficient number of

constellation matrices to design a trellis code with the highest possible rate. Also it allows

for a systematic design of SOSTTC using the available knowledge about (TCM) [87] and

multiple trellis coded modulation (MTCM) [88].

4.2.2 Super-Orthogonal Codes

In [21], the authors propose a clever and umque method of parameterized super­

orthogonal codes, whereby they allow for the expansion of the number of available

orthogonal matrices and ensure that they avoid expansion of the signal constellation

which leads to increasing the peak-to-average power ratio. They propose a unique class

of orthogonal designs as the transmission matrix shown below, in (4.6)

(4.6)

Here ife= 0, it provides the code in (4.1). The choice of eis chosen such that for any

choice of XI and X2 from the original constellation points, the resulting transmitted signals

are also from the same constellation. This is evident by an example where if we use L-

.21C

PSK constellation signals, the constellation can be represented by /T , for I =0,1· ." L -1 .

One can pick e= 27[tjL, where { =0,1··· L -1 . In this case, the resulting transmitted

signals are also members of the L-PSK constellation and, therefore do not expand the

constellation signals. Since the transmitted signals are from a PSK constellation the peak­

to-average power ratio of the transmitted signals are equal to one. In this way, there is no

increase in the number of signals in the constellation, but also there is no need for an

amplifier to provide a higher linear operation region.
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For the case of BPSK constellation, we use e=0 , Tr and for the QPSK case,

e=0, ~, Tr, 3; . So by using C(XI' X2 ' 0) and C(XI' Xz' Tr) for the BPSK constellation, one

can generate all of the eight 2x2 orthogonal matrices. In fact, C(x" Xz,0) is the code in

(4.1) and C(x"xz,Tr)is the code (4.4). So in general a super-orthogonal code consists of

the union of a few orthogonal codes, like the ones in (4.2) and the set of orthogonal codes

is a subset of the set of super-orthogonal codes. Hence, in the design of full rate, full

diversity trellis codes the expansion of the number of available orthogonal matrices

ensure that there is no extension of the constellation alphabet of the transmitted signals.

Another advantage is that the super-orthogonal codes are parameterized.

4.2.3 Set Partitioning

In this section we look at the set partitioning method adopted from Ungerboeck [93] to

orthogonal codes and show how to maximize the coding gain. Let us denote the

difference of the transmission matrices for codewords Cl and c2 by B (Cl' c2 ) and it's

Hermitian, complex conjugate and transpose, by BH (c"cz ) . According to [17], the

diversity of such a code is defined by the minimum rank of the matrixB(cl,cz). For a full

diversity code, the mmlmum of the determinant of the matrix

A(Cl' cz) =B (Cl' c2 ) BH
(Cl' c2 ) over all possible pairs of distinct codewords Cl and c

2

corresponds to the coding gain. So in [21] the coding gain distance (CGD) between

codewords Cl and Cz is defined as dZ(c"cz)=det(A(c"cJ), where det(A) is the

determinant of the matrix A. SO in general, if a code has diversity less than the full

diversity N , the distance can be defined as the harmonic mean of nonzero eigenvalues

of A (Cl' cz ) . Then, the CGD is used instead of Euclidean distance to define a set

partitioning similar to Ungerboeck's set partitioning in [87].
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Fig. 4.1: Set partitioning for BPSK
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Fig. 4.2: Four-state trellis: Ungerboeck's set partitioning

Let us assume that we use a BPSK constellation using the code in (4.1), having a four­

way partitioning of the orthogonal code as shown in Fig 4.1. At the root of the tree, the

minimum determinant is 16. At the first level of partitioning, the highest determinant that

can be obtained is 64. This is obtained by a set partitioning in which subsets So and SI use

different transmitted signal elements for different transmit antennas. At the next level of

partitioning we have four sets Soo' SI I , SOl and SIO with only one element per set. Consider

the trellis diagram shown in Fig. 4.2 which is constructed based on the set-partitioning

with a rate b/2 bits/s/Hz for L-PSK constellation, where L =2b. This is similar to codes
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presented in [85, 86] which can only transmit at a rate which is half of the maximum

possible rate. For an L-PSK constellation each signal can be represented by

j2T,/ 2
s=e-L-,I=O,l, ...,Lors=eJ,wwherew=~. Now we consider two distinct pairs of

L

constellation symbols (SII =ejk,w ,s~ =eh") and (S~ =ejk,w ,S~ = ej/,w) with the corresponding

code matrices Cl and c2to calculate B (Cl' c2 ) and A (Cl' c2 ). We omit (Cl' c2 ) from A and B for

the sake of brevity. For parallel transitions in a trellis, we have (4.7) and (4.8) as shown

below,

(4.7)

Using (4.8), one can show that

(4.9)

Now, if we have two codewords which differ in P pairs of constellation symbols, it can

be shown that still AI2 =AzI =O. Also, if for the first codeword, we denote the set of

11 . b 1 (I I)P ("kP "/P)conste atlOn sym 0 s as SI' S2 = eJ
' w , eJ

, w , p =1,2, ... , P and for the second codeword,

we denote the set of constellation symbols by(s~,s~r =(ejk;'w,ej/iw), p=1,2, ... ,P. Then

we have,

del(A) = {t4 - 2cos["'(kf - ki)] - 2cos["'(If -In]r (4.10)

Since (4.10) includes a sum of P terms and each of these terms is non-negative, the

following inequality holds,
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det(A) = {~4- 2C05["'(ki -k,')]-2c05[",(if -In]r
~ I{4-2COS[w(kf -kt)J-2cos[w(zf -1t)Jf·

p='

(4.11)

Based on the coding distances calculated in (4.9) and (4.10), one can show that the

coding gain of such a space-time trellis code is dominated by parallel transitions. It is

observed from Fig 4.1 and [21] that as we go one level down the tree the minimum CGD

increases (or remains the same).

Set Partitioning ofOrthogonal Codes

This subsection provides a set partitioning for super-orthogonal codes and shows how to

maximize the coding gain without sacrificing the rate. Similar to the case of orthogonal

designs, it remains to do the set partitioning such that the CGD is maximized at each

level of partitioning. Using (4.9) to calculate the CGD between a pair of codewords, it is

apparent that increasing the Euclidean distance between the first signals of the codewords

will increase the CGD. The CGD also increases as we increase the Euclidean distance

between the second signals of the codewords. Therefore, the objective in set partitioning

is to choose the codewords that contain signal elements with highest maximum Euclidean

distance from each other as the leaves of the set-partitioning tree. For example, in the

j2JC/

case of QPSK in Fig 4.2, s = e-2-,l = 0,1,2,3 are the QPSK signal constellation elements

and k=0,1,2,3 represents s=l,j,-l,-jrespectively. The maximum CGD in this case is

64 when Ik, - k2 1= 2 and 1/, -/21= 2 in (9). This is the justification for the choice of leaf

codewords in Fig 4.1. At the second level of the tree from the bottom, it is impossible to

have both Ik, - k2 1 and II1 -/21 equal to 2 in all cases. The next highest value for CGD is

16 when Ik l -k21=2,1/, -/21=0 orlk,-k2 1=0 and 1/1-/21=2. Hence, we group the sub trees

in the second level such that the worst case is when Ik, - k2 1 = 2, II1 -/2 1 =°or

Ik, - k2 1 = 0,11, -/2 1= 2 . We keep grouping the sub trees to maximize the minimum CGD at

each level of set partitioning.
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4.2.4 Super-Orthogonal Space-Time Trellis Codes

Here we now build on the proposed set partitioning scheme to design full-diversity full­

rate space-time trellis codes. In the new SOSTTC scheme, a constituent space-time block

code is assigned to all transitions from a state. Every pair of codewords diverging from

(or merging to) a state achieves full diversity because the pair is from the same

orthogonal code and differs by rank 2. We illustrate this with a few examples on how to

assign the block codes to different trellis structures. Figs 4.3 and 4.4 demonstrates

examples of the SOSTTC 4-state and SOSTTC 2-state codes respectively. In these

diagrams, C(Xi' X2 , e) represents the particular member of our parameterized space-time

block code which is used at the specific state. Also we have shown the corresponding sets

from our set partitioning next to each state.

o

2

3

Fig. 4.3: A four-state code r = lbl si Hz using BPSK or r = 2bl si Hz using QPSK

Fig 4.3 shows an example of the 4-state SOSTTC. In this example if we use BPSK and

the corresponding set partitioning in Fig 4.1 the rate of the code is 1. When departing

from state zero and two C(XI' X 2 , 0) is used and when departing from states 1 and 3

C(Xi'X2 ,n-) is used. With this code structure, it is now possible to have eight possible

orthogonal 2x2 matrices which satisfy the (4 - D) signal point requirement, which ensures

a full rate code. If we use QPSK constellation and the corresponding set partitioning in

(5), the result is a 4-state SOSTTC at rate 2 b/s/Hz.
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..."....-----~O

Fig. 4.4: A two-state code r = 1bl si Hz using BPSK or r = 2bl si Hz using QPSK

In Fig 4.4, the trellis diagram and transmission scheme for a 2-state trellis, where a rate

1b/s/Hz is obtained if we use BPSK and 2 b/s/Hz, if we use QPSK constellation. It should

be noted that there are no equivalent codes present in [17]. Thus it is seen that unlike the

manual or hand crafted design strategy in [17], one can systematically design a code for

an arbitrary trellis and rate using the set partitioning and code design strategy.

4.3 Code Design for Rapid Fading Channels

In [17], Tarokh et al. pointed out that in evaluating space-time code performance in

quasi-static fading channels, the critical parameters are the minimum rank and the

minimum determinant of the difference matrix between all possible transmitted and

erroneously decoded symbols. In rapid fading channels, the important parameters are the

symbol-wise Hamming distance and the sum-product distance. We consider Alamouti's

orthogonal transmit scheme where So and SI denote the transmitted symbols for the first

symbol interval and -s; and s~ their corresponding conjugate values at the second symbol

interval. Let

(4.12)

and

(4.13)

be the transmitted and erroneously decoded symbol sequence with respect to the

Alamouti's scheme. The pairwise error probability [89] is given by,
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(4.14)

where E
s

is the symbol energy, No /2 is the variance per dimension of the zero-mean

complex Gaussian noise sample and v is the set of all i for which Si =t- fi or Si+1 =t- fi+1 . If the

number of elements in v is denoted by n , (4.14) can be expressed as,

where

d prod (n) =n(lfi -sil
2

+\r;+1 -si+11
2

).

iev

(4.15)

(4.16)

Here d prod ( n ) is the product of distance sum of two consecutive symbols along the error

event path, and is also known as sum-product distance ' n ' is the number of space-time

symbols in which the two sequences differ, also called space-time symbo1wise hamming

distance. It is seen that the smallest n and the smallest d prod ( n) dominates the error event

probability [17]. Hence the code design criteria for fast fading channels can be

summarized as follows,

(i ). Maximize the minimum space-time symbo1wise hamming distance n, between all

pairs of distinct codewords. This corresponds to diversity maximization.

(ii.) Maximize the minimum product distance dprod , along the path with mllllmum

symbo1wise hamming distance. This corresponds to coding gain maximization.

Next we look at the design methods introduced in [89] to improve the performance of

SOSTTCs in rapid fading channels. We consider a specific system having two transmit

and a single receive antenna, which uses BPSK signa1ing. This can be illustrated by the

trellis diagram in Fig. 4.5 shown below,
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,.",---------;::, 0

Fig. 4.5: 4-state BPSK SOSTTC for rapid fading channel

The idea adopted here to maXImIze the mllllmum space-time symbolwise hamming

distance between all pairs of distinct transmission matrix sequences, is to avoid any

parallel transitions between any state pair. So now, if two sequences diverge from a

common state to different states, they have to go through at least two transitions before

they merge to a common state. Therefore the shortest error event path will have two steps

for a BPSK, 4-state code which still maintains full rate. To maximize the second design

criteria, after exhaustive computer search [89], the transmission matrices are assigned to

the trellis branches so that the minimum sum-product distances over all possible two-step

transmission matrix sequence pairs is maximized. The expansion of Cl ... Cs can be found

in appendix A.l.2.

4.4 Performance Analysis

The performance of SOSTTCs is investigated by two analytical means in the following

section. Fist we look at the coding gain distance approach to determine the improved

performance of these codes analytically in comparison with STTCs. Next we look at an

MGF method which is a rigorous method of investigating the performance of these codes

using evaluation through closed form expressions.
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4.4.1 Coding Gain Distance Analysis

In order to determine the coding gain of the different super-orthogonal space-time trellis

codes that are discussed in the previous section, we investigate how to determine the

dominant path for coding gain distance (CGD) calculation in the trellis [21]. For our

discussion we consider two specific examples, namely the BPSK and QPSK case for both

4-state and 2-state codes, and then illustrate by example the method adopted for CGD

analysis.

Fig. 4.6: Parallel paths differing in P = 3 transitions.

We first consider the 4-state SOSTTC shown in Fig. 4.3. It must be remembered that

when there are parallel transitions between two states, we assign a different transition to

each possible constellation matrix which is governed by the set partitioning rule. Any two

codewords may differ in (P= I) trellis transition. As the trellis structure adopted for this

code is similar to the TCM structure, it is impossible to have two codewords which differ

in only two trellis transitions (P=2). This is due to the fact that if two codewords diverge

from state zero, they have to go through at least three transitions to re-emerge. An

example of such a path is illustrated by Fig. 4.6. Hence the smallest value P excluding

parallel transitions is three. We first consider the case excluding parallel transitions. In a

similar fashion to normal trellis codes exhibiting uniform error properties, we assume that

the first codeword remains at state zero for the entire length of P, which in this case is

three. For the second codeword, the first and third transitions (diverging and merging to
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state zero) use C (Xl' X2 ' 0) and the second transition uses C(Xi' X2' e) as can be seen in Fig.

4.3. Using trigonometry equations, it can be shown that,

where,

det (A) = (a+ b, + c) (a + b2 + c) - d,

a=4-2cos[w(k~ -k,I)J-2cos[w(/~ -/,I)J

c=4-2cos[w(k; -knJ-2cOS[w(/; -/nJ

(4.17)

(4.18)

For our specific example, since in our second transition of the second codeword case we
use (e =7[) according to the trellis in Fig. 4.3, we have

bl =4 + 2cos[w(k~ -knJ -2COS[w(/~ -InJ
b2 =4 - 2COs[ w(k~ -knJ+ 2cos[w(/~ -InJ

d=8(1+COS[w(k~ _k,2 +/1
2 -lnJ).

(4.19)

mindet ( A) ~ [ min(a )+min(b/ )+min(c)1[min(a )+min(b])+ min(c)J-max(d). (4.20)

Now we evaluate the result showing that the minimum value of coding gain distance for

length (P=3) is greater than the minimum value when (P=I) in order to prove that the

minimum coding distance is dominated by the presence of parallel transitions. We first

assume the case of a rate r =1bit / s / Hz code using BPSK for the same trellis in Fig. 4.3.

According to the general rule, we assume two codewords diverging from sate zero and

re-emerging after P transitions to state zero. For parallel transitions (P=I) the CGD from

(4.9) is as follows,

Here w = 7[, k, = 0, /1 = 0 and k2 = 1, 12 =1, so

det( A) ={4 - 2cos[7[(1- O)J - 2cos[7[(1- O)J} 2

det(A) =64.
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Hence, for (P=l) case of the BPSK code, mindet(A)=64. For the same code,

considering the case where parallel transitions are excluded (i.e.,P =3), we have

From (4.18) kl =0, I1 =0 and k2 =0,12 =1

min a = 4 - 2 cos [ 7r (0)] - 2 cos [ 7r (1 - 0)]

min a = 4-2(1)-2(1)

min a =4.

Similarly c is given by,

min c = 4-2cos[7r(0)]-2cos[7r(1-0)]

min c = 4-2(1)-2(1)

min c =4.

(4.23)

(4.24)

The min value of b1'b2 and d is obtained whenkl =0, 11 =0 and k
2

= 1, 1
2

= 1, using (4.19)

min bl =4+2cOS[7r(1-0)]-2cos[7r(1-0)]

min bl =4 - 2(-1) - 2(-1)

min bl =4

min b2 =4-2cos[7r(1-0)]+2cos[7r(1-0)]

min b2 =4-2(1)-2(1)

min b2 =4

max d = 8 (1 + cos [ 7r (1 - 0 + 0 -1)])

maxd = 8(1 + cos[O])

maxd =8(2)

maxd = 16.

Therefore the inequality (4.20) results in

min det(A)~128.

(4.25)

(4.26)

Also for k~ = ki = III = k~ = kl
2

= 11
2

= I~ = k~ = kt = 11
3 = 0 and l~ = I~ = 1 in equation (4.17), we

have det( A) = 128 which means

min( A):S:128.

III
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Combining inequalities (4.26) and (4.27) provides

min (A)=128, (4.28)

which, is greater than 64.

Now in the case of QPSK constellation for(P =1), the CGD is from (4.9) and is given by,

(4.29)

(4.30)det( A) = {4 - 2COS[ ~ (3 -0)J-2COs[~ (1-0)Jf
det(A) = 16.

Using the equations (4.18) and (4.19), one can obtain the min values using identical steps

of calculation as shown above, which is not shown here to avoid repetition. Thus, we can

obtain min a = min c = 2, min bl = min bz = 4, and max d =16. Therefore the inequality

(4.20) results in

min det(A) ~ 48.

Also for

and l~ =l~ =1 in (4.17), we have det (A) =48 which means

min(A):S; 48.

Combining inequalities (4.31) and (4.32) provides

(4.31)

(4.32)

min(A)=48,

which is greater than 16. It can be seen that the minimum CGD for this 2bit / s / Hz code is

equal to 16, which is greater than 4, the CGD corresponding to space-time trellis code

from [17].
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c(ejkiw , ·tiw, 0) C(eiki; ,eJliw ,e)
2 2

Fig. 4.7: Parallel paths differing in P = 2 transitions.

Now that we have considered specific codes for clarity of presentation, we can show

similar results for any trellis for which it is possible to diverge from a state and merge to

the same state in (p =2) transitions. Fig. 4.7 shows an example of a (p =2) transition.

We build on the similar basic principles of our previous discussion and consider two

separate codewords. The first case considered is (p =1) for parallel transitions, and one

can calculate the CGD from (9). For the next case which excludes parallel transitions,

there are two codewords diverging from state zero and re-emerging after (p =2)

transitions. The first codeword stays at state zero. For the second codeword, the first

transition diverging from state zero uses C(xp x2•0) and the second transition re-emerging

to state zero uses C(x1 ,x2 ,61) as shown in Fig. 4.7. It can be shown that,

(4.33)

(4.34)

where,

a =4-2cos[ w(k~ -knJ-2cos[w(/~ -/II)J,

bl = 4 - 2cos[w(k; - kn + 6lJ- 2cos[w(/; -InJ,
b2 =4-2cos[w(k; -knJ-2cos[w(t; -In- 61 J, and

d = (2-2cosB)(2-2cos[w(k; _k1
2 +/1

2 -/;)+BJ).
We calculate the coding gain for BPSK code in Fig. 4.4. Again, we assume two

codewords diverging from state zero and re-emerging after P transitions to state zero.
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(4.35)

(4.36)

For parallel transitions (P == 1) , as calculated from (4.9) previously the value of COD is 64.

For(P==2), min a == min bl == min b2 == 4 andd==16, so

min det(A) == 16+ min[4(b, +b2 )+b,b2 -dJ

min det ( A) == 16 + min [ 4(4 + 4) + 16 -16J
min det( A) == 48 < 64.

Therefore, CGD == 48 and the coding gain is dominated by paths with (p == 2) transitions

and is equal to 6.92 . For the QPSK case shown in Fig. 4.3, the COD for parallel

transitions (p == 1) is 16. For (P == 2) here, min a == 2, min b, == min b2 == 4 and d == 16, we have

min det(A) == 4+ min[2(b, +b2 )+bj b2 -dJ

min det ( A) == 4 + min [ 2 (4 + 4) + 16 - 16J
min det(A) == 20 > 16.

Hence the coding gain for the QPSK case in Fig. 4.3 is 4. It should be emphasized that

the importance of picking the right set of rotations and subsets is vital in providing the

maximum coding gain.

4.4.2 Performance using Moment Generating Function Approach

Here we use the key analytical method used in [83], in order to detennine the

perfonnance of SOSTTCs. We assume a system with two transmit antennas and

NR number of receive antem1as. Let Xn== [x}n) ,x~n)rbe the vector representing a pair of

complex symbols to be transmitted in the nth transmission from the two transmit antennas,

and the superscript T denotes the transpose operation. During the nth transmission interval

the channel can be described by a N Rx2 matrix Cn == [ C);) J, where C);) is the channel fade

coefficient between the i''' transmit antenna and the fh receive antenna, and C);') is

independent of one another. The vectors representing the two pairs of symbols

successively transmitted over the channel in the nth transmission interval is given by,
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and

X - [ (11) jO(II) (11) JT
III - XI e ,XZ , (4.37)

(4.38)

The received signal for the corresponding transmission of XIII and X IIZ is given by,

(11) _ ,(n) (11) jO(II) + (11) (11) + (11)
Y, - C/I XI e C/2 Xz n,

(11) _ (11) ( (11))· jO(II) + (11) ( (11))· + (11)
Y'+NH - C/I -Xz e C/2 XI n,+N

R
'

(4.39)

wherel=1,2, ... N R , and n,(n)are i.i.d. complex zero mean Gaussian noise samples, each

with variance (7z per dimension and are assumed to be independent of the channel gains.

Assuming perfect CSI, the lth receiver uses the pair of samples yf") ,yt~ to create
H

-:(11) _ ( (11))· _jO(II) (11) (11) ( (11) ).
x, - C/I e Y, + C,Z Y'+N

R

-(11) _ ( (11))· (11) _ (11) jO(II) ( (11) ).
X'+NR - C'Z Y, C/I e Y'+N

R

1= 1,2, ... ,NR

(4.40)

which, is necessary for forming the maximum likelihood (ML) metric corresponding to

the nth transmission interval.

Fast Rician Fading Channels

This section looks at exactly evaluating the PWEP using ML metric. For each and every

observation of N blocks (2N Symbols), each described by (4.39), the ML metric

corresponding to the correct path is given by,

m(Y, X) =t~ [Iy!') - (c,(:)x!')eJ
'(') + c!;)xj') 11' +,t:l. - (cl:) H'))' <1'(') + c,t;) (xi')nn(4.41)

Based on the realization of the chaImel over the entire N block observation, the PWEP is

given by,
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p(X~ X Ic) = Pr{m(Y,X) > m(Y,X) IC}
= pr{m(y,X)-m(y,X»OIC}.

Substituting the value of (4.41) in (4.42) simplifies to

Z

p(X ~ XIC) =pr{Z ?:~~[Ic;~) (~~n) eJO(n) _ x;n)eJo(n) ) + c;;) (~~n) - x;n) )\

+;:) (~\")e-i'I") - x~")e-i'I")r+ c~;) (~:") - x!")IT] c}
~ Pr {Z ?: .u I c},

(4.42)

(4.43)

where Z is a conditionally zero mean Gaussian random variable with variance rr~ =4rrz.u .

Hence the conditional PWEP can be expressed in terms of a Gaussian Q-function by,

(4.44)

where .u can be written in matrix form as,

(4.45)

with X
n

and Xn are the corresponding correct and incorrect signal matrices in the nth block.

The error signal matrix is shown in (4.46) below,

[

In) JO(n) ~(n) JO(n) ( (n))* JO(n) ( N)* Jo(n)]x e -Xl e -X e - -X e
A ~ I Z Z

Cl =X -X n =
n n (n) ~(n) ((n))* (~(n))* .

X z - Xz XI - Xl

(4.46)

Assuming a rapid Rician fading, i.e. a fully interleaved environment the squared channel

gain magnitudes Ic,(;J)l
z

and Ic;;)l
z

are i.i.d noncentra1 chi-square random variables with

parameter K and mean square value Q. Using the MGF for the SNR in a Rician channel

as given in [90, (2.17)] we obtain for orthogonal STTCs,
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where rs =0.Es / No , denotes the average symbol SNR. For the Rayleigh fading case

(K=0) reduces to

p( X ~ iT) = ~ [/2fI[ sin
2
e J'" dB

Jr n=1 . 2 e Ys d2
S111 +- n

4

= ~ (2[fI[ sin
2
e J]'" dB.

Jr n=l· 2 e Ys d2
S111 +4 n

(4.48)

The presence of cross product terms in j.1 of (4.45) making the rows of L'ln orthogonal, and

so for SOSTTCs, directly evaluating the average of the conditional PWEP in (4.44) over

the channel is a bit more difficult and so j.1 becomes,

~ ~[~I (n)12[I (11) jl1(n) A(n) jO(n) 1
2

+ I (n) - jl1(n) +) - jO(n) 1
2Jj.1 - L L CII XI e - XI e X 2 e - X2 e

11=1 1~1

+~I (n)12[1 (11)_A(n)1
2

1 (11)_ A(n)1
2J:L C/2 XI XI + X 2 X2 •

/=1

(4.49)

In order to evaluate the unconditional PWEP, we first express j.1 in a compact matrix

form. The 2N x 2N matrix L'l is given by,

L'l, 0 .

o L'l2 0

L'l= 0 0

o
o

(4.50)
. L'lN_1 0

o 0 . 0 L'lN

For an entire block the channel gain vector corresponding to the lth receive antenna is,

(4.51)
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Then it can be shown that,
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(4.52)

whereupon the unconditional PWEP becomes

(4.53)

If we now average over the channel because of the independence of the channel gain

vectors Cl associated with N R receivers, the unconditional PWEP can be expressed in

terms of a single integral whose integrand is a product of MGFs associated with each of

the receivers' i.e.

( ~) 1r/2 L
R

( 1)P X ~ X =- 1 nM~, --.-2- de,
7[ 1=1 Sill e

Where

6. Es (.)T ( .)T
~I =-c/)'.6. Cl ,

4No

is a quadratic form of complex variables with MGF

(4.54)

(4.55)

(4.56)

In order to evaluate the above MGF in (4.56), the result in [91] is used and for Rayleigh

channel Cl =0and k =0 , we arrive at

(4.57)

If we assume that the channel gams have identical statistics, then

n~:IM~1 (s) =(M~I (s)t and hence for Rayleigh channel,

118



Chapter 4 SUPER-ORTHOGONAL SPACE-TIME TRELLIS CODES

(4.58)

For the evaluation of the determinant in (4.58), for the block diagram form oft.(t.·r, we

have

det[I + ( ~. 2 t.(t.·r] =fI det[I + All]
4 1+ K Sill () 11=1

where

with

(11) _ r.; [1,(11) JB(II) ~(II) JB(II)1
2 I (11) -JB(II) ~(II) _JB(II)1

2
]

all - ( ) . 2 XI e - XI e + X2 e - X2 e
4 1+ K Sill ()

a(lI) - Ys [( (11) JO(II) _ ~.(II) JB(II)) ((11) ~(II))' ((11) -JB(II) ~(II) -JB(II))'
12 - ( ). 2 XI e XI e x X2 - X2 - X2 e - X2 e

4 1+ K Sill ()

(
(11) ~(II))]

X XI -XI

= (a~~)r
a(lI) _ r.; [I (11) ~(1I)12 I (11) ~(n)12]22 - ( ). 2 XI - XI + X2 - X2 ,

4 1+ K s10 ()

and thus

(4.59)

(4.60)

(4.61)

det[I+ ( r.;. t.(t..)T]=I1
N

[(1+a(n))(1+a(II))_la(II)1
2
]. (4.62)

4 1+ K)s102() 11=1 11 22 12

Finally the PWEP for the Rayleigh channel can be represented by,
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We provide examples for the equations for determining the PWEP for a 2-state SOSTTC

by evaluation of the PWEP using the closed form as in [83] and [90]. Consider a rate

r =1, BPSK 2-state code, whose trellis diagram is shown in Fig 4.4. Here we have two

sets, each containing two pairs of BPSK symbols assigned to each state. This means that

as previously explained in section 4.2.4, there is a pair of parallel paths between each pair

of states. Thus for an error event length N=l in the case of fast fading Rayleigh channel

the PWEP associated with the parallel paths is from (4.48), given by [83],

(4.64)

This can be represented in the closed form as,

(4.65)

Next we consider the case for an error event of length N=2 and have the all zero path as

the correct one, then we would have, x~i) = 4) = 1, X~2) = xf) = 1, ~~I) = -1, ~~I) = -1, ~~2) = 1

(I) ~(I) (2) ~(2) . .
and 8 =8 =0, 8 =0, 8 = Jr. Evaluatmg the matnx elements from (4.61) gives the

values,

Thus from (4.63) we have

P(X~X)=~r2{(1+ Y; )2[(1+ Y; )2_(.yS )2]}-LR d8
Jr Sill 8 Sill 8 sm 2 8

1
[

.) J2L
R

[ .) JL
R

/2 SIll- 8 sm- 8
=- . 2 d~

Jr r Sill 8 + Ys sin 2 8 + 2ys
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This can be simplified in the closed form expression considering the case where(LR =1),

simplifies to,

p(x ~ X)=~[1-4 ~+r;;-(3+ (1 )J].
2 ~~ ~~ 21+rs

(4.68)

For the quasi-static Rayleigh fading case for error event path of length N=2, the PWEP is

from (4.58) and is given by,

(4.69)

This can be simplified as a closed form expression for a single receive antenna which

simplifies to [83],

(4.70)

Evaluation ofApproximate Bit Error Probability

In this section we evaluate in closed form an approximation to the average BEP

p" (E) using the PWEPs derived in the previous section. We do an approximation method

whereby we account only for error events of lengths N less than or equal to K. For a 2­

state code assuming the transmission of the all zero sequence, there is a single error event

path of length 1 and 4 error event paths of length 2. The single error event path of length

1 has a PWEP of Type I and contributes one bit error. There are 4 error event paths of

length 2, which have PWEPs of Type 11 and the four paths contribute a total of 12 bit

errors. Hence the approximate average BEP by considering only error event paths

corresponding to K=2, can be mathematically represented as,
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(4.71)

where, for a rapid fading channel p(X ~ x)/ and p(X ~ xL are given by the closed

form expressions in (4.65) and (4.68) respectively. For the quasi-static fading case similar

approximations can be used to evaluate the average BEP (K=2), which is still given by

(4.71), where the error event path having PWEP of Type I is given by (4.71) where the

error event path having PWEP is given by (4.65), but Type II is now given by (4.70)

which is the closed form.

4.5 Simulation and Analytical Results

In this section we provide simulation results for the super-orthogonal space-time trellis

codes using two transmit (Nr =2) and a single receive antenna. Results obtained are

compared with those of existing space-time trellis codes in the literature when a

comparable code exists. In all simulations, similar to that of chapter 3, a frame consists of

130 transmissions out of each transmit antenna. Simulation results are obtained for both

quasi-static and rapid fading channels.
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Fig. 4.8: FER for SOSTTC (NT =2, NR =1, r =Ib / s / Hz ) (BPSK) in quasi -static fading.

Fig. 4.8 shows the frame en-or probability results versus SNR for the codes in Figs. 4.3

and 4.4 using BPSK and con-esponding set partitioning in Fig. 4.1. Both these codes are

full rate and the rate of transmission is Ib / s / Hz . It is seen that the four state code has an

improvement in performance due to more number of states.

Fig. 4.9 shows the simulation results for transmitting rate r =2b / s / Hz using QPSK

constellation. The codes shown in Fig. 4.3 and Fig. 4.4 are denoted by SOSTTC 4-state

and SOSTTC 2-states respectively. The corresponding results for Tarokh's code with the

same rate and 4-state from [17] are also provided for comparison in performance. As can

be seen from the figure, the 4-state SOSTTC outperforms the con-esponding STTC by

more than 2dB. The design of SOSTTC preserves the decoding simplicity of orthogonal

designs. We obtain the results using both Viterbi and SISO decoding algorithms.
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2bits/s/Hz
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Fig. 4.9: FER for SOSTTC (Nr = 2, NR = 1, r = 2b/ si Hz) (QPSK) in quasi-static fading.

Fig 4.10 shows the performance of SOSTTCs of rate r =1b / s / Hz in rapid Rayleigh

fading chmmels. It can be seen that there is performance degradation in these channels in

comparison with the quasi-static case. Fig. 4.11 shows the performance of SOSTTCs of

rate r = 2b / s / Hz in rapid fading channels [116]. It can be seen that as mentioned before

there is performance degradation over their quasi-static case in comparison with Fig 4.9,

but these codes maintain an improvement in performance over space-time trellis codes in

the rapid faded channel case.
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18171615
SNR in dB

1413

1bit/51Hz

1O' 1 ~::-:-:-::-:-:-::-:-:1-=-=-::-=-=-=--=-=-=-:-:T:-:-:-:-=-=-::-=-=-=-T::-:-:-::-:-:-::-:-:-:;;r===~~~=====ri
-----------~ . ----------~ -----------~ ---------- -e-- SOSITe 4- st at e

~~~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ===~ =======~ ===t====~ ===== -B- SOsnc 2- 5t at e

I I I I I

I I I I

:~11~~::_111:- __-~-:--1t~~-::::-~~::1~~~~~:~
, , I I I

,,
, , I • I-----------.-----------.-----------,-----------,-----------.-----------
, I I I I

, , I I

I I , I

I I I , I-----------.-----------.-----------,-----------,-----------,-----------
I I I , I
t I I , I
, I I I I

, I I I I

, I I I ,

I I I , I

10.3 '-- --'- ----'- ....L..- --'- '-- --J

12

Fig. 4.10: FER for SOSTTC (Nr =2, N R =1, r =1b! s ! Hz ) (BPSK) in rapid fading.

Fig. 4.11: FER for SOSTTC (Nr =2, N R =1, r = 2b! s! Hz) (QPSK) in rapid fading.
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Fig. 4.12 shows the frame error rate results versus SNR at rate r = Ib I si Hz for the 4-state

code given in [89] denoted by '4-state new'. Comparisons of this code with other

SOSTTC 2-state and 4-state BPSK codes are also provided. Since the '4-state new' code

from [89] is designed according to rapid fading channel criteria, it outperforms the

reference SOSTTC codes [21] approximately by 2dB at FER oflO-2
•

-110 _
1 bit/s/Hz

181615
S~JR in dB

1413

: - - : :: : : : : : ~ : : : : :: : : : : : : : : : : :: : : : : : : : : :: : :: : : ::: -B- BPSK 2-St at e___:~~L L ! ! 4 S
--------- '- ---------- ~ ----------- ~ ----------- ~ -t- BPSK - tat e

: - - - - - - - r - - - - - - - - - ~ - - - - - - - - - - - ~ - - - - - - - - - - - ~ -e- New Code
----------_. ----~~-----------~-----------~~------------------~-

• : I : : :

_ _ L ~------~--------!-----------!------- _

:,::~~:::::,:,:
===========t===========t==~~==;===========!==~ -~~
:::::::::::::::::::::::::::::::::~::;:::::::::::

:::::::::::::::::::::::::::::::::::::::::::::::::::::: :::~~::::::::
-----------~-----------~-----------.-----------+------ -----+-- --.----___________ L L ! ! 1 _

I I , I I

-----------r-----------r-----------T-----------T-----------T-------- --
• I I I I-----------r-----------r-----------T-----------T-----------T-----------
I I I I I

-----------~-----------~-----------+-----------+------ -----+-----------
I I I I I

I I I • I
___________ L L ! ! ! _

I I I I I
I I I I

I I I I

I I I I

10-4 L- L..- -'-' --l. --l. ---l ---I

12

0::
W
LL

Fig. 4.12: Comparison of FER for SOSTTC ( NT ="2, N R =1, r =1b Is IHz ) (BPSK) in rapid

fading.

Fig. 4.13 shows the PWEP versus SNR for a 2-state SOSTTC code using BPSK

constellation set and having single receive antenna. The PWEP for the error event path of

length 1 (N =1) is the same for both rapid and quasi-static channels and is obtained by

using (4.65). The PWEP is also plotted for the error event path oflength 2 (N = 2) using

(4.68) and (4.70). The error event path oflength 2 is the worst case for quasi-static fading,

whereas the worst case for the rapid fading channel is the error event path of length one.
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Fig. 4.13: PEP performance ofNr = 2, N R = 1, r = Ib I s I Hz , 2-state (BPSK) SOSTTC over

quasi-static and rapid fading Rayleigh channels.

Fig. 4.14 and Fig. 4.15 show the average bit-error probability (BEP) of the code for rapid

fading channel and quasi-static chamlels respectively. It is seen that while considering

elTor events up to length K=2 is sufficient for calculating the average BEP over a rapid

fading channel and error events with longer lengths are needed to estimate the average

BEP over quasi-static channels. The slower convergence of the PWEP to the average

BEP as a function of the path lengths considered for quasi-static fading relative to rapid

fading is consistent with a similar observation made by [92] for orthogonal SITCs. We

provide simulation results to show the relative performance with the analytical method.
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4.6 Conclusion

SUPER-ORTHOGONAL SPACE-TIME TRELLIS CODES

The system design and code structure for Super-0l1hogonal space-time trellis codes was

presented. These codes provide full diversity, full rate and the code structure allows for

an increase in the coding gain. It outperforms the space-time trellis codes in the literature

and also provides for a systematic code design method for designing STTC at different

rates and for different trellises. Simulation results for these codes are provided for both

quasi-static and rapid fading Rayleigh channel conditions. A design scheme which shows

superior performance in rapid fading channels is provided. Performance analysis on these

codes by the coding gain distance and moment generating function methods are provided.

Thus, it is seen that super-orthogonal space-time trellis codes provide a superior tradeoff

between rate and coding gain while achieving full diversity.
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CHAPTERS

SUPER-ORTHOGONAL SPACE-TIME TURBO

CODES

5.1 Introduction

The idea of using concatenated codes first proposed by Forney [12] proved to be a boon

to the efforts of designing codes capable of achieving lower decoding complexity with

equivalent elTor rate perforn1ance. As mentioned earlier in section 2.4, in the decoding of

this concatenated code, there was an absence of the use of feedback mechanisms,

between the constituent decoder components. Turbo codes with iterative decoding are

known to provide larger perfonnance gains over conventional concatenated systems and

approach Sham10n capacity with large interleaver size [94]. Recently, a new form of

space-time coding technique called Super-orthogonal space-time trellis codes which

makes use of set-partitioning and subset mapping of orthogonal space-time block codes

have shown to achieve improvement in coding gains over other types of STTC schemes.

The research fratemity, over the recent couple of years, has shown that combining the

principles of turbo coding and space-time trellis coding is a natural way of improving the

error perfOlmance of space-time codes in MIMO fading chmmels. This method of

combining these fields can be further justified by the fact that although in quasi-static

fading channels employing ShOlt frames, turbo code structme offers little advantage over
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the highly structured block and trellis design, they do so when turbo codes are designed

for multiple antenna systems. The reason can be attributed to the fact that the

performance in quasi-static channel is dominated by the case when all the channels in the

multiple antenna transmission schemes are in a deep fade. However, when the frame size

is increased the interleavers provide interleaving gain and additional amounts of memory

into turbo codes. As a result, turbo codes can take much better advantage of time

diversity when it is available than trellis codes.

In a bid to further improve the coding gain perfonnance of Super-orthogonal space-time

trellis codes in MIMO fading chaImels we propose a class of codes which are

concatenations built from constituent SOSTTCs and convolutional codes. These codes

are decoded using an iterative (turbo) decoding procedure and, hence, we call this family

of concatenated codes as Super-Olihogonal space-time turbo codes (SOSTTuC).

Firstly, an overview of the existing concatenated space-time coded structures is reviewed

in the next section. Next the various decoding algorithms generally employed and the

various performance parameters that affect the performance of these codes are discussed.

The system models for the proposed Super-orthogonal space-time turbo codes are

presented in section 5.3, where the encoding and decoding procedures are explained. A

brief explanation of the bitwise additive SISO algorithm is also presented, which is used

to decode the individual constituent codes. The perfOlmance of the system under channel

estimation errors is studied in section 5.4. Finally, the systems' performance is evaluated

by simulation in section 5.5 for quasi-static and rapid Rayleigh fading channels.

5.2 Concatenated Space-Time Trellis Codes

Several research groups have proposed different versions of concatenated space time

coding structures in the literature over the last few years. This section presents a brief

overview of the recent work done in this field. Full rate is achieved when the number of

overall output information bits (all antelmas) equals the output bits per constituent space-
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time code at one time slot. For example, BPSK, QPSK and 8-PSK achieve bandwidth

efficiencies of 1, 2 and 3 b/s/Hz respectively. Full spatial diversity in quasi-static

channels is achieved when the rank of the codeword difference matrix (CDCM) is equal

to the number of transmit antennas.

5.2.1 Current Literature

In [17] a serial concatenation of a space-time trellis code with a RS-outer code was

proposed to exploit spatial and temporal variations and was named as smart greedy codes.

However, there was a rate loss associated with the use of the outer code. A concatenation

of a turbo trellis coded modulation (TTCM) with a STBC was proposed in [95]. The idea

here is that the STBC provides the spatial diversity and the outer turbo trellis coded

modulation provides the coding gain. This scheme has a rather high complexity due to the

TTCM outer code. In [96] parallel concatenated turbo code was proposed which achieved

maximum diversity gain and full rate of I b/s/Hz for multiple transmit antenna systems.

These codes showed large gains in rapid fading channels.

In [97] the outputs of a turbo code are bit-interleaved, mapped to QPSK symbols and

transmitted using multiple antelmas. Full rate is achieved but the code is not guaranteed

to achieve full space diversity. Parallel concatenated space-time coding based on

punctured turbo TCM have also been proposed by Liu and Fitz [98]. Here they used

QPSK modulation for the space-time turbo code which achieved maximum diversity gain

and full rate. The codes provided superior perfonnance in rapid faded channels and

similar to that of a 64-state SITC in quasi-static fading channels. In [99], Lin and Blum

proposed the serial concatenation of an outer space-time code with a rate-1 differential

encoder as the inner code on each transmit antenna separately.

In [100] [101], STTC are first modified to be recursive. Then, two encoder structures are

proposed. The serially concatenated encoder uses a convolutional code as an outer code

and recursive STTC as the inner code. The parallel concatenated case is in fact a self

concatenated recursive STTC [102]. The structures of codes in [95], [100] guarantee full
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space-diversity but full rate can not be achieved. In [103], they propose a class of full

space-diversity full rate space-time turbo codes. They design both parallel and serial

concatenated codes. They use a rank criterion to investigate the full diversity of various

codes. They also look at the effects of space-time correlated fading channels on both their

proposed systems.

In [104], [105] a parallel concatenation of two reCUTSlve STTCs as well as a serial

concatenation of a recursive systematic convolutional code (RSC) and a recursive STTC

were proposed. Both the systems achieved maximum diversity gain using QPSK

modulation. They achieved bandwidth efficiencies of 1 b/s/Hz for serial concatenation

and 2b/s/Hz for their parallel concatenated codes. They also infelTed that the use of

recursive STTCs in concatenated systems result in larger performance gains. In [96], the

authors construct full diversity space-time turbo codes for two and three antelma cases.

They derive non-binary soft decoding algorithms suitable for decoding space-time turbo

codes. They also investigate the performance of these codes without perfect CSI.

In [106] the authors studied the use of turbo-coded modulation for multi-antenna systems

over block Rayleigh fading channels. They investigate a large number of practical issues

such as the case of large number of antennas, effects of estimated channel state

infOlmation, cOlTelation among sub-channels between different antenna pairs. Later in

[71], they derive performance bounds for turbo coded systems with transmitter and

receiver diversity. They derive bounds by limiting the conditional union bound before

averaging over the fading process, which provide tighter upper bounds.

A very thorough review of various types of concatenated space-time codes with a range

of chmmel codes such as convolutional, BCH, block based turbo codes are provided in

[61]. In [94] new space-time turbo codes for two, thTee and four antelmas are proposed

using feedforward coefficients to maximize the minimum squared euclidean distance and

minimize the iterative decoding tlu'eshold using the feedback coefficients. They compare

the perfonnance of their code with other codes, and fmther also investigate the impact of

antemla cOlTelation and imperfect channel estimation on the code performance.
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5.2.2 Algorithms Employed in Decoding

All concatenated codes make use of the use of maximum likelihood decoding algorithms

based on the iterative use of a-posteriori probability (APP) applied to the entire code

trellis. A method of realizing the decoding of concatenated codes with a reasonable

complexity is by the use of suboptimal, yet powerful iterative algorithms whereby the

constituent codes are decoded separately and soft information is exchanged between the

decoder.

The two mam decoding algorithms that have been employed for the iterative turbo

decoding of turbo codes are the Viterbi algorithm [28] or the maximum a-posteriori

(MAP) [10] algorithm. The SOYA was proposed in [107] and was derived as an

improved version of the Viterbi algorithm. A further improvement was designed in [108]

which computed the reliability estimate of each bit which can be improved using the

improved SOYA algorithm.

The use of the MAP or BCJR algorithm in turbo codes [13] showed the astonishing

capabilities that can be achieved with these sub-optimal techniques. Unfortwlately the

algorithm is computationally intensive and sensitive to round-off errors which restrict its

suitability in many implementation scenarios. These shortfalls can be overcome to an

extent with the introduction of the log-MAP and the max-log-MAP algorithms which

work in the log domain.

Previously mentioned algorithms were only suitable for decoding of turbo codes or

multiple turbo codes as they only provided improved estimates of the uncoded bits. In the

case of serial concatenated convolutional codes (SCCC) and hybrid codes, improved

estimates of both coded and uncoded bits are required. It was with the introduction of

soft-input soft-output (SISO) module proposed in [31], [11] that provided both the

required estimates. The SISO module consists of fom ports, where the input LLRs of the

coded and wlcoded bits are accepted and an update of these LLRs are calculated based on

the code constTaints. Also most of the proposed algorithms, not even the BCJR algorithm
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[10] could cope with a trellis having parallel edges. In our concatenated scheme, the imler

code is a SOSTTC code whose trellis consists of transitions between states having

parallel transitions. The SISO algorithm can be implemented in two forms, namely

multiplicative SISO which is an extension of the MAP algoritlun and the additive SISO

which is an extension of the log-MAP algoritlml. The latter is explained in more detail in

section 5.3.2.

5.2.3 Performance Parameters

In this section a brief discussion of the various parameters, some of which are interlinked,

which affect the performance of concatenated codes is given. A more detailed

comparison of these parameters is presented in [37] for the case of turbo codes and in

[23] for the case of turbo codes and SCCCs.

5.2.3.1 Constituent Decoding Algorithm

The choice of decoding algorithm to be employed for a particular code would be purely

based on a trade-off requirement in terms of complexity over performance. A complexity

comparison between the MAP, SOYA, Log-MAP, and Max-Log-MAP in order of

complexity from the most complex to the least complex is the MAP followed by the

Log-MAP, then the Max-Log-MAP and lastly the SOYA. In terms of the performance

advantage of these algorithms in concatenated systems, the Log-MAP's performance is

slightly inferior to the MAP. The Max-Log-MAP perfonns worse than the Log-MAP,

but maintains significant improvement over the SOYA algorithm. In selecting an

algoritlun which provides an overall good trade-off, the Log-MAP is a suitable choice

[23].

135



Chapter 5 SUPER-ORTHOGONAL SPACE-TIME TURBO CODES

5.2.3.2 Interleavers

It is well known that the interleaver's role in the concatenated code has a vital influence

on the performance of the code. The interleaver generates a long block code from small

memory convolutional codes and is capable of spreading low-weight input sequences so

that the resulting codeword has high weight.

The size and structure of the interleaver used plays an important role in the performance

of the code. The size of the interleaver determines the performance of the code at low

SNRs and at high SNRs both size and structure are factors on the perfonnance. A well

designed interleaver will map low weight input sequences from the first encoder to high

weight input sequences in the second encoder. The en"or floor regions decrease rapidly

with increasing interleaver length. A number of interleaving structures are discussed in

[23] which are block, convolutional, random, circular shifting, semi-random and odd­

even interleavers to name a few.

5.2.3.3 Constituent Codes

The constraint length and generator polynomial used in the component codes are

important parameters. Often in turbo codes the generator polynomials which lead to the

largest minimum fi"ee distance for ordinary convolutional codes are used, although when

the effect of interleaving is considered these generator polynomials do not necessarily

lead to the best minimum free distance for turbo codes. The use of recursive codes over

their non-recursive counterparts have shown improvement in interleaving gains

translating to improved performance. Hence, the design of concatenated codes requires

the selection of good interleavers in conjunction with proper selection of constituent

codes.
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5.2.3.4 Trellis Termination

The concatenated codes performance can be improved if the initial and final states are

the same. Trellis termination involves driving the encoder to the all-zero state with the

help of some additional tail bits at the end of the frame. Hence, the design of

concatenated codes requires the selection of good interleavers in conjunction with proper

selection of constituent codes.

5.2.3.5 Effect of Number of Iterations

The selection of a suitable number of iterations is very vital in determining the

perfonnance of the code with respect to the appropriate complexity constraints. The error

rate goes down considerably when the number of iterations is increased from one to six;

and much less when the number of iterations is increased from six to ten. It is almost

insensitive to an increase in the number of iterations above ten, for short interleaver

lengths. Tllis number of iterations at which the error rate satmates is larger for higher

interleaver sizes.

5.3 System Model for SOST-CC and SOST-SC

Super-Olihogonal space-time trellis codes have shown improved perfonnance over

conventional space time trellis codes for both quasi-static and rapid fading channels.

From the previous discussion in section 5.2.1, the concatenation of SITCs through

simple, double and hybrid means have shown improved coding gains over conventional

SITCs. Keeping these two factors in mind we propose two concatenated SOSTTC

schemes in a bid to further improve the coding gain of SOSITCs.

Any of the concatenated SITC schemes discussed in section 5.2 could be modified in

order to incorporate a SOSTTC code. In selecting a concatenated code to modify, it

would be ideal to choose the system with the best performance. However, no results
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directly comparing the performance of these systems can be found in the literature. The

serially concatenated structure of [109] [76] was simple and modified to incorporate a

SOSTTC encoder. The double concatenated structure proposed in [76] was also modified

to incorporate the SOSTTC encoder.

In this section, firstly an outer convolutional code is concatenated with an inner SOSTTC

code to give SOST-CC and secondly two outer serially concatenated convolutional codes

with an inner SOSTTC to give SOST-SC, with the aim of increasing the overall coding

gain performance of the code. These codes are decoded using an iterative (turbo)

decoding procedure and, hence, we call this family of concatenated codes as Super­

orthogonal space-time turbo codes (SOSTTuC). These two systems can be individually

refelTed to as SOST-CC and SOST-SC respectively. In this section, the encoding and

decoding of the proposed SOST-CC and SOST-SC systems is explained. The bitwise

additive SISO algoritlm1 used to decode the constituent SOSTTCs and CCs is also

described. In all cases the systems have a bandwidth efficiency of 1b/s/Hz.

5.3.1 SOST-CC and SOST-SC Transmitter

The cOllIDmnication systems under consideration have NT h'ansmit and N
R

receive

antelmas. These antennas are sufficiently separated to ensure spatially independent or

uncorrelated fading. The system architecture of the SOSTTC code and channel conditions

is identical to that laid out in chapter 4 and 3 respectively.

The transmitter models for the SOST-CC and SOST-SC systems are shown in Fig. 5.1

and Fig. 5.2 respectively and are built on corresponding modifications on [28]. In both

systems the input frame':!. of the information bits is encoded by the outer code, which is

either convolutional or serial concatenated convolutional code, then interleaved and sent

to the SOSTTC encoder. The SOSTTC encoder provides a vector s- of NToutput symbols
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and transmitted according to the SOSTTC transmission matrix which IS then

simultaneously transmitted over the Nr transmit antennas.

We use pseudo-random bit interleavers throughout. The convolutional codes employed

RSC or non-recursive convolutional (NRC) codes. Since the SOSTTC encoder does not

have a recursive structure, we will employ it in its normal form as the inner code in both

the concatenated schemes.

5.3.1.1 Encoding of SOST-CC

The SOST-CC system is shown in Fig. 5.1 [117]. Here the outer code is a convolutional

code which is concatenated to the ilmer SOSTTC code tlu-ough an interleaver. The input

bits 1!:. are encoded by Cl and interleaved by 1C • These interleaved bits are then encoded by

the SOSTTC encoder. It is ensured that all the constituent encoders are terminated.

NI'

~I__E_N_C_~_CD_E_R__~ ff ~,--_E_S_~_~_TD_TE_CR_~r--_..... C,

Fig. 5.1: Block diagram for the SOST-CC encoder.

5.3.1.2 Encoding of SOST-SC

The SOST-SC system is shown in Fig. 5.2. Here the outer code consists of a serial

concatenation of two convolutional codes. This combination is then concatenated to the

ilmer SOSTTC through an interleaver. The input bits 1!:. are encoded by Cl and interleaved

by 1CI • These interleaved bits are then encoded by C2 and interleaved by 1C
2

and lastly SOST

encoded. Once again all encoders are ensured to be terminated.
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u
~

Cl
E CODER

C2
ENCODER

SOSTTC
ENCODER

5.3.1.3

Fig. 5.2: Block diagram for the SOST-SC encoder

Puncturing

In order to compare the systems discussed in this section under identical bandwidth

efficiencies, puncturing of the output symbol vectors Cl is necessary to maintain an

overall bandwidth efficiency of 1 b/s/Hz. For simplicity the puncturing block is not

shown in the encoder and decoder diagrams. At the transmitter the punctured symbol

vectors C, are not transmitted and Ht the receiver the LLRs are set to zero.

Although this may limit the diversity gain of the system in quasi-static fading, based on

results shown in [76] and simulation results in section 5.5 indicate this effect is negligible.

5.3.2 SOST-CC and SOST-SC Receiver

]n this section we first describe the bitwise additive SISO algorithm which is used to

decode each constituent code. The decoding process of the proposed SOST-CC and

SOST-SC systems is then explained.

5.3.2.1 The Bitwise Additive SISO Algorithm

All concatenated coding schemes admit a suboptimum decoding scheme based on the

iterative use of a-posteriori probability algorithms [29] applied to each constituent code.
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In this dissertation a description of the soft-input soft-output (SISO) module is discussed.

The SISO algorithm is implemented in its bitwise additive fOlm [110] where soft

information is exchanged between decoders in the fOlm of bit logarithmic likelihood

ratios (LLRs). Hence, it eases the process of interleaving and de-interleaving as it does

not require for conversions between LLRs and symbol LLRs. Previously proposed

algorithms were not in a fonn suitable to work with a general trellis code. Most of them

asswned binary input symbols, some assumed also systematic codes and none (not even

the original BCJR algoritlml [10]) could cope with a trellis having parallel edges. The

SISO algoritlml works on the trellis edges, rather than on pairs of states, and this makes

the algorithm completely general and capable of coping with parallel edges and also

encoders with rates greater than one, like those encowltered in some concatenated

schemes. Hence as we employ SOSTTC codes which have transitions it is more suitable

to use the SISO module for their decoding.

Consider a general trellis encoder with m memory elements, L input symbols u and

L output symbols c. The input symbols can be obtained from the set of n/l = 2k symbols

each consisting of k bits where u = {u l
,. . . uk

} and k is the number of encoder input bits at

each time instance. In the case of convolutional codes (CCs) the output symbols are

drawn from the set of ne = 2/1 symbols, each consisting of nbits where e={cl,. .. c"} and

n is the number of encoder output bits at each time instance. For SOSTTCs the output

symbols which are to be transmitted according to the transmission matrix are drawn from

a set of ne = MNf symbols each consisting of NrM-PSK symbols wheree = {Cl, . .eN]} •

The SISO module is a four port device that accepts the input LLRs of the coded bits

At(CI,I) and uncoded bits At (u',I) , and outputs an update of these LLRs,At(ei,O)

and At (u' ,0), based upon the knowledge of code constraints like its inputs and trellis

section.
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A, (cl,I) A, (Cl ,0)
~

Bitwise

A, (ul,I) SISO
AI(lIl,O)~Module

~

e~ s"(e)
s'(e) e--ti"(e),c(e)

(a)

Fig. 5.3: (a) SISO module. (b) Trellis section for edge e.

(b)
t+\

The dynamics of any particular trellis code can be completely specified by a single trellis

section, which describes the transitions (edges) between the states of the trellis at time

instants t and t + 1. Each trellis section is characterized by a state of the trellis at time

t as SI =s, and a set of 11" =11" on, edges connecting these states, an illustration of a single

trellis section for a particular edge e can be found in Fig. 5.3. Any edge (e) can be

defined as the transition from an initial state SS (e) to a final state SE (e), having the

cOlTesponding i11put symbol u(e) and output symbol c(e).

For a frame length of L symbols which correspond to an input frame size of Lk bits, the

input output relationships are modified fi'om [76], for t = {I, ... L} ,

and

A, (e' ,0) =~~da" (SS (e)) + A, (u(e)'!) +,~t e' (e)A, (e' (e),l) + 13, (s' (e))}

-~(~da H (SS (e))+A, (u(e),!)+ 'ot e' (e) A, (e' (c),l) +13, (s' (e))},

A, Vo) =T~ {a,~, (SS (e)) +A, (e(e)'!)+ 'otu' (e)A, (u' (c),!) + 13, (s' (e))}

-T~~ {a" (s' (e))+ A, (u(e)'!)+ ,otu' (c) A, (u' (c),l) + 13, (s' (e))}
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Here, the output LLRs does not depend on their corresponding simultaneous input. Thus

the LLRs ,1" (c' ,0) and ,1" (Lt I ,0) 3;:e an update of the input LLRs ,1" (c i ,1) and ,1" (u',1) .

The forward and backward metrics, a, (-) and P, (-) are calculated in (5.3) and (5.4) below.

a, (s) = l1)~X{aH (SS (e))+ ,1" (u (e), [) + ,1" (c(e), [)} , and
c:s . (')~S

P, (s) = 111~X {P'+I (SS (e)) + ,1,'+1 (u (e),1) + A'+l (c (e),I)}.
c:ss

(')~s

The metrics have to be ini tialized at the start of the decoding which is as follows:

(5.3)

(5.4)

if s =So

othelwise

if tell11inated and s = So

if non-terminated

otherwise

The max' operator is calculated recursively and perfonTIS addition in the log domain. In

order to calculate max: (G,) , we evaluate (5.5) recursively where 0
1
is initialized to 01 and

max (-) takes the larger of the two values considered. For j = {2, ... ,J} ,

On the final iteration J ,

.
111ax (ai) = 0) .

i

(5.5)

(5.6)

The input symbol LLRs of the uncoded bits ,1" (Lt,1) for both the CCs and SOSITCs are

calculated in (5.7) where 1= {I, ... nu} .

k

,1" (11 = u,,I) = L>;A, (t/,I).
j:::::1
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The input LLRs of the coded bits for the CCs are modules and not from the demodulator

and can be calculated as shown below where;

A, (c =c, ,1) = f,C;A, (Cl ,1).
i=1

(5.8)

For the input LLRs of the coded L-PSK symbols in the case of SOSTTCs, which are only

received from the soft outputs of the demodulator and can be calculated as shown below

in (5.9). The received signal 1/ at time t on receive antenna j after matched filtering is

given by (3.1). Let g be one of the possible output symbol vectors of the SOSTTC
-I

encoder where 1= {I· .. ne} . Let f, be the reference symbol vector, then

5.3.2.2 Decoding of SOST-CC

(5.9)

The block diagram of the SOST-CC decoder is shown in Fig. 5.4 in its simplified fmm

[117]. We make certain modifications in representation to the various tenus involved for

simplification purposes for both the systems. The subscript t ofA, and the superscript j ,

of cand u will be dropped. The subscript ofc oru will specify the decoder where sost is

used for the SOST encoder, cc for the convolutional code, in the SOST-CC system.

On the first iteration A(U"",,l) is set to zero as no a-priori information is available initially.

As we are under the assumption that the source symbols transmitted are equally likely,

the input A(uee,l) is always set to zero. The input LLRs to the SOST SISO module is

A(C'm',1) and is calculated using equation (5.9).
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A( 0)A(C 1).\'rA'·" ecc ,

~ A(CLL,J)
SOST ~

-I .... CC ~J[ .... SISO SISO ~...
A(U,aw ,0) -- ...

A(U
WAl1

,I) ~ A(UCL'O
...

A(u",/)

J[ ....

Fig. 5.4: Block diagram for the SOST-CC decoder.

The SOST SISO module determines the outputs A(Lt""I' 0) and this infolmation is passed

through the inverse interleaver Jr-
I to obtain A(C",I) . These input LLRs A(U",1) are

passed through the SISO module of CC and the output LLRs of CC of which the coded

part is A(C",O) and the uncoded parU(uL"O)is obtained.

In the feedback loop the output LLRs A(CLL ,0) obtained from the CC SISO module are

then interleaved through Jr to become the a-priori information A(Lt,,,,,,1) on the next

iteration. The above process is then iterated several times. On the final iteration the

outputs A(U'L'O) is used to directly to obtain the estimate of the Oliginal bit stream~.

5.3.2.3 Decoding of SOST-se

The block diagram of the SOST-SC decoder is shown in Fig. 5.5 in its simplified form.

The subscript of the cor U specifies the decoder as mentioned earlier for the case of the

SOST code, sost is used for the SOST encoder, 1 for the convolutional encoder Cl and 2

for the convolutional encoder C2.
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"(''"2~~.-_-----,
4(u".,1) 4(u.

N
,0) Lj -_ s~io

4(u,,1) '---_-----'

4(c"o)

A(C,,1) 4(C1,0)
-I

4(u,,0) 7[, Cl
SISO U

~ 4(u":.t(u,./)

7[, 1..-------------'

Fig. 5.5: Block diagram for the SOST-SC decoder.

On the first iteration A(u",,,,1) and A(U2 ,1) are set to zero as no a-priori infonnation is

available. As we are under the assumption that the source symbols transmitted are equally

likely, the input A(Upl) is always set to zero. The input LLRs to the SOST SISO module

is A(c"",,1) and is calculated using equation (5.9).

The SOST SISO module determines the outputs A(u"", ,0) and this information is passed

through the inverse interleaver Jr;1 to obtain A(c2 ,1). The output LLRs of the SISO

module of C2 which are A(C2 ,0) for the coded bits and A(U2 ,0) for the uncoded bits is

calculated. Next A(u2,0) is passed tlu'ough the inverse interleaver Jrl-
I to obtain A(Cl' I) .

This input is used by the SISO module of Cl to obtain the output LLRs A(Cl' 0) for the

coded bits andA(u"O)for the uncoded bits.

For the feedback loops the output LLRs A(C"O) obtained from the Cl SISO module are

then passed tlu'ough interleaver Jr, to become A(u2 ' 1) on the next iteration. Also the output

A(c2 , 0) is passed tlu'ough the interleaver Jr2 to become A(u",,,,1) on the next iteration. On

the final iteration the estimate of the original bit stream u can be directly obtained

fromA(u, ,0).
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5.4 Estimation of Channel State Information

As diversity remains to be an important factor determining the performance of wireless

systems, the combination of space-time coding techniques and estimation techniques

remains attractive for research. In this section we consider the effects of imperfect

channel state information on the performance of the concatenated SOSTTC systems

proposed in section 5.3.

In a practical scenario, there will be errors in the channel state information available to

the receiver. The ftillction of a channel estimator is to extract from the received signal

approximation to the fade coefficients during each data frame. There are two general

methods of generation of pilot tones, the first method of channel estimation is to turn off

all transmit antennas apmi from antelma i at some time instant and to send a pilot signal

using antenna i. The fade coefficients a i . i are then estimated for 1::;; j::;; m and forI::;; j::;; n,

n and m being the number of transmit and receive antelmas respectively, until all

coefficients i = 1,2,' .. n j = 1,2· .. m are estimated. A second method of estimation is to

send Olihogonal sequences of signals for pilot signals, one from each transmit antenna,

which is the method we follow. Regardless of the method used for estimation, the

channel estimator provides estimates Aj for ai.j' It is assumed that fJi,j is a zero-mean

complex Gaussian random variable only dependant on a i .
j
and a cOITelation coefficient.

The cOlTelation ,Lt has a simple expression in tenns of the variance of channel estimation

error. In general, we assume

jJ.=a.+c,
{,f 1,./ 1,'/

where, the variance Ci,j represents the channel estimation elTor.

(5.1 0)

In order to estimate the chamlel state information, we follow the approach of [17], which

was also used by [106], and make use of a training sequence of lengthk. We can denote

the pilot symbols to be used for training by ~,W2"" w", where
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(5.11)

and W;,i are elements of the signal constellation used for 1::;; j ::;; nand 1::;; t ::;; k . We need the

training symbols /i~,i,Wz,i"··'~.i to be Olihogonal sequences, l.e. W·W =0J1 q

whenever p*q. For the period of training(r' =['I',r/, ... ,/J), the received signal is

denoted by,

11

r.=""aW.+77,
1./ L.... /..1 r.1 1•./

i=1

(5.12)

where 1::;; i ::;; n, 1::;; j ::;; m, 1::;; t ::;; k . The main aim here is to make use of the received signal

to estimate a . , where i =1,2,.··n and j =1,2···m. Since the training sequences are
I.) .

Olihogonal, we have

Thus

r; . W; =a i .; (W; .W; )+ 77; . W; ,

,.·W 77·W
a . =-'--' - _._'-'

1./ .
W,·W; W;.W;

(5.13)

(5.14)

Hence, the estimated path gain A; from the transmit antelma i to the receive antenna j , is

7] ·W
j3 . =a .+_._1_'.

' •.1 ,., W.W
, I

(5.15)

Now it is possible to use the estimated channel state information [17], to obtain the log­

likelihoods of the received bits and proceed with the iterative decoding algorithm.

5.5 Simulation Results

In this section, the perfonnance of the proposed SOST-CC and SOST-SC systems is

evaluated by simulation in both quasi-static and rapid fading Rayleigh channels. The
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results obtained can be used to asses the system performance for low to medium SNRs.

The results obtained are also compared with some of the codes proposed in [76].

The application of Monte-Carlo methods are used to generate the simulation results

where (5.9) is used to first determine the received signal which is then decoded as

described in section 5.3.2. The number of frame elTors generated for the simulations are

then recorded.

The results obtained are shown with FER versus(E"INo) as discussed in section (3.6.2)

takes into account the code rate and hence allows for systems with different code rates.

For all simulation results obtained, two input frame sizes are used, the first being a length

of N =130 bits and then 1300 bits. We consider this method of comparison as performed

in [76] as it categorizes the two types into ShOli and long frame lengths. The short frame

is more suited to voice transmission as it has ShOli delay, while the longer frame is more

suited to data transmission as it generally results in lower FERs. For all the systems

considered, two transmit and a single receive antem1a is used and the number of iterations

is set to six.

A 4-PSK, 4-state SOSTTC is considered from [21] having eight parallel paths per

transition from each state to the other. A RSC rate 1/2, 4-state convolutional code and

RSC and NRC rate 2/3, 4-state convolutional codes are considered. When used in the

SOST-CC system, the convolutioEal codes used are both either RSC or both NRC codes.

In all cases the overall bandwidth efficiency of the system is 1bI s I Hz where puncturing is

perfom1ed in every ninth transmission for the SOST-SC system.

The figures from 5.6 to 5.9, presents simulation results for SOST-CC and SOST-SC

systems, comparing various combinations of constituent encoders. Fig. 5.6 shows the

results obtained for the SOST-CC system in quasi-static fading channels [117]. Its

performance is also compared with their identical SITC combination ST-CC from [76].

In all cases it is seen that there is no interleaving gain obtained in tenus of FER achieved

by increasing the input frame size. It is seen that the SOST-CC system maintains a

similar performance to their ST-CC counterparts in quas~-static fading channels.
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Fig. 5.6: Performance of SOST-CC system in quasi-static fading.

Simulation results for the SOST-CC system in rapid fading channels is shown in Fig. 5.7.

It is seen that there is significant improvement in perf0l111anCe due to interleaving gains

by increase of the input frame size. It is also seen the SOST-CC system outperforms the

corresponding ST-CC system for both frame sizes in rapid fading channels.
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Fig. 5.7: Performance ofSOST-CC system in rapid fading.

In Fig. 5.8 simulation results for the SOST-SC system are shown for the case of quasi­

static fading channels. It is seen that the SOST-SC combination has degradation in

performance in comparison to its corresponding STTC counterpart, the ST-SC system.

The SOST-SC system however shows improvement over the ST codes using non­

recursive NRC outer SCCC codes which are the ST-NSC codes. A non-recursive outer

code version for the SOSTTC case is also provided, the SOST-NSC case. As can be seen

from Fig. 5.8, no significant interleaving gain can be obtained for these systems in quasi­

static fading case.
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0::
W
LL

Fig. 5.8: Performance of SOST-SC system in quasi-static fading.

Fig. 5.9 shows results for the SOST-SC system in rapid fading chmmel. Here the system

having both RSC convolutional outer SCCC codes and NRC convolutional codes are

compared. It is seen that the SOST-SC system using RSC CCs perfonn better than their

NRC CCs counterparts. The results are also compared with the conesponding STTC

combinations namely ST-SC and ST-NRC systems. It is seen that the SOST-SC codes

maintain a good performance with their corresponding ST-SC counterparts for both short

and long frame sizes. It can be clearly seen that there is significant coding gain

achievable for these types of codes in the rapid fading case, as it is able to make use of

the available interleaving gains.

It has been shown from the literature that the perfOlmance of iterative decoding schemes

have been shown to converge to Shannon's limit in AWGN channels. However, in the

case of Rayleigh fading channels the performance has shown to be degraded for these

systems [111] [23] [112]. This phenomenon is also observed in the results shown in this
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chapter. Also we can say that due to the presence of temporal diversity in rapid fading

channels the systems are able to make use of this advantage and perform better in rapid

fading conditions than in quasi-static fading chmmels.

Fig. 5.9: Performance of SOST-SC system in rapid fading.

In Fig. 5.10 simulation results for the schemes using perfect channel state information

and estimated channel state information with the help of the pilot aided channel

estimation method is shown for quasi-static fading chmmels. We consider the SOST-CC

system in this case. Here for the simulation k =8and N is 260 bits as considered in [17].

It is seen that there is a loss in performance due to estimation of the channel state

information and it is around 3dB. Yet the result is useful to determine the performance of

such a system in a more realistic scenario. Similar performance for space-time block

codes using channel estimation can be found in [113], and there is also a degradation of

about 3dB in performance evident in their scheme.
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Fig. 5.10: Performance comparison of SOST-CC with perfect CSI and estimated CSI.

5.6 Conclusion

In this chapter a brief overview of existing concatenated space-time trellis codes was

reviewed. Two concatenated super-orthogonal space-time trellis coded systems were

proposed. The SOST-CC system consists of an outer convolutional code and an inner

SOSTTC code, while the SOST-SC system consisted of a serially concatenated

convolutional outer code and an ilmer SOSTTC code. The system model for the two

proposed schemes was presented and the encoding and decoding of each were discussed.

The decoding of the constituent codes using the additive bitwise SISO algorithm was also
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discussed. The effect of imperfect channel state information on the performance of the

system in quasi-static cham1els was also investigated.

Simulation results were presented for the cases of quasi-static and rapid Rayleigh fading

130 bit and 1300 bit input frame sizes as well as recursive and non-recursive CCs and

compared with the results of concatenated STTCs. Interleaving gains in terms of FERs

was achieved for rapid fading cham1els but not for quasi-static fading channels. It is seen

that the SOST-CC system has significant gain in performance especially in rapid fading

channels. The SOST-SC system maintained some performance improvement over codes

using NRC codes, and showed slightly inferior perfonnance over their ST-SC

counterparts.
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CHAPTER 6

CONCLUSIONS

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

This dissertation has focused on the use of coded transmit antenna diversity to improve

the performance and capacity of single user wireless MIMO communication systems

without sacrificing system power or bandwidth. The results presented in chapters 2

through 5, were generated using custom built software simulation environments.

The introductory chapter of the dissertation gave the reasoning for the recent renaissance

in the field of wireless communications. The necessity for and demands of current and

future generation wireless standards is highlighted. It was established that the ability of

future wireless systems to satisfy the increasing demand for high data rates and provide

high quality cost effective power and bandwidth efficient services is paramount to their

future progress and development. A basic commwlication system model was described

and methods to improve system perfolmance, through elTor cOlTecting codes and

diversity were discussed. Antelma diversity was shown to improve system reliability

without saclificing system power or bandwidth. Transmit diversity was shown to be a

feasible solution for improving the perfonnance and capacity of systems where receive

diversity was shown to be less effective. SOSTIC codes which are an advanced form of

STICs that merge channel coding with antenna diversity were discussed. Motivation for

the research done and original contributions of this disseltation were presented.
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Chapter 2 was a review on error correcting coding teclmiques using the use of turbo

codes. A brief discussion on convolutional codes and the different types of CCs were

discussed. The encoding and decoding procedure for turbo codes based on the system

model was discussed. We also describe the MAP decoding algorithm and presented the

iterative decoding procedure. The performance of these codes using union bounds were

also shown and compared with its simulation results.

In chapter 3 a generalized system model employing multiple transmit and receIve

antennas is first presented. Next a literature survey on multi-antenna transmission

systems employing error control coding is provided. The importance of channel

capacities attainable and theoretical results of MIMO systems and also effects of channel

correlation were investigated. Various types of coding for multi-antenna systems were

briefly described. Current trends in research in space-time coded systems were also

discussed briefly. STTCs have shown to provide good trade-off in terms of complexity

and performance. AWSTTCs were also investigated and show improved performance

over SITCs, but owing to their closed nature are not feasible for implementation on

concatenated platforms. The PWEP bounds and the application of the union bound to the

analysis of coded systems and methods to simplify the complexity of the calculation

using error events were discussed. Transfer bounding approach for the quasi-static fading

channel was also presented. The bounds obtained from the different methods were

compared with simulation results in both quasi-static fading channels and rapid fading

scenarios. The results obtained indicated that STTCs achieve maximum diversity gain yet

not maximum coding gain. An investigation into the complexity issues related to the

implementation of turbo codes, space-time trellis codes and their possible concatenation

on hardware was also investigated.

In chapter 4 the system design and code stlUcture for a relatively new form of space-time

trellis coding, super-Olihogonal spuce-time trellis codes is presented. These codes provide

full diversity, full rate, and has improved performance in terms of coding gain over the

SITC scheme. A design scheme which shows superior performance in rapid fading

Rayleigh channels is provided. Performance analysis of these codes using coding gain
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distance method and moment generating function methods are provided. Simulation

results for these codes are provided for 2-state and 4-state codes for both quasi-static

fading and rapid fading cham1els. The results obtained highlighted the fact that these

codes achieve maximum diversity gain and there is still room for improving coding gain.

This highlights the need for concatenation of SOSTTCs to further improve the

performance of these systems.

In chapter 5, a brief overview of existing concatenated space-time trellis codes was

reviewed. We introduce the class of super-orthogonal space-time turbo codes by

proposing two concatenated SOSTTC schemes. The SOST-CC system used an outer

convolutional code and an ilmer SOSTIC code, while the SOST-SC system consisted of

a SCCC outer code and an ilmer SOSTTC code. The system models for the proposed two

schemes were presented and their encoding and decoding procedures were discussed. The

decoding of the constituent codes using the bitwise additive SISO algorithm was also

discussed. Results were obtained for both short and long frame lengths in both fading

cham1els. The results obtained were compared with conesponding similar concatenated

STICs to investigate the relative performance of the codes. Simulation results showed

that the concatenated system performs well in rapid fading channels and only marginal

improvement in performance is observed in quasi-static fading channels in comparison

with concatenated STICs. The effect of imperfect channel state information on the

perfonnance of the system in quasi-static fading chaImel was also investigated.

6.2 Future Work

As the topic of super-0l1hogonal space-time trellis codes is a relatively new topic and has

shown significant improvement over its predecessor space-time trellis codes, this specific

area of research has a while to go before reaching maturity.

Initially the study of a proper analytical model for the performance of SOSTTC codes

with higher number of states and larger constellation sizes would play an important role

in determining the achievable performance of these codes for higher date rates. An
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analytical model for the code proposed in [23] would also be of interest. This would also

further shed light on the feasibility of actually implementing such codes in hardware in a

more cost effective manner.

Future work would also entail incorporation of the family of super-orthogonal space-time

turbo codes in WCDMA systems to evaluate the performance of these systems in multi­

user detection schemes and evaluate its performance in combating frequency selectivity

in channels. An option of implementing two SOSTTC codes in a parallel concatenation,

or the concatenation of a classical turbo code and SOSSTC code, can also be investigated

in order see if there is any fmiher improvement in the codes perfOlmance.

With an ultimate goal of deployment of these codes in next generation networks, the

possibility of using SOSTTuCs in a differential scheme, using decoding at the receiver

side employing the SOYA algorithm to reduce complexity, also promises good

capabilities, as although differential schemes nOlmally have a 3dB penalty in terms of

performance, the improved performance of SOSTTC schemes still enable improvement

over existing schemes.

Technology advancements would enable the use of employing SOSTTuC schemes in a

CDMA system, with additional channel estimation teclmiques to further improve the

performance of the system as whole and combat varying types of channel environments.

Another interesting option would be to change the outer codes with LDPC codes or Reed­

Solomon codes to investigate the performance of these new concatenated SOSTTC

structures and evaluate their performance using EXIT charts.
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Appendix A

Constituent Codes

A.I Space-Time Codes

A.l.I Space-Time Trellis Codes

In this section the relevant trellis diagrams for the constituent STTCs used in tlns

dissertation are given. For all the codes the number of input bits k = 2, the constellation

size M =4 and the number of transnnt antennas Nr =2. A few examples of the trellis

diagrams are shown, whereby the encoder states are numbered along the right hand side

of the trellis. The input/output relationships U,2 U: / C,I C,2 are given on the left side of the

trellis where the transitions in the trellis diagram from top to bottom cOlTespond to the

entries from left to right.

00/00 01/01 10/02 11/03

00100 01/01 10102 11/03

00100 01/01 10102 J1/03

00/00 01/01 10/02 11/03

State

o

2

3

Fig. A.I: Tarokh 4-state; k =2, m =2, N r =2, M =4
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2 I I I 2
U,U, C,C,

00/00 01/01 10/02 11/03

01/10 10/11 10/1200/13

10/20 11/21 00122 01/23

11/3000/31 01/32 10/33

State

o

2

3

Fig. A.2: Recursive 4-state: k =2, m = 2, N r = 2, M =4

00/00 01/00 10101 11/01

00100 01/00 10101 11/01

20/20 01/20 10/21 11/21

00/20 01/20 10/21 11/21

State

o

2

3

u

Fig. A.3: AWSTTC Trellis: k = 2, m =2, Nr =2

Fig. AA: Encoder structure for AWSTTC system.
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A.1.2 Super-Orthogonal Space-Time Trellis Codes

In this section the relevant trellis diagrams for the constituent STTCs used in this

dissertation are given. For all the codes the number of input symbols k = 2, the

constellation size M = 2 or 4 and the number of transmit antennas N r = 2. The trellis

diagrams for the various SOSTTC systems used are shown below,

2

3

Fig. A.S: A four-state SOSTTC code I' = Ib/ s / Hz using BPSK or I' =2b/ s / Hz using

QPSK

Fig. A.6: A two-state code SOSTTC I' = Ib/ s / Hz using BPSK or I' = 2b/ s / Hz using

QPSK
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The transmission matrices for a 2-state BPSK SOSTICs are shown as an example below,

For B= 0,

( I IJ' (-I -1J, (-1 1), (1 -IJ-1 1 1 -1 -1 -1 I 1
and for B=7r

1J (1 -1J (1 1) (-I -IJ
l' -I -1' 1 -1 '-1 1

The trellis diagram for the new SOSTIC code using BPSK constellation in [15 of CH4]

is shown below,

Cl C3 Cs C7 0

CzC4 C6 Cg 1

Cl C3 Cs C7 2

CzC4 C6 Cg 3

Fig. A.7: Trellis for new SOSTTC system.

The cOlTesponding values for the transmission matrices for Cl··· Cs are shown below,

(1 1J (-1Cl = , C? =
-1 1 - 1

=( 1-1) _(-1C4 , Cs -1 1 1
(1 1) (-1C7 = , Cs =1-1 -1
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A.2 Convolutional Codes

In this section the generating matrices for the constituent convolutional codes used in this

dissertation are presented.

G(D ) =[I, 1+D
2

]

I+D+D 2

Recursive systematic, rate Y2, 4-state

[

I 0 ] + D
2 j

G (D) = ' '] +D +D
2

o I I+D
, , I+D+D 2

Recursive systematic, rate 2/3, 4-state

G(D)=[ I+D, D,] ]
1+D, 1, ]+D

Non-recursive, rate 2/3, 4-state
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