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Turbo codes are a class of forward error correction (FEC) codes that offer energy efficiencies close to the limits predicted by information theory. The features of turbo codes include parallel code concatenation, recursive convolutional encoding, nonuniform interleaving, and an associated iterative decoding algorithm. The excellent performance of turbo codes explains why much of the current research is focused on applying turbo codes to different systems.

This dissertation first outlines a new simple criterion for stopping the iterative process of the turbo decoder for each individual frame immediately after the bits are correctly estimated and thus prevents unnecessary computations and decoding delay.

The dissertation then considers the performance of turbo coded DS-CDMA systems. The performance analysis begins with simulation results for turbo coded DS-CDMA over a multi-path Rayleigh fading channel. The channel is then modeled using the Gilbert-Elliott channel model and analytical expressions for the performance of the system are derived. The influence of various parameters such as the Doppler frequency, the signal-to-noise ratio threshold on the system performance are analyzed and investigated.
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CHAPTER 1

INTRODUCTION

1.1 THE GOAL OF COMMUNICATIONS

The purpose of any communication system is to provide the framework which allows the transmission of information from an information source to a destination via a communication channel. If the communication has to be done without requirements on location, one system of interest is wireless communications. To improve performance, coverage, and efficiency, modern wireless communication systems utilize digital signaling techniques. In general, the channel distorts the transmitted information in a random manner by a variety of possible factors. Among these factors are attenuation, nonlinearities, bandwidth limitations, multipath propagation, and noise. Depending on the type and the degree of such distortions, the transmitted information may be received incorrectly. In a digital system, this translates to an abundance of bit errors. If these bit
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errors go unchecked, then the system would become practically useless. The goal of the
designer of a digital communication system is thus to provide a cost-effective facility
which improves the reliability and quality of such wireless transmissions.

At an acceptable data rate, one method of improving the error performance between two
users is to increase the power of the transmitted signal. In such cases, the receiver can
more easily determine the content of the communicated message. However, there can be
substantial costs which motivate the need to consider other methods of improving
communications. One cost is the resulting interference to other users within a system, for
the case of multiuser system. While the intended target receives the message more easily,
the amplified message may interfere with the communications between other users.
Another cost is that, in the case of a mobile user, expending too much power on signal
transmission will result in a shorter battery life. In addition, each transmitter has a
limitation on its average power.

With digital signaling, an alternative way to mitigate the effects of channel distortion is to
use error-control coding. Error-control coding for data integrity may be exercised by
means of forward error correction (FEC). Essentially, by introducing structural
redundancy in the data stream, the receiver can reduce its susceptibility to channel
distortion. Hence, to achieve the same performance criteria, error-control coding can
provide several decibels (dB) of signal-to-noise ratio (SNR) gain over uncoded systems.
It has been said that each decibel is worth one millions dollars. In some cases, the gain of
error control coding over the uncoded case can exceed 8 decibels. A survey of the
progress made in designing and applying error-control codes to digital communication
systems is given in the next section.

1.2 ERROR CORRECTION CODING

The approach to error correction coding taken by modern digital communication systems
started in the late 1940’s with the ground breaking work of Shannon [1], Hamming [2],
and Golay [3]. In his paper, Shannon set forth the theoretical basis for coding which has come to be known as information theory. By mathematically defining the entropy of an information source and the capacity of a communications channel, he showed that it was possible to achieve reliable communications over a noisy channel provided that the source’s entropy is lower than the channel’s capacity. This came as a surprise to the communications community which at the time thought it impossible to achieve both arbitrarily small error probability and a nonzero data transmission rate [4]. Shannon did not explicitly state how channel capacity could be practically reached, only that it was attainable.

1.2.1 Block Codes

At the same time Shannon was defining the theoretical limits of reliable communication, Hamming and Golay were busy developing the first practical error control schemes. Their work gave birth to a flourishing branch of applied mathematics known as coding theory. Richard Hamming is generally credited with discovering the first error correcting code [4]. In 1946, Hamming, a mathematician by training, was hired by Bell Labs to work on elastic theory. However, Hamming found that he spent much of his time working on computers which at the time were highly unreliable. The computers were equipped with error detection capabilities, but upon detecting an error would simply halt execution of the program. Frustrated that his programs would rarely finish without being prematurely halted, Hamming searched for ways to encode the input so that the computer could correct isolated errors and continue running. His solution was to group the data into sets of four information bits and then calculate three check bits which are a linear combination of the information bits. The resulting seven bit codeword was what was fed into the computer. After reading in the codeword, the computer ran through the algorithm than not only detected errors, but also could determine the location of a single error. Thus the Hamming code was able to correct a single error in a block of seven encoded bits.

---

1 Hamming presented a generalized class of single error correcting codes in his 1950 paper [4]. In general, a hamming code word is $2^m-1$ bits long, where $m \geq 2$, and the number of information bits is $2^m-1-m$. 

While Hamming’s code was a great advancement, it had some undesirable properties. First of all, it was not very efficient, requiring three check bits for every four data bits. Second, it only had the ability to correct a single error within the block. These problems were addressed by Marcel Golay, who generalized Hamming’s construction. In the process, Golay discovered two very remarkable codes that now bear his name. The first code, the binary Golay code, groups data into blocks of twelve bits and then calculates eleven check bits. The associated decoding algorithm is capable of correcting up to three errors in the 23 bit codeword. The second code is the ternary Golay code, which operates on ternary, rather than binary, numbers. The ternary Golay code protects blocks of six ternary symbols with five ternary check symbols and has the capacity to correct two errors in the resulting eleven symbol codeword [5].

The general strategy of Hamming and Golay’s codes was the same: to group \( q \)-ary symbols into blocks of \( k \) and then add \( n-k \) check symbols to produce an \( n \) symbol codeword. The resulting code has the ability to correct \( t \) errors, and has code rate \( r = k/n \).

A code of this type is known as a block code, and is referred to as a \((q,n,k,t)\) block code for brevity. Furthermore, the Hamming and Golay codes are linear, since the modulo-\( q \) sum of any two codewords is itself a codeword. In the 50 years since error correcting block codes were first introduced, many new classes of block codes have been discovered and many applications have been found for these codes. For instance, the binary Golay code provided error control during the Jupiter fly-by of Voyager I [5]. However, Golay codes have been replaced in most current communication applications by more powerful codes.

The next main class of linear block codes to be discovered were the Reed-Muller codes, which were first described by Muller in 1954 [7] in the context of Boolean logic design, and later recognized to be a new class of error correcting codes by Reed, who proposed the associated decoding algorithm [8]. Reed-Muller (RM) codes were an important step beyond the Hamming and Golay codes because they allowed more flexibility in the size of the codeword and the number of correctable errors per codeword. Whereas the Hamming and Golay codes were specific codes with particular values for \( q, n, k, \) and \( t, \)
the RM codes were a class of binary codes with a wide range of allowable design parameters. Reed-Muller codes saw extensive application between 1969 and 1977 in the *Mariner* missions to Mars, which used a \((q = 2, n = 32, k = 6, \lambda = 7)\) RM code [5]. After the *Mariner* missions, RM codes fell out favor within the coding community due to the discovery of more powerful codes. Recently there has been a resurging interest in RM codes because the high-speed decoding algorithms are suitable for optical communications [5].

Following the discovery of RM codes came the discovery of cyclic codes, which were first discussed in 1957 by Prange of the Air force Cambridge Research Center [9]. Cyclic codes are linear block codes that possess the additional property that any cyclic shift of a codeword is also a codeword. The cyclic property adds a considerable amount of structure to the code, which can be exploited by reduced complexity encoders and (more importantly) reduced complexity decoders. Another benefit of cyclic codes is that they can be compactly specified by a polynomial of degree \(n-k\), denoted by \(g(D)\) and called the *generator polynomial*. Cyclic codes are also called cyclic redundancy check (CRC) codes, and can be decoded by the Meggitt decoder [10]. Meggitt decoders have a complexity that increases exponentially with the number of correctable errors \(t\), and are typically only used to correct single and double bit errors. For this reason, CRC codes are primarily used today for error detection applications rather than error correction.

An important subclass of the cyclic codes was discovered almost simultaneously by Hocquenghen in 1959 [11] and by the team of Bose and Ray-Chaudhuri in 1960 [12]. These codes are known as BCH codes, and have length \(n = q^m - 1\), where \(m\) is an integer valued design parameter. The number of errors that the binary \((q = 2)\) BCH code can correct is bounded by \(t < (2^m - 1)/2\). BCH codes were extended to the nonbinary case \((q > 2)\) by Reed and Solomon in 1960 [13]. Reed Solomon (RS) codes constituted a major advancement because their nonbinary nature allows for protection against burst of errors. However, it was not until Berlekamp introduced an efficient decoding algorithm in 1967 [14] that RS began to find practical applications. Since that time, RS codes have
found extensive applications in such systems as Compact Disk (CD) players, Digital Versatile Disk (DVD) players, and the cellular Digital Packet data (CDPD) standard [15].

1.2.2 Convolutional Codes

Despite the success of block codes, there are several fundamental drawbacks to their use. First, due to the frame oriented nature of block codes, the entire codeword must be received before decoding can be completed. This can introduce an intolerable latency into the system, particularly for large block lengths. A second drawback is that most codes require precise frame synchronization. A third drawback is that most algebraic-based decoders for block codes work with hard-bit decisions, rather than with the unquantized, or “soft”, outputs of the demodulator. With hard-decision decoding typical for block codes, the output of the channel is taken to be binary, while with soft-decision decoding the channel output is continuous-valued. However, in order to achieve the performance bounds predicted by Shannon, a continuous-valued channel output is required. So while block codes can achieve impressive performance over relatively benign channels, they are typically not very efficient, and therefore exhibit rather poor performance when the signal-to-noise ratio is low. Note that the poor performance of block codes at low signal-to-noise ratios is not a function of the code itself, but rather a function of the suboptimality of hard-decision decoding. It is actually possible to perform soft-decision decoding of block codes, although until recently soft-decision decoding has been regarded as too complex. This thinking has begun to change with recent work in the area of error-and-erasures decoding for Reed Solomon codes [5] and trellis-based soft-decision decoding algorithms for other classes of block codes [16].

The drawbacks of block codes can be avoided by taking a different approach to coding, that of convolutional coding which was first introduced in 1955 by Elias [17]. Rather than segmenting data into distinct blocks, convolutional encoders add redundancy to a

---

2 Frame synchronization implies that the decoder has knowledge of which symbol is the first symbol in a received code word or frame.

3 Information theory tells us that by using soft-decisions, rather than hard decisions, the power efficiency can be improved by 2.5 dB for rate 1/2 codes.
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A continuous stream of input data is encoded by using a linear shift register. Each set of \( n \) output bits is a linear combination of the current set of \( k \) input bits and the \( m \) bits stored in the shift register. The total number of bits that each output depends on is called the \textit{constraint length}, and denote by \( K_c \). The \textit{rate} of a convolutional encoder is the number of data bits \( k \) taken by the encoder in one coding interval, divided by the number of code bits \( n \) output during the same interval. Just as the data is continuously encoded, it can be continuously decoded with only nominal latency. Furthermore, the decoding algorithm can make full use of soft-decision information from the demodulator. The first practical decoding algorithm was the sequential decoder of Wozencraft and Reiffen in 1961 [18], which was later modified in 1963 by Fano [19] and by Jelinek in 1969 [20]. While the work of Fano and Jelinek represented an improvement in the decoding algorithm, it was not until the introduction of the Viterbi algorithm in 1967 [21] that an optimal solution (in a maximum likelihood sense) became practical.

After the development of the Viterbi algorithm, convolutional coding began to see extensive application in communication systems. The constraint length \( K_c = 7 \) "Odenwalder" convolutional code, which operates at rates \( r = 1/3 \) and \( r = 1/2 \), has become a standard for commercial satellite applications [22], [15]. Convolutional codes were used by several deep space probes such as \textit{Voyager} and \textit{Pioneer} [5]. All of the second generation digital cellular standards incorporate convolutional coding: GSM uses a \( K_c = 5 \), \( r = 1/2 \) convolutional code, USDC use \( K_c = 6 \), \( r = 1/2 \) convolutional code, and IS-95 uses a \( K_c = 9 \) convolutional code with \( r = 1/2 \) on the downlink and \( r = 1/3 \) on the uplink [137]. Globalstar also uses a \( r = 1/2 \), \( K_c = 9 \) convolutional code, while Iridium uses a \( r = 3/4 \), \( K_c = 7 \) convolutional code [23]. Furthermore, all of the third generation standards that are under consideration incorporate convolutional coding [6] for some modes of operation.

1.2.3 Concatenated Codes

A key weakness of convolutional codes is their susceptibility to burst errors. This weakness can be alleviated by using an \textit{interleaver}, which scrambles the order of the
code bits prior to transmission. A deinterleaver at the receiver places the received code bits back in the proper order after demodulation and prior to decoding. By scrambling the code bits' order at the transmitter and then reversing the process at the receiver, burst errors can be spread out so that they appear independent to the decoder. The most common type of interleaver is the block interleaver, which is simply an $M_b \times N_b$ bit array. Data is placed into the array column-wise and then read out row-wise. A burst error of length up to $N_b$ bits can be spread out by a block interleaver such that only one error occurs every $M_b$ bits. All of the second generation digital cellular standards use some form of block interleaving. A second type of interleaver is the cross or convolutional interleaver, which allows continuous interleaving and deinterleaving and is ideally suited for use with convolutional codes [24].

It should be noted that in many ways convolutional codes have properties that are complimentary to those of Reed-Solomon codes. While convolutional codes are susceptible to burst errors, RS codes handle burst errors quite well. However, convolutional codes with soft-decision decoding generally outperform RS codes of similar complexity at low signal-to-noise (SNR) [5]. In severely power limited channels, an interesting and efficient system design can be obtained by using both an RS code and convolutional code concatenated in series as shown in Fig. 1.1. Data is encoded by an RS “outer” encoder which then feeds an “inner” convolutional encoder. At the receiver, the

![Fig. 1.1 Serial concatenated code](image)
“inner” convolutional decoder cleans up the data received over the noisy channel. The output of the convolutional decoder has a much improved SNR, but due to the nature of convolutional codes, errors are typically grouped into bursts. The “outer” RS decoder completes the decoding process by decoding data output from the convolutional decoder. Thus each decoder works with the appropriate type of data; the convolutional decoder works at low SNR with mostly independent errors, while the RS decoder works at high SNR with mostly burst errors. This type of serial code concatenation was first proposed by David Forney in 1966 [25], and is used both by the National Aeronautics and Space Agency (NASA) and the European Space Agency (ESA) for the Deep Space Network (DSN) standard established in 1987. In this standard, a \((q=8,n=255,k=223,t=16)\) RS code is used along with the Odenwalder convolutional code. In extreme cases such as NASA’s Galileo mission and ESA’s Giotto mission, a block interleaver can be placed between the convolutional and RS encoders in order to spread very long error burst across several RS code words [5].

1.2.4 Trellis Coded Modulation

Up until the mid 1970’s, coding and modulation were regarded as two separate processes. Ungerboeck changed this thinking in 1976 with the introduction of trellis coded modulation (TCM) [26]. TCM uses convolutional coding and multidimensional signal constellations to achieve reliable communications over bandlimited channels. It was TCM that enabled telephone modems to break the 9600 bits per second (bps) barrier, and today all high speed modems use TCM. In addition, TCM has been used for many satellite communication applications [5]. TCM comes remarkably close to achieving Shannon’s promise of reliable communications at channel capacity, and is now used for channels with high signal-to-noise ratios that require high bandwidth efficiency.

1.2.5 Turbo Codes

The gap between practical coding systems and Shannon’s theoretical limit closed even further in June 1993 at the International Conference on Communications (ICC) in Geneva
Switzerland. At this conference two papers were presented that discussed a new class of codes and the associated decoding technique. Berrou, Glavieux and Thitimajshima coined the term “turbo codes” to describe this new class of codes, and are generally credited with their discovery [27]. However in [28], which was presented at the same conference, an independent group presented a similar technique. Berrou and Glavieux formalized their findings in a 1996 Transactions on Communications paper [29], which was later awarded the 1997 Information Theory Society Paper Award by the Institute of Electrical and Electronics Engineers’ (IEEE) Information Theory society [30].

The most surprising element of turbo coding success is its simplicity. The encoder is formed using a parallel concatenation of two or more component encoders. In its original form, the constituent codes were from a subclass of convolutional codes known as recursive systematic convolutional (RSC) codes [27]. If the input block has N information bits, the encoded bit stream is made up of the uncoded information bits and the parity bits of the component encoders. The key element of the encoder is the use of an interleaver which permutes the information sequence and then uses this as the input to the second component encoder. In general, this permutation allows low weight outputs of the first component encoder to result in high weight outputs of the second component encoder. Thus, the combination of the encoders might contain favorable distance properties, even if each component encoder does not.

Due to the presence of the interleaver, optimal (maximal likelihood) decoding of turbo codes is incredibly complex and therefore impractical. Note that a turbo decoder does not perform maximum likelihood decoding directly, but attempts to achieve maximum likelihood decoding in an iterative way. The original turbo decoder [27] used two decoders, each using the maximum a posteriori (MAP) algorithm. The idea behind the decoding strategy is to break the overall decoding problem into smaller problems (decoding each of the constituent codes) with locally optimal solutions and to share information in an iterative fashion. The MAP decoder is described in Chapter 2 and is also describe in Appendix A. There are other less complex algorithms that can be used in place of the MAP algorithm for each decoder such as SOVA and Max-Log-MAP [32].
However, because these other algorithms are suboptimal, they reduce the complexity of decoding at the cost of performance. Hence, for the purpose of this dissertation, we will consider the turbo decoder where each component decoder uses the MAP algorithm to calculate a posteriori likelihood estimates for each bit.

The original turbo code of [27] used constraint length $K_c = 5$ RSC encoders and a 65,536 bit interleaver. The parity bits were punctured such that the overall code was a $(n = 131,072, k = 65,532)$ linear block code. Simulation results showed that a bit error rate of $10^{-5}$ could be attained at an $E_b/N_0$ ratio of just 0.7 decibels (dB) after 18 iterations of decoding. Thus the authors claimed that turbo codes could come within 0.7 dB of the Shannon limit. These results were so good that they were met with much skepticism by the coding community. Since then, however, similar results have been reproduced by other researchers for a variety of block sizes [33-35] and even improved [36]. However, it was found that the performance of turbo codes degrades as the length of the code $n$ decreases (or equivalently as the size of the interleaver decreases).

Other researchers soon began to look at using other concatenation configurations and other types component codes. It was found that serial concatenated codes offer performance comparable to, and in some cases superior to, that of parallel concatenated codes [36]. Also, it was found that the performance with convolutional component codes could be matched or exceeded with block component codes such as Hamming codes [38], BCH codes [39], and Reed-Solomon codes [40]. As a result, it soon became apparent that the real breakthrough from the introduction of turbo codes was not the code construction, but rather the method of iterative decoding.

---

4 The size of the input data frame is 4 less than that of the interleaver because 4 bits were reserved to terminate the upper encoder.

5 The Shannon limit for the additive white Gaussian noise (AWGN) channel with rate 1/2 coding and binary input symbols is actually 0.2 dB, not 0 dB as reported in [27], and thus the original turbo code actually comes within 0.5 dB of the appropriate limit.
1.2.6 Comparison of Coding Systems

A performance comparison of the error correction codes found in several deployed systems is shown in Fig. 1.2 [23]. Here, the x-axis measures power efficiency in terms of the ratio of energy per bit to one sided noise spectral density, $E_b/N_0$, while the y-axis measures spectral efficiency in terms of the code rate, $r$. An AWGN is assumed. All points on the curve assume binary phase shift keying (BPSK) modulation and a bit error rate (BER) of $P_b=10^{-5}$. The curve labeled “Shannon Capacity Bound” is the theoretical minimum $E_b/N_0$ required to achieve reliable communication as a function of code rate. Since BPSK modulation is assumed, the actual limit is the curve labeled “BPSK Capacity Bound”.

![Figure 1.2: $E_b/N_0$ versus code rate for several error correction coding systems using BPSK modulation in an AWGN channel (taken from [23]).](image)

When BPSK modulation is used without any error correction coding, $E_b/N_0 = 9.6$ dB is required to achieve $P_b=10^{-5}$. If coding is used, then the required value of $E_b/N_0$ can be
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reduced, although at the expense of reduced spectral efficiency and increased receiver complexity. The difference between the $E_b/N_0$ required when a code is used and the $E_b/N_0$ required for uncoded BPSK is called the coding gain. The first operational code in Fig. 1.2 was the (32,6) Reed Muller code used during the 1969 Mariner mission to Mars. This could provide 3.2 dB of coding gain, but the code rate was only $r = 0.1875$. Although this was a modest coding gain, it was significant because at the time each decibel in coding gain reduced the overall system cost by about $1,000,000$ (USD) [23]. The code used by the Pioneer 10, 11, and 12 missions was significantly more powerful than that for Mariner. Pioneer used a sequentially decoded, rate $r = 1/2$, constraint length $K_c = 32$ convolutional code which provided 6.9 dB of coding gain.

Many of the systems shown on Fig. 1.2 use convolutional codes. The constraint length $K_c = 7$ Odenwalder codes of rates 1/2 and 1/3 have been adopted by NASA and ESA as part of the DSN standard, and have become a de facto industry standard for many satellite communication applications. The rate 1/2 Odenwalder code provides 5.6 dB of coding gain. The $K_c = 5$ GSM code, $K_c = 6$ USDC code, and $K_c = 9$ IS-95 code provide coding gain of 4.3, 4.6, and 6.1 dB, respectively [42]. The code used for Globalstar is identical to that of IS-95, while Iridium’s $r = 3/4$, $K_c = 7$ convolutional code achieves a 4.6 dB coding gain. The Big Viterbi Decoder (BVD) system was developed for the Galileo mission to Jupiter, and is composed of a constraint length $K_c = 15$, rate 1/4 convolutional code capable of achieving a 7.9 dB coding gain [43].

The system used by the Voyager missions was a serial concatenation of the $r = 1/2$ Odenwalder code and a $[q = 2^8, n = 255, k = 223, t = 16]$ Reed Solomon code [23]. The system provided 7.1 dB of coding gain at a rate of $r = 0.44$. To compensate for long burst errors produced by the convolutional decoder, a block interleaver with depths between 2

---

6 Pioneer 10 was launched in 1972 and flew by Jupiter in 1973. Pioneer 11 was launched in 1973 flew by Saturn in 1997, and Pioneer 12 was launched and orbited Venus in 1978 [41].

7 Note that these standards do not necessarily use BPSK modulation. The performance points shown here are for the actual codes used by the system, but for comparison purposes all data points assume BPSK modulation.

8 Voyager 1 and 2 were launched in 1979 with the mission of flying by Jupiter, Saturn, Uranus, and Neptune [41].
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and 8 outer-code blocks was placed between the RS and convolutional encoders. A concatenation of a convolutional code and the \( (q = 2^8, n = 255, k = 223, r = 16) \) RS code was also used by the Galileo mission to Jupiter, although for this mission the \( r = \frac{1}{4} \) BVD convolutional code was used. The concatenated system proved to be essential to the success of Galileo because, due to failure of the high gain antenna (HGA), only the low gain antenna (LGA) could be used.

Also shown on Fig. 1.2 is the performance of the original turbo code [27]. As can be seen in the figure, turbo codes approach the capacity limit much more closely than any of the other codes. Further, the complexity of the decoder used by the turbo code is approximately the same as the complexity of the BVD decoder [44]. This excellent performance of turbo codes explains why much of the current research is focused on applying turbo codes to different systems.

In the next section, we describe a specific type of communication system used for both commercial and military applications. In addition, the need for error control coding in this communication system is motivated.

### 1.3 SPREAD SPECTRUM COMMUNICATIONS AND ERROR CONTROL CODING

One communication system of interest is spread spectrum communication. A spread spectrum can be characterized as a system whose transmitted signal satisfies two criteria. First, the bandwidth of the transmitted signal must be greater than the message bandwidth. This by itself, however, is not sufficient because there are many modulation methods that achieve it. For example, frequency modulation, pulse code modulation, and delta modulation may have bandwidth that are much greater than the message bandwidth. Hence the second criterion is that the transmitted bandwidth must be determined by some function that is independent of the message and is known to the receiver. There are many
advantages to this seemingly wasteful allocation of bandwidth. Important attributes of spread spectrum systems include:

- Antijam capability — particularly for narrow-band jamming.
- Interference rejection.
- Multiple-access capability.
- Multipath protection.
- Covert operation or low probability of intercept (LPI) and detection (LPD).
- Secure communications.
- Improved spectral efficiency — in special circumstances.
- Ranging.

The basic elements of a spread spectrum digital communication system are illustrated in Fig. 1.3. We observe that the channel encoder and decoder and the modulator and demodulator are the basic elements of a conventional digital communication system. In addition to these elements, a spread spectrum system employs two identical pseudorandom sequence generators, one which interfaces with the modulator at the transmitting end and the second with interfaces with the demodulator at the receiving end. These two generators produce a pseudorandom or pseudonoise (PN) binary-valued sequence that is used to spread the transmitted signal in frequency at the modulator and to despread the received signal at the demodulator. Phase shift keying (PSK) is appropriate for applications where phase coherence between the transmitted signal and the received signal can be maintained over a time interval that span several symbol (or bit) intervals.
When the PN sequence generated at the modulator is used in conjunction with the PSK modulation to shift the phase of the PSK signal pseudorandomly at a rate that is an integer multiple of the bit rate, the resulting modulated signal is called direct-sequence (DS) spread spectrum signal.

By multiplying the received signal with a synchronized replica of the PN code signal, the desired signal is despread back to a narrow bandwidth while any interference signals are spread over a wide bandwidth. The net effect is a reduction in the interference power by an amount equal to the bandwidth expansion factor, which is called the processing gain of the spread spectrum system. The reduction in interference power is the basic reason for using spread spectrum signals to transmit digital information over channels with interference.

The enhancement in performance obtained from a DS spread spectrum signal through the processing gain can be used to enable many DS spread spectrum signals to occupy the same channel bandwidth provided that each signal has its own pseudorandom (signature) sequence. This type of digital communication in which each transmitter/receiver user pair has its own distinct signature code for transmitting over a common channel bandwidth is called code division multiple access (CDMA). This CDMA technique is combined with direct sequence spread spectrum (DSSS) modulation to yield what is known as direct sequence code division multiple access (DS-CDMA). Fig.1.4 shows a conceptual block diagram of a wireless DS-CDMA system. The unmodulated users' data, \( d_n(t) \), can be either a serial binary bit stream (single user case) or a serial multilevel data stream. This data stream is then modulated by a higher rate code sequence, \( p(t) \) which increases the bandwidth of the baseband data signal. This baseband spread spectrum (SS) signal, \( d_n(t) \), is finally modulated with a radio frequency (RF) carrier, \( w_c \), before being transmitted into the air (RF channel). During transmission through the channel the signal gets corrupted by the addition of multipath interference, random noise, and other interfering signals which are simply represented as \( n(t) \). The received signal,
$r_m(t)$ is then RF demodulated yielding the baseband SS signal, $r_w(t)$. The final baseband demodulation despreads and recovers the original data signal resulting in $r_d(t)$.

DS-CDMA is the multiple access scheme chosen for the third generation personal communication systems. The most important reason for this is the flexibility in supporting different services with different data rates and quality [80]. Other reasons for using DS-CDMA are less system administration, mitigation of multipath propagation, and higher capacity.

In spite of the many gains associated with spread spectrum, the performance of these systems may not be sufficient. As mentioned earlier, forward error correction coding techniques are normally employed in digital communication systems to improve transmission performance. In particular, it was emphasized by Viterbi [81] that spread spectrum CDMA systems could exhibit their full potential when they are combined with FEC. The different FEC codes that have been applied in CDMA systems are presented in the next section.
1.4 CODED CDMA SYSTEMS

A number of FEC codes have been considered for CDMA systems. In IS-95 (Electronic Industry Association (EIA) for U.S Digital Cellular (USDC)), a convolutional code with constraint length of 9 is used for both the downlink and the uplink channel. The generator functions for this code are 753 (octal) and 561 (octal). In the downlink channel, for the synchronization channel, the paging channel and rate set 1 on the traffic channel, the convolutional code rate is 1/2. For the rate set 2, an effective code rate of 3/4 is achieved by puncturing two out of every six symbols after the symbol repetition. In the uplink channel, for the access channel and rate set 1 on the traffic channels, the convolutional code rate is 1/3. For rate set 2 on the traffic channel, a code of rate 1/2 is used.

In UMTS/CDMA2000, convolutional codes and turbo codes are used. The convolutional code has a constraint length of 9 and rates 1/2, 1/3 and 1/4. A Turbo code of rate 1/2, 1/3 and 1/4 and constraint length of 4 is preferred for data transmission over 14.4 kb/s on supplemental channel. The turbo code characteristics are presented in Section 2.6.

Although the performance characterization of turbo-coded DS-CDMA systems on a Rayleigh fading channel has been considered by several researchers (e.g. [82, 83]), they have all considered an ideally interleaved Rayleigh fading channel (i.e. the channel is assumed to be memoryless), since this allows for a theoretical analysis. Most practical channels, however, do exhibit memory. In this dissertation we will, among others, consider the performance characterization of turbo-coded DS-CDMA systems on a channel with memory.

1.5 DISSERTATION OUTLINE

The outline for the remainder of this dissertation is as follows. In Chapter 2, turbo codes are reviewed, beginning with a description of the encoding and the decoding operations. The MAP decoding algorithm is described and a heuristic explanation of iterative
decoding is presented. A brief performance analysis of turbo codes is presented and the factors affecting turbo code performance are discussed and investigated. These factors include the number of decoding iteration used, the interleaver size or frame-length of the input data, the structure of the interleaver, the generator polynomials and constraint lengths of the component codes, the component decoding algorithm and the puncturing of component codes. Some extensions of the idea of turbo coding are presented. Finally, the standard turbo codes proposed for various communications systems are presented.

In Chapter 3, we develop a new simple and effective criterion for stopping the iterative process of the turbo decoder for each individual frame immediately after the bits are correctly estimated and thus prevent unnecessary computations and decoding delay. The proposed scheme extends the existing hard-decision-aided (HDA) technique. The new improved hard-decision-aided (IHDA) compares the hard decision of the information bits based on the information produce by the two component decoders at each iteration and terminates the iterative process if they agree with each other for the entire block. Unlike the HDA, it requires no extra data storage. We compare the new scheme with four known stopping criteria. It is shown that the proposed IHDA scheme achieves similar performance in terms of the BER but is more effective in terms of the average number of iterations for small interleaver sizes, while requiring lower complexity. The proposed scheme has the additional advantage that its performance is independent of the choice of any parameter.

In Chapter 4, we examine the use of models in narrowband wireless communication systems. A model is a simple representation of a system used to help describe and predict the system’s behavior. Because of a model’s simplifying assumptions, no model can represent a system completely. Thus different types of models have different strengths and weaknesses in system analysis. We describe the $J_0$ fading model (where $J_0$ arises from Bessel function notation) which is popular in representing narrowband fading. The $J_0$ statistical model is considered to be the model most closely representing narrowband channel in this dissertation. We look at simulation models, which are suitable for Monte Carlo simulation of the system. In particular, we describe a fast Fourier transform (FFT)
method of generating correlated Rayleigh fading samples. This method describes how we simulate the narrowband wireless channel in this dissertation.

In Chapter 5, we investigate the effect of mobile velocity/Doppler frequency on the performance of a turbo-coded DS-CDMA system over multipath, frequency selective Rayleigh fading channel. This chapter focuses on the modification of the turbo decoder for this model. The approach is to modify the calculation of branch transition probabilities inherent to the original turbo decoder. A new expression for the channel reliability factor is derived. The effects of the channel correlation and the number of resolvable paths on the performance of the system are investigated. Finally, the influence of the choice of the multipath intensity profile on the performance of the system is assessed.

In Chapter 6, we consider the design and performance of a turbo-coded DS-CDMA system in a generic channel with memory, the Gilbert-Elliott (GE) burst channel model. The GE channel is described; it is a two state hidden Markov model where one state represents a bad channel state which typically has high error probabilities and the other state represents a good channel state which has low error probabilities. Some known properties of the channel are recapitulated and useful statistical properties of the channel are derived. The channel parameters are matched to the slowly varying Rayleigh fading channel and the effect of channel interleaving on the GE channel model is assessed. The accuracy of using the GE model is demonstrated by comparing simulation results on both the Rayleigh fading channel and the GE model, showing that both models are equivalent for a broad class of parameters and that moderate variations in the GE model only caused small variations in the bit error rate. Using the transfer function bounding techniques, new analytical expressions for the performance bound of the system are derived and the influence of various parameters such as the Doppler frequency, the signal-to-noise ratio threshold on the system performance are analyzed and investigated. Finally, the GE model is used to compare the performance of different interleaver sizes to see the effect of imperfect interleaving. It is shown that a combination of a short code interleaver with a channel interleaver of appropriate depth could outperform a very large code interleaver.
yet resulting in an acceptable delay for even delay-sensitive services such as interactive voice and video and making turbo codes suitable for such services.

Finally, conclusions are drawn and topics for future work are discussed in Chapter 7.

1.6 ORIGINAL CONTRIBUTIONS IN THE DISSERTATION

The original contributions in the dissertation include:

1. In Chapter 3, we develop a simple criterion for stopping the iterative process of the turbo decoder for each individual frame immediately after the bits are correctly estimated and thus prevent unnecessary computations and decoding delay. This work has been published in IEE Electronic Letters in October 2001 [139].

2. In Chapter 5, we investigate the effects of the mobile velocity/Doppler frequency on the performance of a turbo-coded DS-CDMA system and derive an expression for the channel reliability factor that takes into account the appropriate channel statistics. This work has been published in SATCAM in September 2000 [141].

3. In Chapter 6, we derive closed form expressions for the error probabilities in each state of the Gilbert-Elliott channel model for BPSK modulation. This is followed by a derivation of an expression for the pairwise-error probability for the Gilbert-Elliott channel model. We then use the transfer function bounding techniques to obtain upper bounds on the bit-error rate for maximum likelihood decoding of turbo codes constructed with random permutations on the Gilbert-Elliott channel. We apply this union bound technique to obtain upper bounds on the bit-error rate of a turbo-coded DS-CDMA system. The influence of various parameters such as the Doppler frequency, the signal-to-noise ratio threshold on this bound are analyzed and investigated. Finally, we assess the effect of imperfect interleaving on the GE channel model and compare the performance of different channel interleaver sizes on the Gilbert-
Elliott channel model with imperfect interleaving. We show that a combination of a short code interleaver with a channel interleaver of appropriate depth could outperform a very large interleaver, yet resulting in an acceptable delay for even delay-sensitive services and thus making turbo codes suitable for such services. This work is under review for publication by *IEEE Transactions in Vehicular Technology* [140].

### 1.7 PUBLISHED WORK

The following publications have resulted from this work.

**1.7.1 Journal Papers**


**1.7.2 Conference Papers**

CHAPTER 2

TURBO CODES

2.1 INTRODUCTION

The emergence of turbo codes has had a strong effect on how coding theorists approach the design of codes. Traditionally, the major design objective for an error control code was to maximize the minimum distance, $d_{\text{min}}$, amongst codes with comparable complexity. Yet despite having relatively low $d_{\text{min}}$, turbo codes have been shown to achieve bit error rates (BER) of $10^{-5}$ at SNRs smaller than codes with higher $d_{\text{min}}$.

The importance of minimum distance can be explained by applying the union bound\(^9\) to the AWGN channel. For AWGN channel with double-sided power spectral density, $N_0/2$, the union bound on the word error probability for an $(n, k)$ block code is [45]

\(^9\) The union bound is an upper bound on the probability of error (for both symbols and bits) and is obtained by taking the sum of the error probabilities of all the error events.
\[ P_e \leq \sum_{d=d_{\text{min}}}^{e} A_d Q\left( \sqrt{2dr E_b / N_o} \right), \]  

where \( r = k/n \) is the rate of the code, \( E_b \) is the received energy per bit, and \( A_d \) is the weight enumerator of the code.

Because \( Q(x) \leq e^{-x^2/2} \) diminishes quickly for increasing values of \( x \), (2.1) is dominated by the value of \( d_{\text{min}} \) when \( E_b / N_o = r E_b / N_o \) is large. If more than one code possesses the same value of \( d_{\text{min}} \), the code with smaller \( A_{d_{\text{min}}} \) is chosen.

In the low SNR regime, however, weights greater than \( d_{\text{min}} \) may provide a strong contribution to the error rates because \( Q() \) falls off more slowly. In particular, if the values of \( A_d \) grow quickly enough in \( d \), codewords with weight greater than \( d_{\text{min}} \) may contribute more to the error rate than lower weight codewords. For bit error rates, this effect is compounded if higher weight codewords have higher information weight. Hence, in the low SNR region, \( d_{\text{min}} \) may no longer dominate the code performance. In other words, for low SNRs, a code with smaller \( d_{\text{min}} \) may actually yield better performance because its distance profile beyond \( d_{\text{min}} \) is important to code performance.

The above discussion is not new. It is well known in coding theory that \( d_{\text{min}} \) dominates performance at high SNRs, but is not as important for low SNRs. The difference is that most codes of interest yield their desired performance in the high SNR domain where \( d_{\text{min}} \) plays a key role. Those codes that do yield good performance in the low SNR region have prohibitively high decoding complexity [45]. Meanwhile, turbo codes with their relatively low \( d_{\text{min}} \) have been shown to yield good performance at low SNRs. In fact, turbo codes achieve performance near to Shannon limit and they do so with reasonable decoding complexity. In this chapter, turbo codes are described in greater detail, giving insights regarding their performance at low SNRs.
2.2 TURBO ENCODER

A standard turbo encoder is formed by parallel concatenation of two recursive systematic convolutional (RSC) encoders separated by an N-bit random interleaver or permuter together with an optional puncturing mechanism [27].

The encoder structure is called a parallel concatenation because the two encoders operate on the same set of input bits, rather than one encoding the output of the other. Thus turbo codes are also referred to as parallel concatenated convolutional codes (PCCC) [46]. A block diagram of a turbo encoder is shown in Fig. 2.1. Clearly, without the puncturer, the encoder is rate 1/3, mapping \( N \) data bits to \( 3N \) code bits.

![Fig. 2.1: A Turbo Encoder](image)

The generator matrix of a rate 1/2 component RSC code can be represented as

\[
G(D) = \begin{bmatrix} 1 & g_f(D) \\ g_o(D) & g_o(D) \end{bmatrix},
\]

(2.1)

where \( g_o(D) \) and \( g_f(D) \) are feedback and feedforward polynomials with degree \( \nu \), respectively. In the encoder, the same information sequence is encoded twice but in a different order. For each input information sequence block \( d = \{d_1, d_2, \ldots, d_N\} \) of length
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$N$, whose elements take on values of 0 or 1 equiprobably, the first encoder operates directly on it and produces two sequences. The first output sequence, denoted $x$, is equal to the input sequence since the encoder is systematic. The other output is the first parity check sequence $y_1 = \{y_{11}, y_{12}, \ldots, y_{1N}\}$. The second encoder operates on the interleaved version of $d$ and produces two sequences as well, but only the second parity sequence $y_2 = \{y_{21}, y_{22}, \ldots, y_{2N}\}$ is transmitted. The information sequence $x$ and the parity check sequences of the two encoders, $y_1$ and $y_2$, are multiplexed to generate the turbo code sequence. So the overall code rate is $1/3$. Before describing further details of the turbo encoder in its entirety, we shall first discuss its individual components.

### 2.2.1. The Recursive Systematic Encoders

Convolutional codes have usually been used in their feed-forward form, like $(g_0(D), g_1(D)) = (1 + D^2, 1 + D + D^2)$. However, for these codes a sequence with a single 1, i.e. the sequence $[\ldots 0001000 \ldots]$, will give a codeword which is exactly the generator vector and the weight of this codeword will in general be very low. It is clear that a single 1 will propagate through any interleaver as a single 1, so the conclusion is that if we use the codes in the feed-forward form in the turbo scheme the resulting code will have a large number of codewords with very low weight.

The trick is to use the codes in their recursive systematic form where we divide the generator matrix with one of the generator vectors. Our example gives $(l, g_1(D)/g_0(D)) = \left(1, \left(1 + D + D^2\right)/(1 + D^2)\right)$. This operation does not change the set of encoded sequences, but the mapping of input sequences to output sequences is different. The code is said to be the same, meaning that the distance properties are unchanged, but the encoding is different. Fig. 2.2 depicts an encoder on the recursive systematic form.
The output sequence we got from the feed-forward encoder with a single 1 is now obtained with the input $1+D^2 = g_0(D)$. More important is the fact that a single 1 gives a codeword of semi-infinite weight, so with the recursive systematic encoders we may have a chance to find an interleaver where the information patterns giving low weight words from the first encoder are interleaved to patterns giving words with high weight from the second encoder. The most critical input patterns are now patterns of weight 2. For the example code the information sequence $[\ldots 01010\ldots]$ will give an output of weight 5.

Notice that the fact the codes are systematic is just a coincidence, although it turns out to be very convenient for several reasons. One of these is that the BER after decoding of a systematic code cannot exceed the BER on the channel. Imagine that the received parity symbols were completely random, then the decoder would of course stick to the received version of the information. If the parity symbols at least make some sense we would gain information on the average and the BER after decoding will be below the BER on the channel.

One thing is important concerning the systematic property, though. If we transmit the systematic part from both encoders, this would just be a repetition, and we know that we can construct better codes than repetition codes. The information part should only be transmitted from one of the constituent codes, so if we use a constituent code with rate
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1/2 the final rate of the turbo code becomes 1/3. If more redundancy is needed, we must select constituent codes with lower rates.

2.2.2 The Interleaver

The interleaver in the turbo encoder is a pseudo-random block scrambler defined by a permutation of \( N \) elements with no repetitions. The first role of the interleaver is to generate a long block code from small memory convolutional codes, as long codes can approach the Shannon capacity limit. Secondly, it decorrelates the inputs to the two decoders so that an iterative suboptimum decoding algorithm based on information exchange between the two component decoders can be applied. If the input sequences to the two component decoders are decorrelated there is a high probability that after correction of some errors in one decoder some of the remaining errors should become correctable in the second decoder. The final role of the interleaver is to break low weight input sequences, and hence increase the code free Hamming distance or reduce the number of codewords with small distances in the code distance spectrum.

Unlike the classical interleaver (e.g., block or convolutional interleaver), which rearranges the bits in some systematic fashion, it is important that the interleaver sort the bits in a manner that lacks apparent order, although it might be tailored in a certain way for weight-two and weight-three inputs. Also important is that \( N \) be selected quite large. The importance of these two requirements will be illuminated below. It should be noted that one pseudo-random interleaver will perform about as well as any other provided \( N \) is large. The pseudo-random interleaving pattern must be available at the decoder as well.

2.2.3 Trellis Termination

A turbo encoder operating on each block of information bits can be regarded as a block encoder. Since the component codes are recursive, it is not possible to terminate the trellis by transmitting \( v \) zero tail bits. Trellis termination means driving the encoder to the
all-zero state. This is required at the end of each block to make sure that the initial state for the next block is the all-zero state.

The tails bits depend on the state of the component encoder after $N$ information bits. A simple solution to this problem is shown in Fig.2.3 [47]. A switch in each parallel component encoder is in position “A” for the first $N$ clock cycles and in position “B” for $\nu$ additional cycles. This will drive the encoder to the all-zero state. Trellis termination is based on setting the input “$a_i$” to the shift register to zero. This will flush the register with zeros after $\nu$ shifts.

With a pseudo-random interleaver it is highly unlikely that this method will terminate both encoders simultaneously with only $\nu$ tail bits since the codes are recursive. Usually, only the first component encoder is forced to return to the all zero-state. The performance degradation produced by an unknown final state of the second encoder is negligible for a large interleaver size $N$ [33]. A rate 1/3 turbo code with trellis termination is equivalent to a $(3(N+\nu), N)$ linear systematic block code.

In the remainder of the dissertation we will assume that the first encoder is forced to the all-zero state. Special interleaver structures that can drive both encoders to the all-zero state are discussed in [48-51].
2.2.4 The Puncturer

While for deep space applications low-rate codes are appropriate, in other situations such as satellite communications, a rate of 1/2 or higher is preferred. The role of the turbo code puncturer is identical to that of its convolutional code counterpart, to periodically delete selected bits to reduce coding overhead. For the case of iterative decoding to be discussed below, it is preferable to delete only parity bits as indicated in Fig. 2.1, but there is no guarantee that this will maximize the minimum codeword distance. For example, to achieve a rate 1/2, one might delete all even parity bits from the top encoder and all odd parity bits from the bottom one. The puncturing matrix in this case is given by

$$P = \begin{bmatrix} 1 & 1 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}.$$  \hfill (2.2)

where the puncturing period is 2.

An alternative approach in high rate turbo code design is to employ high rate component codes [52, 53].

In the next section, the structure and the computations associated with turbo decoding algorithm is described.

2.3 TURBO DECODER

The problem of decoding turbo codes involves the joint estimation of two Markov processes, one for each constituent code. While in theory it is possible to model a turbo code as a single Markov process, such a representation is extremely complex and does not lend itself to computationally tractable decoding algorithms. Turbo decoding proceeds instead by first independently estimating the individual Markov processes. Because the two Markov processes are driven by the same set of data, sharing information between the two decoders in an iterative fashion can refine the estimates.
More specifically, the output of one decoder can be used as a priori information by the other decoder. If the outputs of the individual decoders are in the form of hard-bit decisions, then there is little advantage to sharing information. However, if the individual decoders produce soft-bit decisions, considerable performance gains can be achieved by executing multiple iterations of decoding.

2.3.1 Iterative Decoder Structure

A general structure of iterative turbo decoder is shown in Fig. 2.4. Two component decoders are linked by interleavers in a structure similar to that of the encoder. As seen in the figure, each decoder takes three inputs: 1) the systematically encoded channel output bits; 2) the parity bits transmitted from the associated component encoder; and 3) the information from the other component decoder about the likely values of the bits concerned. This information from the other component decoder is referred to as *a-priori* information. The component decoders have to exploit both the inputs from the channel and this *a-priori* information. They must also provide what are known as soft outputs for the decoded bits. This means that as well as providing the decoded output bit sequence, the component decoders must also give the associated probabilities for each bit that it has been correctly decoded. A decoding algorithm that accepts *a-priori* information at its input and produces *a-posteriori* information at its output is called soft-input soft-output (SISO) decoding algorithm. Two suitable decoders are the MAP [54] algorithm of Bahl et al. and the so-called SOVA proposed by Hagenauer and Hoeher [55] which will be described later.

The soft outputs from the component decoders are typically represented in terms of the so-called Log Likelihood Ratios (LLRs), the magnitude of which gives the sign of the bit, and the amplitude the probability of correct decision. The LLRs are simply, as their name implies, the logarithm of the ratio of two probabilities. For example, the LLR \( L(u_k) \) for the value of a decoded bit \( u_k \) is given by

\[
L(u_k) = \log \left( \frac{P(u_k = +1)}{P(u_k = -1)} \right),
\]

(2.3)
where \( P(u_k = +1) \) is the probability that the bit \( u_k = +1 \), and similarly for \( P(u_k = -1) \).

Notice that the two possible values of the bits \( u_k \) are taken to be \(+1\) and \(-1\), rather than \(1\) and \(0\), as this simplifies the derivations that follow.

The decoder of Fig. 2.4 operates iteratively, and in the first iteration the first component decoder takes channel output values only, and produces a soft output as its estimate of the data bits. The soft output from the first encoder is then used as additional information for the second decoder, which uses this information along with the channel outputs to calculate its estimate of the data bits. Now the second iteration can begin, and the first decoder decodes the channel outputs again, but now with additional information about the values of the input bits provided by the output of the second decoder in the first iteration. This additional information allows the first decoder to obtain a more accurate set of soft outputs, which are then used by the second decoder as \textit{a-priori} information. This cycle is repeated, and with every iteration the BER of the decoded bits tends to fall. However, the improvement in performance obtained with increasing numbers of iterations decreases as the number of iterations increases. Hence, for complexity reasons, usually only about eight iterations are used.

Due to the interleaving used at the encoder, care must be taken to properly interleave and de-interleave the LLRs which are used to represent the soft values of the bits, as seen in Fig. 2.3. Furthermore, because of the iterative nature of the decoding, care must be taken...
not to re-use the same information more than once in each decoding step. For this reason 
the concept of so-called extrinsic and intrinsic information was used in their seminal 
paper by Berrou et al. describing iterative decoding of turbo codes [27]. These concepts 
are described in a later section. Having considered the basic decoder structure, let us now 
focus our attention on the MAP algorithm in the next section.

2.3.2. The Maximum A-Posteriori Algorithm

The derivation of this algorithm has been well documented in previous papers [27, 33, 
54, 56] and is also included in Appendix A. For notational purposes, the algorithm is 
briefly reviewed here.

The MAP algorithm gives, for each decoded bit $u_k$, the probability that this bit was +1 or 
-1, given the received symbol sequence $y$. This is equivalent to finding the a-posteriori 
LLR $L(u_k/y)$, where

$$L(u_k/y) = \log \left( \frac{P(u_k = +1/y)}{P(u_k = -1/y)} \right)$$

(2.4)

Let $S$ be the set of all $2^m$ constituent encoder states ($m$ is the memory) and $s_k \in S$ be the state of the encoder at time $k$. Furthermore, let $S^+$ be the set of ordered pairs $(s', s)$ corresponding to all state transitions $(s_{k-1} = s') \rightarrow (s_k = s)$ caused by data input $u_k = +1$, and $S^-$ be similarly defined for $u_k = -1$. Then as shown in [56],

$$L(u_k/y) = \log \left( \frac{\sum_{s'} \alpha_{k-1}(s') \gamma_k(s', s) \beta_k(s)}{\sum_{s'} \alpha_{k-1}(s') \gamma_k(s', s) \beta_k(s)} \right),$$

(2.5)

where the $\alpha$'s are computed recursively as

$$\alpha_k(s) = \frac{\sum_{s'} \alpha_{k-1}(s') \gamma_k(s', s)}{\sum_{s'} \sum_{s} \alpha_{k-1}(s') \gamma_k(s', s)}$$

(2.6)

with initial conditions

$$\alpha_0(0) = 1 \text{ and } \alpha_0(s \neq 0) = 0.$$
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(These conditions state that the decoder is expected to start in state 0.) and the $\tilde{P}'s$ are computed in a "backward" recursion as

$$\tilde{P}_{k-1}(s') = \frac{\sum_s \tilde{P}_k(s) \gamma_k(s', s)}{\sum'_s \sum_s \tilde{P}_k(s') \gamma_k(s', s)},$$

(2.8)

with boundary conditions

$$\tilde{P}_N(0) = 1 \text{ and } \tilde{P}_N(s \neq 0) = 0.$$ 

(2.9)

(The encoder is expected to end in state 0 after $N$ input bits, implying that the last $m$ input bits, called termination bits, are also selected.) The probability $\gamma_k(s', s)$ in (2.5), (2.6) and (2.8) is defined as

$$\gamma_k(s', s) = \frac{p(u_k)}{p(y_k)} = \frac{\exp[-(L_{e}(u_k) + L_{c}y_k)]}{Z(s', s)},$$

(2.10)

and represents the branch transition probabilities used by the MAP algorithm. They are of particular interest and essentially measure the probability of channel outputs given a particular state transition along a branch in the encoder trellis. The computation of branch transition probabilities depends on the channel, so they play a key role in the design of the turbo decoder for DS-CDMA systems.

Assuming a memoryless Gaussian channel with BPSK modulation, it is shown in [56] that for a systematic code such as a RSC code,

$$\gamma_k(s', s) = \frac{p(u_k)}{p(y_k)} = \exp\left[-\frac{1}{2}u_k(L_{e}(u_k) + L_{c}y_k)\right] \gamma_k^0(s', s),$$

(2.11)

where

$$L_{c} = \frac{4aE_{c}}{N_0},$$

(2.12)

and where

$$\gamma_k^0(s', s) = \exp\left[-\frac{1}{2}L_{c}x_k^r y_k^r\right].$$

(2.13)

In (2.12) and (2.13), $x_k^r$ and $y_k^r$ are the individual bits within the transmitted and received codewords $y_k$ and $x_k$, $E_c = rE_h$ is the energy per channel bit, $\sigma^2 = N_0/2E_c$ is
2.3.3 Summary of the MAP algorithm

From the description given above, we see that the MAP decoding of a received sequence $y$ to give the \textit{a-posteriori} LLR $L(u_k/y)$ can be carried out as follows. As the channel values $y_k$ are received, they and the \textit{a-priori} LLRs $L(u_k)$ (which are provided in an iterative turbo decoder by the other component decoder—see next section) are used to calculate $\gamma_k(s',s)$ according to (2.11). As the channel values $y_k$ are received, and the $\gamma_k(s',s)$ values are calculated, the forward recursion from (2.6) can be used to calculate $\tilde{\alpha}_k(s',s)$. Once all the channel values have been received, and $\gamma_k(s',s)$ has been calculated for all $k=1,2,...,N$, the backward recursion from (2.8) can be used to calculate the $\tilde{\beta}_k(s',s)$ values. Finally, all the calculated values of $\tilde{\alpha}_k(s',s)$, $\tilde{\beta}_k(s',s)$ and $\gamma_k(s',s)$ are used in (2.5) to calculate the values of $L(u_k/y)$. These operations are summarized in the flowchart of Fig. 2.5.

In the next section we will describe the principles behind the iterative decoding of turbo codes, and how the MAP algorithm described in this section can be used in such a scheme.

2.3.4 Iterative Turbo Decoding Principles

Combining (2.11) with (2.5) it can be shown that, for a systematic code such as a RSC code, the output from the MAP decoder can be re-written as

$$L(u_k/y) = L(u_k) + L_c y_k^* + L_c (u_k),$$

where

the noise variance and $a$ is the fading amplitude (we have $a=1$ for nonfading AWGN channels).
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\[ L_c(u_k) = \log \left( \frac{\sum s' \alpha_{k-1}(s') \gamma_k(s',s) \beta_k(s)}{\sum s' \alpha_{k-1}(s') \gamma_k(s',s') \beta_k(s)} \right) \]  

(2.15)

Here, \( L(u_k) \) is the \textit{a-priori} LLR given by (2.3), and \( L_c \) defined by (2.12) is called the channel reliability measure, \( y'_k \) is the received version of the transmitted systematic bit \( x'_k = u_k \).

Thus, we can see that the \textit{a-posteriori} LLR \( L(u_k/y) \) calculated with the MAP algorithm can be thought of as comprising of three terms- \( L(u_k) \), \( L_c \), and \( L_e(u_k) \). The \textit{a-priori} LLR term \( L(u_k) \) comes from \( P(u_k) \) in the expression of the branch transition probability \( \gamma_k(s',s) \) in (2.11). This probability should come from an independent source. In most cases we will have no independent or \textit{a-priori} knowledge of the likely value of the bit \( u_k \), and so the \textit{a-priori} LLR \( L(u_k) \) will be zero, corresponding to an \textit{a-priori} probability \( P(u_k) = 0.5 \). However, in the case of an iterative turbo decoder, each component decoder
can provide the other decoder with an estimate of the \textit{a-priori} LLR \( L(u_k) \), as described later. The second term \( L_c y_k^t \) in (2.14) is the soft output of the channel for the systematic bit \( u_k \), which is directly transmitted across the channel and received as \( y_k^t \). The final term in (2.14), \( L_c(u_k) \), is derived using the constraints imposed by the code used, from the \textit{a-priori} information sequence \( L(u_k) \) and the received channel information sequence \( y \), excluding the received systematic bit \( y_k^t \) and the \textit{a-priori} information \( L(u_k) \) for the bit \( u_k \). Hence, it is called the \textit{extrinsic} LLR for the bit \( u_k \). Equation (2.14) shows that the \textit{extrinsic} information from a MAP decoder can be obtained by subtracting the \textit{a-priori} information \( L(u_k) \) and the received systematic channel input \( L_c y_k^t \) from the soft output \( L(u_k/y) \) of the decoder.

We summarize below what we meant by the terms \textit{a-priori}, \textit{a-posteriori}, and \textit{extrinsic} information which are central concepts behind the iterative decoding of turbo codes.

\textit{a-priori}: The \textit{a-priori} information about a bit is information known before decoding starts, from a source other than the received sequence or the code constraints. It is also sometimes referred to as intrinsic information to contrast with the \textit{extrinsic} information described next.

\textit{extrinsic}: The \textit{extrinsic} information about a bit \( u_k \) is the incremental information provided by a decoder based on the received sequence and on \textit{a-priori} information excluding the received systematic bit \( y_k^t \) and the \textit{a-priori} information \( L(u_k) \) for the bit \( u_k \). Typically, the component decoder provides this information using the constraints imposed on the transmitted sequence by the code used. It processes the received bits and \textit{a-priori} information surrounding the systematic bit \( u_k \), and uses this information about the value of \( u_k \).

\textit{a-posteriori}: The \textit{a-posteriori} information about a bit is the information that the decoder gives taking into account \textit{all} available sources of information about \( u_k \). It is the \textit{a-posteriori} LLR, i.e., \( L(u_k/y) \), that the MAP algorithm gives as its output.
We now describe how iterative decoding of turbo codes is carried out. Consider initially the first component decoder in the first iteration. This decoder receives the channel sequence \( y^{(1)} \) containing the received versions of the transmitted systematic bits \( L_c y^s \), and the parity bits \( L_c y^p \), from the first encoder. Usually, to obtain a half rate code, half of these parity bits will have been punctured at the transmitter, and so the turbo decoder must insert zeros in the soft channel output \( L_c y^p \) for these punctured bits. The first component decoder can then process the soft channel inputs and produce its estimate \( L_{II}(U_k/y) \) of the conditional LLRs of the data bits \( k = 1,2,\ldots,N \). In this notation, the subscript \( II \) in \( L_{II}(U_k/y) \) indicates that this is the \textit{a-posteriori} LLR in the first iteration from the first component decoder. Note that in this first iteration the first component decoder will have no \textit{a-priori} information about the bits, and hence \( P(u_k) \) in (2.11) giving \( \gamma_k(s',s) \) will be 0.5.

Next, the second component decoder comes into operation. It receives the channel sequence \( y^{(2)} \) containing the \textit{interleaved} version of the received systematic bits, and the parity bits from the second component encoder. Again the turbo-decoder will need to insert zeroes into this sequence if the parity bits generated by the encoder are punctured before transmission. However, now, in addition to the received sequence \( y^{(2)} \), the decoder can use the conditional LLR \( L_{II}(U_k/y) \) provided by the first component decoder to generate \textit{a-priori} LLRs \( L(u_k) \) to be used by the second component decoder.

Metaphorically speaking, these \textit{a-priori} LLRs \( L(u_k) \)—which are related to bit \( u_k \)—would be provided by an “independent conduit of information, in order to have two independent channel-impaired opinions” concerning bit \( u_k \). This would provide a “second channel-impaired” as regards to bit \( u_k \). In an iterative turbo decoder, the extrinsic information \( L_e(u_k) \) from the other component decoder is used as the \textit{a-priori} LLRs, after being interleaved to arrange the decoded data bits \( u \) in the same order as the second encoder encoded them. The second component decoder thus uses the received channel sequence \( y^{(2)} \) and the \textit{a-priori} LLRs \( L(u_k) \) (derived by interleaving the extrinsic LLRs \( L_e(u_k) \) of
the first component decoder) to produce its \textit{a-posteriori} LLRs $L_{12}(u_k/y)$. This is the end of the first iteration.

For the second iteration the first component decoder again processes its received channel sequence $y^{(1)}$, but now it also has \textit{a-priori} LLRs $L(u_k)$ provided by the extrinsic portion $L_e(u_k)$ of the \textit{a-posteriori} LLRs $L_{12}(u_k/y)$ calculated by the second component decoder, and hence it can produce an improved \textit{a-posteriori} LLR $L_{21}(u_k/y)$. The second iteration continues with the second component decoder using the improved \textit{a-posteriori} LLRs $L_{21}(u_k/y)$ from the first component encoder to derive, through (2.14), improved \textit{a-priori} LLRs $L(u_k)$ which it uses in conjunction with its received channel sequence $y^{(2)}$ to calculate $L_{22}(u_k/y)$.

This iterative process continues with ever-updating extrinsic information to be exchanged between the two component decoders, and with each iteration on the average the BER of the decoded bits will fall. However, in [57, Fig.9], the improvement in performance for each additional iteration carried out falls as the number of iterations increases. Hence, for complexity reasons usually around six to eight iterations are carried out, as no significant improvement in performance is obtained with higher number of iterations.

When the series of iterations finishes the output from the turbo decoder is given by the de-interleaved \textit{a-posteriori} LLRs of the second component decoder, $L_{i2}(u_k/y)$, where $i$ is the number of iteration used. The sign of these \textit{a-posteriori} LLRs gives the hard decision output, i.e., whether the decoder believes that the transmitted data bit $u_k$ was $+1$ or $-1$, and in some applications the magnitude of these LLRs, which gives the confidence the decoder has in its decision, may also be useful.

Ideally, for the iterative decoding of turbo codes, the \textit{a-priori} information used by a component decoder in the context of bit $u_k$ should be based on a "conduit of information" independent from the channel outputs used by that decoder. More explicitly, for example, an original systematic information bit and the parity-related information
smeared across a number of bits by the encoder due to the code constraints imposed are
affected by the channel differently. Hence, even if the original systematic information bit
was badly corrupted by the channel, the surrounding parity information may assist the
decoder in obtaining a high-confidence estimate concerning the channel-impaired
original systematic bit. However, in turbo decoders the extrinsic LLR $L_e(u_k)$ for the bit
$u_k$, as explained above, uses all the available received parity bits and all the received
systematic bits except the received values $y'_k$ associated with the bit $u_k$. The same
received systematic bits are also used by the other component decoder, which uses the
interleaved or de-interleaved version of $L_e(u_k)$ as it's *a-priori* LLRs. Hence, the *a-priori*
LLRs $L(u_k)$ are not truly independent from the channel outputs $\mathbf{y}$ used by the component
decoders. However, due to the fact that the component convolutional codes have a short
memory, usually of only 4 b or less, the extrinsic LLR $L_e(u_k)$ is only significantly
affected by the received systematic bits relatively close to the bit $u_k$. When this extrinsic
LLR $L_e(u_k)$ is used as the *a-priori* LLR $L(u_k)$ by the other component decoder, because
of the interleaving used, the bit $u_k$ and its neighbors will probably have been well
separated. Hence, the dependence of the *a-priori* LLRs $L(u_k)$ on the received systematic
channel values $L, y'_k$ which are also used by the other component decoder will have
relatively little effect, and the iterative decoding provides good results.

Another justification for using the iterative arrangement described above is how well it
has been found to work. In the limited experiments that have been carried out with
optimal decoding of turbo codes [37, 58, 59], it has been found that optimal decoding
performs only a fraction of a decibel (around 0.35-0.5 dB) better than iterative decoding
with the MAP algorithm. Furthermore, various turbo coding schemes have been found
[37], [60], that approach the Shannon limit, which gives the best performance
theoretically available, to similar fraction of a decibel. Therefore, it seems that, for a
variety of codes, the iterative decoding of turbo codes gives an almost optimal
performance. Hence, it is this iterative decoding structure, which is almost exclusively
used with turbo codes.
2.3.5 Pseudo-Code for the Iterative Decoder

We do not give pseudo-code for the encoder here since this is much more straightforward. However, it must be emphasized that at least the first encoder must be terminated correctly to avoid serious degradation. That is, the last \( m \) bits of the \( N \)-bit information word to be encoded must force the first encoder to the zero state by the \( N \)th bit.

The pseudo-code given below for iterative decoding of turbo code follows directly from the development recapitulated above and is detailed in Appendix A. Implicit is the fact that each decoder must have a table (array) containing the input bits and parity bits for all possible state transitions \( s' \rightarrow s \). Also required are permutation and de-permutation functions (arrays) since the first decoder (DECODER1) and the second decoder (DECODER2) will be sharing information about each \( u_k \), but DECODER2’s information is permuted relative to DECODER1. We denote these arrays by \( P[] \) and \( P_{mr}[] \), respectively. For example, the permuted word \( u' \) is obtained from the original word \( u \) via the pseudo-code statement: for \( k = 1; N; u'_k = u_{p[k]} \), end. It should be noted that due to the presence of \( L \) in \( L(u_k) \), knowledge of the noise variance by each MAP decoder is necessary.

**Initialization**

**DECODER1:**

- \( \alpha_0^{(1)}(s) = \begin{cases} 1 & \text{for } s = 0 \\ 0 & \text{for } s \neq 0 \end{cases} \)
- \( \beta_0^{(1)}(s) = \begin{cases} 1 & \text{for } s = 0 \\ 0 & \text{for } s \neq 0 \end{cases} \)
- \( L_{z1}(u_k) = 0 \) for \( k = 1, 2, \ldots, N \)

**DECODER2:**

- \( \alpha_0^{(2)}(s) = \begin{cases} 1 & \text{for } s = 0 \\ 0 & \text{for } s \neq 0 \end{cases} \)
- \( \beta_0^{(2)}(s) = \alpha_0^{(1)}(s) \) for all \( s \) (set after the computation of \( \{\beta_0^{(2)}(s)\} \) in the first iteration).
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- \(L_{12}^*(u_k)\) is to be determined from DECODER1 after the first half-iteration and so need not be initialized.

The \(n^{th}\) iteration

DECODER 1:

for \(k = 1 : N\)
- get \(y_k = (y_k^1, y_k^2)\) where \(y_k^1\) is a noisy version of the first encoder parity.
- compute \(\gamma_k(s', s)\) from (2.11) for allowable state transitions \(s' \rightarrow s, (u_k)\) in (2.11) is set to the value of the encoder input which caused the transition \(s' \rightarrow s;\) \(L^*(u_k)\) is in this case \(L_{21}^*(u_{perm(k)}),\) the de-permuted extrinsic information from the previous DECODER2 iteration).
- compute \(\tilde{\alpha}_k^{[1]}(s)\) for all \(s\) using (2.6).
end.
for \(k = N - 1 : 2\)
- compute \(\tilde{\beta}_k^{[1]}(s)\) for all \(s\) using (2.8).
end.
for \(k = 1 : N\)
- compute \(L_{12}^*(u_k)\) using
\[
L_{12}^*(u_k) = \log \left( \frac{\sum_{s'} \tilde{\alpha}_k^{[1]}(s') \gamma_k^1(s', s) \tilde{\beta}_k^{[1]}(s)}{\sum_{s'} \tilde{\alpha}_k^{[1]}(s') \gamma_k^1(s', s) \tilde{\beta}_k^{[1]}(s)} \right)
\]
end.

DECODER2:

for \(k = 1 : N\)
- get \(y_k = (y_{perm(k)}^1, y_{perm(k)}^2)\) where \(y_{perm(k)}^2\) is a noisy version of the second encoder parity.
- compute \(\gamma_k(s', s)\) from (2.11) for allowable state transitions \(s' \rightarrow s, (u_k)\) in (2.11) is set to the value of the encoder input which caused the transition \(s' \rightarrow s;\) \(L^*(u_k)\) is in this case \(L_{12}^*(u_{perm(k)}),\) the permuted extrinsic information from the previous DECODER1 iteration; \(y_k^1\) is the permuted systematic value, \(y_{perm(k)}^1\).
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- compute $\alpha_k^{(2)}(s)$ for all $s$ using (2.6).

end.

for $k = N : -1 : 2$
- compute $\beta_{k-1}^{(2)}(s)$ for all $s$ using (2.8)

end.

for $k = 1 : N$
- compute $L_k^{(2)}(u_k)$ using

$$L_k^{(2)}(u_k) = \log \left( \frac{\sum_{s'} \alpha_{k-1}^{(1)}(s') \beta_k^{(0)}(s)}{\sum_{s'} \alpha_{k-1}^{(1)}(s') \gamma_k^{(0)}(s') \beta_k^{(0)}(s)} \right)$$

end.

After the last iteration

for $k = 1 : N$
- compute

$$L_k(u_k) = L_k^{(2)}(u_k) + L_k^{(2)}(u_{\text{prev}[k]}) + L_k^{(1)}(u_k)$$
- if $L_k(u_k) > 0$
  decide $u_k = +1$
- else
  decide $u_k = -1$

end.

2.3.6 Modifications of the MAP Algorithm

The MAP algorithm is, in the form described above, extremely complex due to the multiplications and divisions needed in (2.6) and (2.8) for the recursive calculation of $\alpha_k(s', s)$ and $\beta_k(s', s)$, the multiplications and exponential operations required to calculate $\gamma_k(s', s)$ using (2.11), and the multiplication and logarithm operations required to calculate $L_\infty(u_k/y)$ using (2.5). However, much work has been done to reduce this complexity without affecting its performance. Initially the Max-Log-MAP algorithm was
proposed by Koch and Baier [61] and Erfanian et al. [62]. This technique simplified the MAP algorithm by transferring the recursions into the log domain and invoking an approximation to dramatically reduce the complexity. Because of this approximation its performance is sub-optimal compared to that of the MAP algorithm. However, Robertson et al. [32] in 1995 proposed the Log-MAP algorithm, which corrected the approximation used in the Max-Log-MAP algorithm and hence gave a performance identical to that of the MAP algorithm, but at a fraction of its complexity.

2.3.7 The SOYA Algorithm

The Viterbi Algorithm (VA) minimizes the sequence error probability. Its output is in the form of hard-quantized estimation of symbols in the most likely transmitted sequence. In concatenated systems, with multiple signal processing stages, the overall receiver performance is improved if the inner stages produce soft output estimation. The SOYA algorithm [55], [63] is a variation of the Viterbi Algorithm which allows it to be used as a component decoder for turbo codes. This algorithm has two modifications over the classical VA algorithm. Firstly, the path metrics used are modified to take account of a-priori information when selecting the ML path through the trellis. Secondly, the algorithm is modified so that it provides a soft output in the form of the a-posteriori LLR \( L(u_k/y) \) for each decoded bit.

2.4 THE EFFECT OF VARIOUS CODEC PARAMETERS

In this section we present simulation results for turbo codes using Binary Phase Shift Keying (BPSK) over Additive White Gaussian Noise (AWGN) channels. Unless otherwise specified, a MAP decoding algorithm with a total of 8 decoding iterations is used, the size of the interleaver is 1024 and all codes are rate 1/3 with component encoders of memory three and octal generator polynomial (13, 15). We show that there are many parameters, some of which are interlinked, which affect the performance of turbo codes. Some of these parameters are:
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• The number of decoding iterations used.
• The interleaver size or frame-length of the input data.
• The structure of the interleaver used.
• The generator polynomials and constraint lengths of the component codes.
• The component decoding algorithm used.
• Puncturing the component codes.

2.4.1 The Effect of the Number of Iterations on Turbo Code Performance

Let us consider the performance of turbo codes with random interleavers when the number of iterations in the iterative decoder is variable. As an example, a rate 1/3, 8 state turbo code with octal generator polynomials (13, 15) and interleaver sizes of 1024 and 10240 is simulated. The simulation results based on the iterative MAP decoding algorithm are shown in Figs. 2.6 and 2.7 for the interleaver sizes of 1024 and 10240, respectively.

Initially, increasing the number of iterations has a considerable effect on the performance. However, there are diminishing returns when the number of iterations becomes high. For interleaver size 1024, there is no significant improvement if the number of iterations increases above 8, while for interleaver size 10240 this threshold is about 12.

As the decoding approaches the performance limit of a given turbo code, any further iteration results in very little improvement. Therefore, it is important to devise an efficient criterion to stop the iteration process and prevent unnecessary computations and decoding delay. We will address this issue in more details in Chapter 3.

2.4.2 The Effect of Interleaver Size on Turbo Code Performance

In the original paper on turbo coding by Berrou et al. [27], a pseudo-random block interleaver is used where information is written row by row and read out following a non-uniform rule, based on randomly generated numbers. In this paper, and many of the
subsequent papers, impressive results have been presented for coding with very large frame lengths. The interleaver length is critical for the code performance, particularly at low SNR’s. The interleaver structure is important for the performance at high SNR’s as it affects the distance properties of the overall turbo code. It determines the code free distance which has a dominant effect on the asymptotic performance.

Fig. 2.6: BER performance of a 8 state, rate 1/3 turbo code with MAP algorithm on an AWGN channel, interleaver size 1024 bits, variable number of iterations

As the interleaver enables the information exchange between the two component decoders, increasing the interleaver size has the effect of randomizing the information sequence at the input of the second decoder. Consequently, the inputs to the two component decoders become less correlated, with respect to noise, improving the decoding performance.
Fig. 2.7: BER performance of a 8 state, rate 1/3 turbo code with MAP algorithm on an AWGN channel, interleaver size 5120 bits, variable number of iterations.

For feedback component codes, interleaving modifies the code weight distribution relative to the uninterleaving input. This is most significant for weight 2 information sequence which has the dominant effect on the performance. If an input weight 2 sequence to the first encoder generates a low weight path in the first code trellis, the interleaved sequence at the input of the second encoder will produce a higher weight path, thus improving the code performance.

The simulation results for a rate 1/3, 8-state turbo code with octal generator polynomials (13, 15) and a pseudo-random interleaver of various lengths are shown in Fig. 2.8. Clearly, the performance is consistently improved by increasing the interleaver size. This is consistent with the expression of the analytical theoretical performance limits as a function of the coded frame length shown in [64]. However, for many applications, such
as speech transmission systems, the large delays inherent in using high frame-lengths are unacceptable. Therefore, an important area of turbo coding research, is achieving as impressive results with short frame-lengths, as have been demonstrated for long frame-systems. The larger frame-length systems would be useful in data or nonreal time transmission systems.

2.4.3 The Effect of Puncturing Component on Turbo Code Performance

One way on increasing the rate of a turbo code is by puncturing the encoder outputs of the basic 1/3 rate turbo code. In this way it is possible to design rate 1/2, 2/3, 3/4, 5/6 etc. codes. The performance result for a rate 1/2 obtained from the rate 1/3, 8-state turbo code with octal generator polynomials (13, 15) and interleaver size of 1024 is shown in Fig. 2.9. It is obtained by simulation with an iterative MAP decoding method. The puncturing matrix for this code is given by (2.2). The performance loss relative to the 1/3 rate code is about 0.6 dB, in terms of $E_b/N_0$, at the bit error rate of $10^{-4}$. This corresponds to a gain about 2.4 dB in terms of channel SNR. Very similar gains are seen for turbo codes with different frame-lengths.

2.4.4 The Effect of The Component Codes

Both the constraint length and the generator polynomials used in the component codes of turbo codes are important parameters. Often in turbo codes the generator polynomials which lead to the largest minimum free distance for ordinary convolutional codes are used, although when the effect of interleaving is considered these generator polynomials do not necessarily lead to the best minimum free distance for turbo codes. Fig. 2.10 shows the huge difference in performance that can result from different generator polynomials being used in the component codes. It can be seen from Fig. 2.10 that the order of these generator polynomial is also important. Swapping (15, 13) to (13, 15) gives a significant degradation in performance. It should be noticed that the performance of a convolutional code (both regular and recursive systematic codes) would be unaffected by the swapping.
The effect of increasing the constraint length of the component codes is shown in Fig. 2.11. It can be seen from this figure that increasing the constraint length of turbo codes does improve its performance, with the $K_c = 4$ code performing about 0.3 dB better than the $K_c = 3$ code at a bit error rate of $10^{-4}$, and the $K_c = 5$ code giving a further improvement of about 0.1 dB. However, these improvements are provided at the cost of approximately doubling or quadrupling the decoding complexity.

Fig. 2.8: BER performance of a 8 state, rate 1/3 turbo code with MAP algorithm on an AWGN channel, interleaver size N, number of iterations l.
Fig. 2.9: BER performance comparison between 1/3 and 1/2 rate turbo code with MAP algorithm on an AWGN channel, interleaver size 1024.

Fig. 2.10: BER performance of a rate 1/3 turbo code with MAP algorithm on an AWGN channel, interleaver size 1024 and octal generators \((g_1, g_2)\).
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Fig. 2.11: BER performance of a rate 1/3 turbo code with MAP algorithm on an AWGN channel, interleaver size 1024, constraint length $K_c$ and octal generators $\left(g_1, g_2\right)$.

2.4.5 The Effect of Interleaver Structure on Code Performance

It is well known that the interleaver used in turbo codes has a vital influence on the performance of the code. As we discussed in a previous section, the turbo code performance at high SNR's is dominated by the code first several distance spectral lines which are produced by low weight input sequences. The interleaver structure affects the mapping of low weight input sequences to the interleaver output, and hence the first several distance spectral lines of the turbo code distance spectrum. It plays an important role in determining the code performance at high SNR's.
Chapter 2 Turbo Codes

For example, we consider an input sequence to the first component encoder generating a low weight parity check sequence. It is desirable that the interleaver is capable of breaking this input pattern. That means that the interleaver does not produce the same input pattern to the second encoder, or an input sequence which generates a finite weight code sequence. In such a case, the input sequence to the second component encoder will most likely produce a high weight parity check sequence. This will result in an increase in the turbo codeword weight. If an interleaver is designed to break the low weight input sequences so that the resulting turbo code has a large minimum free distance, the error performance at high SNR's can be improved.

At low SNRs, the interleaver size is the only important factor, as the code performance is dominated by the interleaver gain. The effects induced by changing the interleaver structure at low SNR region are not significant. However, both the interleaver size and structure affect the turbo code minimum free distance and first several distance spectral lines. They play an important role in determining the code performance at high SNRs, and consequently, the asymptotic performance of the turbo code. It is possible to design particular interleavers which can result in good code performance at high SNRs. Several algorithms have been proposed and can be classified into four types of interleaving techniques. They are block interleavers, convolutional interleavers, random interleavers, and code matched interleavers. Details on the design of interleavers and comparison between turbo codes using different interleavers can be found in [33, 48, 35, 65, 67].

2.4.6 The Effect of the Component Decoding algorithm Used

In [68, Figs. 15, 16 and 17], simulations results show that the Max Log MAP and the SOVA algorithms both give degradation in performance compared to the MAP and the Log MAP algorithms. At a BER of $10^{-4}$ this degradation is about 0.1 dB for the Max Log MAP algorithm, and about 0.6 dB for the SOVA algorithm.
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2.5 VARIATION OF TURBO CODES

Conventional turbo codes are composed of two RSC codes, concatenated in parallel, and separated by an interleaver. Parallel concatenation was extended to more than two codes in [69] to obtain multiple turbo codes. The additional gain from this was shown to be minimal. Using the same ingredients, namely convolutional encoders and interleavers, serially concatenated convolutional codes (SCCCs) have shown to yield performances comparable and, in some cases, superior to turbo codes [70]. In fact any arbitrary topology composed of combinations of parallel and serial concatenation of multiple encoders can be used to create a powerful code [71]. There is no compelling reason why the type of code should be restricted to just RSC codes. Thus the underlying concepts behind turbo codes can be extended to a general class of codes composed of a heterogeneous mix component codes concatenated according to any arbitrary topology. Related work in the area of graphical models has recently been used to describe the general class of concatenated codes [72].

2.6 APPLICATIONS OF TURBO CODES

Turbo and serial concatenated convolutional codes have been proposed for various communication systems, such as deep space, cellular mobile and satellite communication networks. The standard turbo codes are presented in this section.

2.6.1 Turbo Codes for Deep Space Communications

NASA’s next generation deep space transponder will contain a turbo code [73]. The Consultative Committee for Space Data Systems (CCSDS) has adopted 16-state rate 1/2, 1/3, 1/4 and 1/6 turbo codes as a new standard for telemetry channel coding [74, 75]. The rate 1/3 turbo code is obtained by parallel concatenation of two identical 19-state rate 1/2 RSC encoders, where the systematic information bit of the second component encoder is eliminated. The generator matrix of the RSC code is given by.
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The rate 1/2 turbo code is obtained by puncturing every other parity symbol of each component code in the rate 1/3 turbo encoder. The rate 1/4 turbo code is obtained by parallel concatenation of a 16-state rate 1/3 RSC encoder and a 16-state rate 1/2 RSC encoder whose systematic information bit is eliminated. The generator matrix of the rate 1/3 RSC code is given by

\[
G(D) = \begin{bmatrix}
1 + D + D^3 + D^4 \\
1 + D^3 + D^4
\end{bmatrix},
\]

The rate 1/2 RSC code is the same as the component code in the rate 1/3 turbo encoder.

The rate 1/6 turbo code is obtained by parallel concatenation of a 16-state rate 1/4 RSC encoder and a 16-state rate 1/3 RSC encoder whose systematic information bit is eliminated. The generator matrices of the rate 1/4 and 1/3 codes are given by

\[
G(D) = \begin{bmatrix}
1 + D + D^3 + D^4 \\
1 + D^3 + D^4
\end{bmatrix},
\]

and

\[
G(D) = \begin{bmatrix}
1 + D + D^3 + D^4 \\
1 + D^3 + D^4
\end{bmatrix},
\]

respectively.

2.6.2 Turbo Codes for CDMA2000

In the CDMA2000 proposal, turbo codes are recommended for both forward and reverse supplemental channels in the 3rd generation of wideband code division multiple access (CDMA) cellular mobile systems [76]. The reverse link turbo encoder is based on two identical (3, 1, 3) RSC codes with generator matrix
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By puncturing the component encoder outputs, variables code rates of 1/4, 1/2 and 1/3 can be achieved.

The forward link turbo encoder is based on two identical (3, 1, 3) RSC codes with generator matrix

\[
G(D) = \begin{bmatrix}
1 & 1 + D^2 + D^3 & 1 + D + D^2 + D^3 \\
1 + D + D^3 & 1 + D^2 + D^3 & 1 + D + D^2
\end{bmatrix}.
\]

By puncturing the component encoder outputs, variables code rates of 1/4, 1/2 and 1/3 can also be achieved.

### 2.6.3 Turbo Codes for 3GPP

There are two candidates for the 3rd generation cellular mobile communications based on the 3rd Generation Partnership Project (3GPP) [77]. They include an 8-state rate 1/3 and 1/2 turbo code and a 4-state rate 1/3 serial concatenated convolutional code.

The 8-state turbo code is generated by parallel concatenation of two identical rate 1/2 RSC encoders with generator matrix

\[
G(D) = \begin{bmatrix} 1 & 1 + D + D^3 \\ 1 + D^2 + D^3 & 1 + D^2 \end{bmatrix}.
\]

The output of the turbo encoders is punctured to produce coded digits corresponding to the desired code rate of 1/3 or 1/2.

The inner code of the 4-state rate 1/3 serial concatenated convolutional code is a rate 1/2 RSC code with generator matrix

\[
G(D) = \begin{bmatrix} 1 + D^2 \\ 1 + D + D^2 \end{bmatrix}.
\]

The outer code is of rate 2/3 obtained by puncturing a rate 1/2 RSC code with the same generator matrix as for the inner code.
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The trellis termination is performed in both the turbo and serial concatenated encoders. In the serial encoder, the tailing bits of the outer encoder are included in the interleaver.

2.6.4 Turbo Codes for Satellite Communications

 Turbo codes are also recommended for INMARSAT's new mobile multimedia service [78, 79]. A data rate of 64 kbits/s is provided based on the combined turbo coding and 16-QAM modulation. In addition, INTELSAT is currently investigating the application of turbo code for digital services.

2.7 CONCLUSION

This chapter presents an overview of turbo codes, beginning with the description of the encoding and the decoding operations. It is shown that turbo code is the parallel concatenation of two Recursive Systematic Convolutional (RSC) codes that are given the same data in permuted order. We describe the MAP decoding algorithm and present a heuristic explanation of iterative decoding. A brief performance analysis of turbo codes based on simulation results is presented and some of the factors affecting turbo code performance are discussed. Some extensions of the idea of turbo coding are presented. Finally the standard turbo codes proposed for various communications systems are presented.
In this chapter, we propose a simple and effective criterion for stopping the iterative process of the turbo decoder for each individual frame immediately after the bits are correctly estimated and preventing unnecessary computations and decoding delay. The proposed scheme extends the existing hard-decision-aided (HDA) technique. The new improved hard-decision-aided (IHDA) compares the hard decision of the information bits based on information produce by the two component decoders at each iteration and terminates the iterative process if they agree with each other for the entire block. Unlike the HDA, it requires no extra data storage. Simulations comparing the new technique with other well known stopping criteria show that the proposed IHDA scheme achieves
similar performance in terms of BER but is in some cases more effective in terms of the average number of iterations, while requiring lower complexity.

We start with a short introduction to the problem. Then we present a brief review of existing stopping criteria. We describe the new stopping criterion in Section 3. Simulation results are presented in Section 4 to compare the new criterion with the existing schemes. Finally, we conclude in Section 5.

3.1 INTRODUCTION

Iterative decoding is a key feature of turbo codes. Each decoding iteration results in additional computations and decoding delay. As the decoding approaches the performance limit of a given turbo-code, any further iteration results in very little improvement. Often, a fixed number $M$ is chosen and each frame is decoded for $M$ iterations. Usually, $M$ is set with the worst corrupted frame in mind. Most frames, however, need fewer iterations to converge. Therefore, it is important to devise an efficient criterion to stop the iteration process for each individual frame immediately after the bits are correctly estimated and prevent unnecessary computations and decoding delay. For each decoded frame, the number of iterations performed is determined by the number of passes before a certain condition or rule for stopping is satisfied. The stopping condition attempts to determine when a frame can be reliably decoded with no further iterations, and it is computed based on data available to the decoder during the decoding of each specific frame. More explicitly, at the end of each iteration, the decoder performs a check on the condition for stopping. If the condition is true, the iterative process on the frame is terminated, and the decoded sequence from the current iteration is sent to the output; otherwise, the iterative process continues to the next iteration. To prevent an endless loop should the stopping rule never be satisfied, we require that the decoder cease after the maximum number of iterations, $M$. 
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One such stopping criterion was devised based on the cross entropy (CE) between the distributions of the estimates at the outputs of the decoders at each iteration [84, 85]. This criterion is known as CE criterion. It effectively stops the iteration process with very little performance degradation. Two other simple and effective criteria for stopping the iteration process in turbo decoding with a negligible degradation of the error performance were proposed in [86]. Both criteria, known as the sign change ratio (SCR) and the hard-decision-aided (HDA) respectively, were devised based on the CE criterion and require much less and simpler computations. A simple stopping criterion, known as the sign difference ratio (SDR) that extends the sign change ration (SCR) technique was recently proposed in [87]. Unlike the SCR, the new sign difference ratio (SDR) requires no extra data storage.

In this chapter, we propose a simple stopping criterion for turbo decoding that extends the existing HDA technique. The new improved hard-decision-aided (IHDA) compares the hard decisions of the information bits at the output of each decoder at each iteration and terminates the iterative process if they agree with each other for the entire block. Just like the SDR, it requires no extra data storage. Furthermore, its performance is independent of the choice of any parameter.

3.2 REVIEW OF EXISTING STOPPING CRITERIA

For simplicity, we consider a turbo-code that consists of two rate-1/n recursive systematic convolutional (RSC) codes with feedback. Let \( u_k, k \in [1, \ldots, N] \), be the information bits, whose code bits are BPSK modulated and transmitted through an \( N(0, \sigma^2) \) AWGN channel. At the receiver, \( (y_k^1, y_k^0, y_k^2) \) are signals corresponding to \( u_k \), where \( y_k^1 \) is the systematic signal, \( y_k^0 \) and \( y_k^2 \) are parity for RSC1 and RSC2 respectively. They are sent to the soft-input soft-output (SISO) MAP decoders DEC1 and DEC2 to produce the estimates \( \hat{u}_k \), as shown in Fig.3.1.
At the $i$th iteration, let $L^{(i)}_j(\hat{u}_k)$ and $L^{(i)}_{c_j}(\hat{u}_k)$ denote the log-likelihood-ratio (LLR) and the extrinsic values of the estimated information bit $\hat{u}_k$ delivered by decoder $j$, respectively, with $j = 1, 2$. It is shown in [84] that

$$L^{(i)}_1(\hat{u}_k) = L^{(i-1)}_2(\hat{u}_k) + \frac{2}{\sigma^2} y^*_k + L^{(i)}_{c_1}(\hat{u}_k),$$  \hspace{1cm} (3.1)$$

$$L^{(i)}_2(\hat{u}_k) = L^{(i)}_1(\hat{u}_k) + \frac{2}{\sigma^2} y^*_k + L^{(i)}_{c_2}(\hat{u}_k),$$  \hspace{1cm} (3.2)$$

where $\frac{2}{\sigma^2} y^*_k$ is the channel soft value.

Fig. 3.1: Diagram of iterative (turbo) decoder for a two dimensional turbo-code which uses two MAP decoders operating cooperatively.

Four known dynamic stopping criteria are reviewed in the following.

3.2.1 Cross Entropy (CE)

The probability distribution $p^{(i)}_j(\hat{u}_k)$ at the output of the $j$th decoder is given by [84]

$$p^{(i)}_j(\hat{u}_k = \pm 1) = \frac{\exp[\pm L^{(i)}_j(\hat{u}_k)]}{1 + \exp[\pm L^{(i)}_j(\hat{u}_k)]}. \hspace{1cm} (3.3)$$
At iteration $i$, the CE between the distributions $\hat{p}_{i}^{(o)}(\hat{u})$ and $\hat{p}_{i}^{(x)}(\hat{u})$ of the outputs of decoders one and two for an independently, identically distributed source $u$ is defined as [84]

$$T(i) = E_{\nu(t)} \left\{ \log \frac{p_{x}^{(o)}(\hat{u})}{p_{o}^{(o)}(\hat{u})} \right\} = \sum_{k=1}^{N} E_{\nu(t)} \left\{ \log \frac{p_{x}^{(o)}(\hat{u}_{k})}{p_{o}^{(o)}(\hat{u}_{k})} \right\}, \quad (3.4)$$

where $E[X]$ denotes the expectation of a random variable $X$. This CE can be used to stop the iteration process in turbo decoding.

Let

$$\Delta L_{c_{1}}^{(i)}(\hat{u}_{k}) = L_{2}^{(i)}(\hat{u}_{k}) - L_{1}^{(i)}(\hat{u}_{k}) = L_{c_{1}}^{(i)}(\hat{u}_{k}) - L_{c_{2}}^{(i)}(\hat{u}_{k}). \quad (3.5)$$

Suppose that the decoding iteration converges, and at iteration $i$ the decoding process can be terminated. Then the following assumptions on the LLR's and the extrinsic values at the outputs of the two decoders can be made [84].

1) Hard decisions of the information bits based on their LLR values do not change anymore, i.e., $\text{sign}(L_{1}^{(i)}(\hat{u}_{k})) = \text{sign}(L_{2}^{(i)}(\hat{u}_{k})) = \hat{u}_{k}^{(i)} = \pm 1$.

2) The magnitudes of $L_{1}^{(i)}(\hat{u}_{k})$ and $L_{2}^{(i)}(\hat{u}_{k})$ are very large so that by (3.3) either $p_{1}^{(i)}(\hat{u}_{k}) = 1.0$ or $p_{1}^{(i)}(\hat{u}_{k}) = -1.0$, for $j = 1, 2$.

3) $\Delta L_{c_{1}}^{(i)}(\hat{u}_{k})$ has the same sign as $\hat{u}_{k}^{(i)}$.

4) The difference between the magnitudes of $L_{c_{1}}^{(i)}(\hat{u}_{k})$ and $L_{c_{2}}^{(i)}(\hat{u}_{k})$ are very small and less than 1.0. Hence, when there is no sign change between them, the values of $\Delta L_{c_{1}}^{(i)}(\hat{u}_{k})$ are negligible compared with those with sign changes, i.e., when $k \in \Lambda_{k} \equiv \{ m : \text{sign}(L_{c_{1}}^{(i)}(\hat{u}_{m})) = \text{sign}(L_{c_{2}}^{(i)}(\hat{u}_{m})) \}$, $m \in \Lambda_{k}$, $\Delta L_{c_{1}}^{(i)}(\hat{u}_{k}) = 0$.

Based on these assumptions, the CE in (3.4) can be approximated as follows [84]:

$$T(i) = \sum_{k} \frac{\left| \Delta L_{c_{1}}^{(i)}(\hat{u}_{k}) \right|^2}{\exp \left| L_{c_{1}}^{(i)}(\hat{u}_{k}) \right|} \quad (3.6)$$
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In [84] it is shown that when $T(i)$ drops to a value of $(10^{-2}$ to $10^{-4}) |r(i)|$, the distributions of $p_1^{(i)}(\hat{u})$ and $p_2^{(i)}(\hat{u})$ are "close enough" to terminate the iterative process with very little performance degradation.

3.2.2 Sign Change Ratio (SCR)

Let $C(i)$ denote the number of sign changes in $L_c(\hat{u}) = \{L_c(\hat{u}_1), L_c(\hat{u}_2), \ldots, L_c(\hat{u}_N)\}$ from iteration $(i-1)$ to iteration $i$. The following criterion is a direct result of the CE criterion.

The approximation of $T(i)$ given by (3.6) can be written as the sum of two parts [86]

$$T(i) = \sum_{k \in \Lambda \setminus \Lambda^e} \frac{|\Delta L_1^{(i)}(\hat{u}_k)|^2}{\exp[|L_1^{(i)}(\hat{u}_k)|]} + \sum_{k \in \Lambda \setminus \Lambda^e} \frac{|\Delta L_2^{(i)}(\hat{u}_k)|^2}{\exp[|L_2^{(i)}(\hat{u}_k)|]}$$

$$= T_1(i) + T_2(i). \quad (3.7)$$

Based on assumption 4), the values $|\Delta L_2^{(i)}(\hat{u}_k)|^2$ which contribute to $T_1(i)$ are much more smaller than those that contribute to $T_2(i)$. Furthermore, $|L_2^{(i)}(\hat{u}_k)|$ in $T_2(i)$ have much larger average values than those in $T_1(i)$. Therefore, $T_1(i)$ is assumed negligible compared with $T_2(i)$, and we have

$$T(i) = \sum_{k \in \Lambda \setminus \Lambda^e} \frac{|\Delta L_1^{(i)}(\hat{u}_k)|^2}{\exp[|L_1^{(i)}(\hat{u}_k)|]} \approx \delta_i C(i), \quad (3.8)$$

where $\delta_i$ is defined as the average value of $|\Delta L_1^{(i)}(\hat{u}_k)|^2 / \exp[|L_1^{(i)}(\hat{u}_k)|]$ for $k \in \Lambda \setminus \Lambda^e$.

Equation (3.8) shows that the number of sign changes in $L_1^{(i)}(\hat{u}_k)$ between two consecutive iterations directly relates to the CE between distributions $p_1^{(i)}(\hat{u})$ and $p_2^{(i)}(\hat{u})$. This relationship provides a stopping criterion for iterative decoding based on the sign
changes $C(i)$ in $L_c(\hat{u})$. Simulation shows that if $C(i) \leq (0.005 \sim 0.03)N$, iterative decoding can be stopped with about the same performance degradation as the CE criterion described above [86]. The ratio $C(i)/N$ is called the ratio of sign changes. The stopping criterion is referred to as the sign-change-ration (SCR) criterion.

### 3.2.3 Hard-Decision-Aided (HDA)

As the decoding iteration converges to the final stage, the first assumption of the CE can be modified as follows [86].

1') $\text{sign}(L^{(i)}_2(\hat{u}_k)) = \text{sign}(L^{(i-1)}_2(\hat{u}_k)) = \pm 1$.

Based on assumptions 1') and 2), the CE between $p_2^{(i-1)}(\hat{u})$ and $p_2^{(i)}(\hat{u})$ becomes

$$T'(i) = \sum_{k \in A} E_2^{(i-1)} \left\{ \log \frac{p_2^{(i)}(\hat{u}_k)}{p_2^{(i-1)}(\hat{u}_k)} \right\}$$

$$= \sum_{k \in A} \left\{ \hat{u}_k \Delta L^{(i)}_2(\hat{u}_k) + \log \frac{1 + \exp\left[ L^{(i-1)}_2(\hat{u}_k) \right]}{1 + \exp\left[ L^{(i)}_2(\hat{u}_k) \right]} \right\}, \quad (3.9)$$

where $\Delta L^{(i)}_2 = L^{(i)}_2(\hat{u}_k) - L^{(i-1)}_2(\hat{u}_k)$. Simulation shows that when

$$\text{sign}(L^{(i)}_2(\hat{u}_k)) = \text{sign}(L^{(i-1)}_2(\hat{u}_k)) \quad \text{for all} \ k \in A, \ T'(i) \text{ is small enough for terminating the iterative process.}$$

At iteration $(i-1)$, we store the hard decisions of the information bits based on $L^{(i-1)}_2(\hat{u}_k)$ and check the hard decision based on $L^{(i)}_c(\hat{u}_k)$ at iteration $i$. If they agree with each other for the entire block, the iterative process is terminated at iteration $i$. This stopping criterion is called the hard-decision-aided (HDA) criterion.
3.2.4 Sign Difference Ratio (SDR)

This technique is a modification of the SCR technique that obviates the need for storage of values from the previous iteration. At iteration \( i \) it computes \( D_{ji} \), which is the number of sign differences between \( L_{o}^{(i)}(\hat{u}_k) \). Decoding is terminated when \( D_{ji} < p \times N \), where \( p \) is a constant usually chosen to be \( 0.001 \leq p \leq 0.01 \), and \( N \) is the frame size [87].

The CE method requires \( (6N-1) \) real number operations [including \( N \) additions to get \( L_{o}^{(i)}(\hat{u}_k) \)] and \( (N+2) \) real number memory units for storage. The SCR technique requires only \( N \) binary additions, a counter no greater than \( N \), and \( N \) bits to store the sign bits of the extrinsic information. At each iteration, the HDA criterion requires \( N \) binary operations to obtain the signs of \( L_{o}^{(i)}(\hat{u}_k) \) for all \( k \), at most \( N \) logic operations to check the sign changes and \( N \) integer memory units for storing the signs of \( L_{o}^{(i)}(\hat{u}_k) \) for all \( k \). Just as with the SCR, the SDR scheme requires \( N \) binary additions of sign bits and a counter no greater than \( N \) to check the criterion. The efficiency of both the SCR and the SDR is subjected to and appropriate choice of the constants \( q \) and \( p \) respectively.

Although the SDR method is very simple, we present in the following a modified scheme of the HDA which obviates the need for storage of values from the previous iteration as well and which is more efficient than the other techniques. We call this new technique the improved hard-decision-aided (IHDA).

3-3 A NEW STOPPING CRITERION

Although iterative decoding improves the LLR value for each information bit through iterations, the hard decision of the information bit is ultimately made based on the sign of its LLR value. The hard decisions of the information sequence at the end of each iteration provide information on the convergence of the iterative decoding process.
According to (3.1) and (3.2) the output of each MAP decoder is composed of three terms: the \textit{a-priori} value \(L_{e_1}^{(i)}(\hat{u}_k)\) for the first decoder and \(L_{e_2}^{(i)}(\hat{u}_k)\) for the second decoder, the \textit{extrinsic} information obtained based on the code constraint \(L_{e_1}^{(i)}(\hat{u}_k)\) for the first decoder and \(L_{e_2}^{(i)}(\hat{u}_k)\) for the second decoder) and the soft output from the channel \(\frac{2}{\sigma^2} y_k^i\) for both decoders). Among the three estimates, \(\frac{2}{\sigma^2} y_k^i\) is fixed for every iteration, while the \textit{a-priori} and \textit{extrinsic} values are updated from iteration to iteration.

From repeated simulations, it was observed that, the influence of each of these terms on the \textit{a-posteriori} LLR delivered by the MAP algorithm depends on whether the frame is “good” (easy to decode) or “bad” (hard to decode). Fig. 3.2 shows how the LLR value and the \textit{a-priori} and \textit{extrinsic} sum values for each information bit of a “bad” frame from the component decoders in an iterative decoder vary with the number of iterations used. The output from the second component decoder is shown after one, three, five and seven iterations. The output from the first component decoder (not shown here) follows the same pattern. The input sequence consisted entirely of -1 values, hence negative LLR values correspond to a correct hard decision, and positive values to an incorrect hard decision. The encoded bits were transmitted over an AWGN channel. It can be seen that as the number of iterations used increases, the output, i.e. the magnitudes of the \textit{a-posteriori} values, do not increase significantly, but stay close to the magnitudes of the \textit{a-priori} and \textit{extrinsic} sum. Because the soft output from the channel, \(\frac{2}{\sigma^2} y_k^i\), is fixed for every iteration, this observation tells us that both the \textit{a-priori} and \textit{extrinsic} do not increase significantly but stay close to or lower than the soft output from the channel. In this case, therefore, the soft output from the channel will contribute on the \textit{a-posteriori} LLR delivered by the MAP algorithm.

Fig. 3.3 shows how the LLR value and the \textit{a-priori} and \textit{extrinsic} sum values for each information bit of a “good” frame from the component decoders in an iterative decoder
vary with the number of iterations used. The output from the second component decoder is shown after one, three, five and seven iterations. The output from the first component decoder (not shown here) follows the same pattern. Again, the input sequence consisted entirely of -1 values, hence negative LLR values correspond to a correct hard decision, and positive values to an incorrect hard decision. The encoded bits were transmitted over an AWGN channel. It can now be seen that as the number of iterations used increases the number of positive LLR values, and hence the BER, decreases until after five iterations there are no incorrectly decoded values. Furthermore, as the number of iterations increases, the decoders become more certain about the value of the bit and hence the magnitudes of the LLRs gradually become larger. A comparison with the magnitudes of the *a-priori* and *extrinsic* sum on the same figure shows that this sum primarily determined the *a-posteriori* value. Consequently, because the soft output from the channel, $\frac{2}{\sigma^2} y_k'$, is fixed for every iteration, the increase in the magnitudes of the LLRs is due to increases in the magnitude of the extrinsic information. Hence, the soft output of the channel will have less impact on the *a-posteriori* LLR delivered by the MAP algorithm in this case. Because the extrinsic information keeps increasing as the number of iteration $i$ increases, and from (3.1) and (3.2), it is reasonable to expect that, for a "good" frame, both the *a-priori* and *extrinsic* will agree on the hard estimation as the iteration converges.

In consequence, for any arbitrary frame, the new terminating scheme is: At iteration $i$, we compare the hard decisions of the information bit based on $\left( \frac{2}{\sigma^2} y_k' + L^{(i)}(\hat{u}_k) \right)$ with the hard decision of the information bit based on $L^{(i)}(\hat{u}_k)$. If they agree with each other for the entire block, we simply terminate the iterative process at iteration $i$.

Just as with the SCR, the IHDA eliminates the storage from the previous iteration. At each iteration, the IHDA criterion requires $N$ binary additions of sign bits and a counter not greater than $N$ to check the sign changes.
Fig. 3.2a: Soft outputs from the MAP decoder in an iterative turbo decoder for a transmitted “bad” stream of all -1.
Fig. 3.2b: Soft outputs from the MAP decoder in an iterative turbo decoder for a transmitted “bad” stream of all -1.
Fig. 3.3a: Soft outputs from the MAP decoder in an iterative turbo decoder for a transmitted “good” stream of all -1.
Fig. 3.3b: Soft outputs from the MAP decoder in an iterative turbo decoder for a transmitted “good” stream of all -1.
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### 3.4 SIMULATION MODEL AND RESULTS

For all simulations, the component encoders are rate one-half, recursive, systematic convolutional encoders with memory three and octal generators (15,13). A maximum of 8 turbo decoding iterations was used. Five terminating schemes were studied: CE, SCR, HDA, SDR and IHDA. For the CE criterion, the threshold $T(i)$ is set to $10^{-3} T(i)$. For the SCR criterion, $q$ is set to $10^{-3}$. For the SDR criterion, $p$ is set to $10^{-4}$. The "GENIE" case, where the information bits are known and the iteration is stopped immediately after the frame is correctly decoded, is shown as the limit of all possible schemes.

In Figs 3.4, 3.5 and 3.6, the performance in terms of the BER is shown for the interleaver sizes of 128, 1024 and 5120 respectively. All six schemes exhibit similar BER performance. The simple IHDA technique is as efficient as SDR methods in terms of the BER. However, at high SNRs, the HDA presents a slight degradation in performance compared to the other schemes.

In Figs. 3.7, 3.8 and 3.9, the average number of iterations versus the signal-to-noise ratio is shown for the interleaver sizes of 128, 1024 and 5120 respectively. It is observed that the IHDA saves more iterations than all the other schemes for small interleaver sizes. As the interleaver size increases both the CE and the HDA save more iterations, but the IHDA method remain as efficient as the SCR technique and outperforms the SDR. The HDA technique, while requiring significantly less computation than the CE method, requires extra data storage.

It should be note that the performance and efficiency of the CE method, the SCR method and the SDR method depend on the threshold, the parameter $q$ and the parameter $p$ respectively. Thus, they should be chosen carefully in order not to compromise the performance. The IHDA method is not dependent on any parameter.
Fig. 3.4: Simulated BER performance for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 128.
Fig. 3.5: Simulated BER performance for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 1024.
Fig. 3.6: Simulated BER performance for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 5120.
Fig. 3.7: Simulated average number of iterations for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 128.
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Fig. 3.8: Simulated average number of iterations for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 1024.
Fig. 3.9: Simulated average number of iterations for six stopping schemes: GENIE, CE, SCR, HDA, SDR, and IHDA. Interleaver size: 5120.
3.5 CONCLUSION

In this chapter, we presented a new stopping criterion; the improved hard decision aided, and compared it with four existing stopping schemes. It has been shown through simulations that the IHDA criterion performs with negligible difference from the SCR, the SDR, and the CE technique in terms of the bit-error rate. More importantly, it was observed that the IHDA saves more iterations than all the other schemes for small interleaver sizes. As the interleaver size increases both the CE and the HDA save more iterations, but the IHDA method remains as efficient as the SCR technique and outperforms the previously reported SDR. The HDA technique, while requiring significantly less computation than the CE method, requires extra data storage. Like the SCR and the SDR, the new IHDA method requires significantly less computation than the CE method. Both the SDR and the IHDA have the advantage of reduced storage requirement. The IHDA method, however, has the additional advantage that its performance is independent of the choice of any parameter.
CHAPTER 4

MODELING THE WIRELESS CHANNEL

4.1 INTRODUCTION

A model is a simplified description, especially a mathematical one, of a system or process, to assist calculations and predictions. It is necessarily less complex than the system, and has corresponding strengths and weaknesses in representing the system.

A model is statistical if it is used to provide a mathematical description of the system based on simple physical assumptions. The strength of statistical models is that they attempt to resemble the actual physical process. Their weakness is that this close representation is often not easy to analyze mathematically, and often no solution can be found without resorting to numerical methods. A model is analytical if it is used to
provide a mathematically tractable solution to system problems. The strength of analytical models is that they can provide closed-form or analytical solutions to problems. Their weakness is that often some compromise is made in terms of the representation of the actual process to make the mathematics tractable. Often, analytical models are used to generate solutions for a specific instance of a statistical model, becoming a "model of a model". A simulation model is used to provide Monte Carlo simulation of the system. The strength of simulation models is that they provide numerical solutions to problems while maintaining a close representation of the actual process. The weakness of simulation models is that simulation solutions are not as desirable as analytical solutions. Analytical solutions are more desirable because they show the significant parameters that affect a system, and because implementation errors in a simulation model can be difficult to detect.

In Section 4.2, we describe the $J_0$ fading model which is popular in representing narrowband fading. We will use the $J_0$ process as the model most closely representing the narrowband wireless channel in this dissertation. In Section 4.3 we look at the use of software simulation models. The section describes a fast Fourier transform method of generating correlated Rayleigh random variates. This technique will be used in Chapters 5 and 6 respectively. Finally, we conclude in Section 4.4.

4.2 THE $J_0$ STOCHASTIC PROCESS FOR MODELING THE WIRELESS CHANNEL

Statistical models provide a mathematical description of a system based on simple general or physical system assumptions. A common statistical model for the signal strength of communication channels is the stochastic process [42]. In this section we describe a popular stochastic process for modeling wireless channels.
Several multipath models have been suggested to explain the observed statistical characteristics of the electromagnetic fields and the associated signal envelope and phase. One of the most widely quoted is that proposed by Clarke [88] and is based on scattering propagation. We call this model the $J_0$ fading model, after its autocorrelation function. One station, representing the cellular system base station, is fixed in space while the other station, representing the cellular mobile user, is moving. When no direct line-of-sight transmission between the base station and the mobile exists, the signal will propagated by scattering, either by radio waves reflecting off obstructions or diffracting around obstacles. We first describe the $J_0$ fading model, starting with its physical assumptions of scattered waves, then describe the first-order statistical properties of the model, and finally describe the second-order properties of the model.

### 4.2.1 The Scattering Model and Fundamental Assumptions

Clarke developed this model from a suggestion by Gilbert [89] and assumed that the field incident on the mobile antenna is composed of a number of horizontally-traveling plane waves of random phase, these plane waves being vertically polarized with spatial angles of arrival and phase angles which are random and statistically independent. Furthermore the phase angles are assumed to have a uniform probability density function (PDF) in the interval $[0, 2\pi]$. A diagram of this simple model is shown in Fig. 4.1 with plane waves from stationary scatters incident on a mobile traveling in the $x$-direction with velocity $v$. The $x$-$y$ plane is assumed to be horizontal.

At every receiving point we assume the signal to be the resultant of $N_W$ plane waves. Clarke originally assumed constant amplitude waves, but Jakes has generalized the model for random amplitude waves [90]. Jakes assumes that the angles, amplitudes and phases are mutually independent and that the transmitted, scattered and received radiation is vertically polarized, so that the electric field appears normal to the horizontal plane.

We restrict our discussion of the $J_0$ model to vertical monopole antennae, commonly used in modern cellular systems [91]. Clarke has generalized the model to include the
two-dimensional horizontal magnetic field components, but for the vertical monopole antenna only the vertical electric field component is relevant. Furthermore, a common simplifying assumption is that the radio waves' angles of arrival are uniformly distributed, or equivalently, that the scattering is isotropic. This is generally true in urban environments.

With these assumptions, the resultant electric field component at the mobile is

$$e_z(t) = E_0 \sum_{n=1}^{N_p} A_n \cos\left[\left(\omega_f + \omega_{Dn}\right)t + \phi_n\right], \quad (4.1)$$

where $E_0 A_n$ is the real amplitude of the $n$th wave in the electric field, $\omega_f$ is the carrier frequency of the transmitted signal, $\phi_n$ is the uniformly distributed random phase angle, and $\omega_{Dn}$ is the Doppler shift in the $n$th wave. This Doppler shift is

$$\omega_{Dn} = \frac{2 \pi v}{\lambda} \cos(\alpha_n), \quad (4.2)$$

where $v$ is the speed of the mobile, $\lambda$ is the wavelength of the carrier frequency, and $\alpha_n$.

Fig. 4.1: A typical component incident wave on the mobile receiver
is the azimuthal angle between the mobile direction and direction of the arriving wave, as in Fig. 4.1. The amplitudes $A_n$ are normalized so that the ensemble average

$$E\left\{\sum_{n=1}^{N_w} A_n^2\right\} = 1. \quad (4.3)$$

From the Central Limit Theorem [92], for large $N_w$ the electric field component is a complex Gaussian stochastic process, and because the Doppler shift is bounded by $\pm \frac{2\nu}{\lambda}$, it is also a narrowband process. Thus $e_z(t)$ can be described as

$$e_z(t) = e_{zc}(t) \cos(\omega_{\nu} t) - e_{zq}(t) \sin(\omega_{\nu} t), \quad (4.4)$$

where the in-phase and quadrature narrowband equivalent components are real Gaussian processes,

$$e_{zc}(t) = E_0 \sum_{n=1}^{N_w} A_n \cos(\omega_{\nu n} t + \phi_n), \quad (4.5)$$

$$e_{zq}(t) = E_0 \sum_{n=1}^{N_w} A_n \sin(\omega_{\nu n} t + \phi_n). \quad (4.6)$$

Jakes shows that for large $N_w$, $e_{zc}(t)$ and $e_{zq}(t)$ have zero ensemble mean, and equal variance

$$E\left\{e_{zc}(t)^2\right\} = E\left\{e_{zq}(t)^2\right\} = b = \frac{E_0^2}{2}, \quad (4.7)$$

where the expectation is taken over $\alpha_n$, $\phi_n$, and $A_n$. Clarke shows that the two processes $e_{zc}(t)$ and $e_{zq}(t)$ are mutually independent of each other. Over short period of time, Clarke assumes $e_{zc}(t)$ and $e_{zq}(t)$ are wide-sense stationary (WSS), and thus are strict-sense stationary (SSS), as they are Gaussian. Over long periods of time, Clarke has shown that stationarity cannot be assumed, according to experimental measurements.

4.2.2 First-Order Properties

Practical radio receivers do not normally have the ability to detect the components $e_{zc}(t)$ and $e_{zq}(t)$; they respond to the envelope and phase of the complex signal $e_z(t)$. As $e_{zc}(t)$ and $e_{zq}(t)$ are Gaussian, the envelope of $e_z(t)$, $r(t) = |e_z(t)|$ is given by
It is well known \[93\] that \( r(t) \) is Rayleigh distributed, so we call \( r(t) \) a Rayleigh process. We reserve this term for Rayleigh distributed processes with identical correlation functions. In the \( J_o \) model, \( r(t) \) represents the amplitude of the mobile user's received signal envelope as a function of time. For a mobile traveling at a constant velocity, there is a direct correspondence between variations in \( r(t) \) as a function of distance and variation in \( r(t) \) as a function of time. Conceptually, we can generalize the traditional additive Gaussian noise channel model block diagram by post-multiplying the channel by \( r(t) \), as shown in Fig. 4.2. As (4.8) is a memoryless transformation, it can be shown that \( r(t) \) is also SSS \[92\]. The first order density function of \( r(t) \) is

\[
f_r(r; t) = \frac{r(t)}{b} \exp\left(-\frac{r(t)^2}{2b}\right) U[r(t)],
\]

where \( U(x) \) is the unit step function.

\[
U(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0.
\end{cases}
\]

The mean of the Rayleigh process \( r(t) \) is

\[
\mu_r(t) = \int_{-\infty}^{\infty} r f_r(r; t) dr = \sqrt{\frac{\pi}{2}} b.
\]

Fig. 4.2: The Multiplicative Fading Communications Channel Model.
4.2.3 Second-Order Properties

Clarke shows that for large $N_w$ and for isotropic scattering, the power spectra of the electric field component $e_z(t)$ is

$$S_{e_z}(f) = \begin{cases} \frac{b}{\pi f_D^2} \left(\frac{1}{f_c - f} - \frac{1}{f - f_0}\right), & f_c - f_0 \leq f \leq f_c + f_0 \\ 0, & \text{otherwise} \end{cases} \quad (4.12)$$

where $f_D = \frac{v}{\lambda}$ is the maximum Doppler frequency spread. We can take the inverse cosine and sine transform to obtain the electric field component autocorrelation functions,

$$E\{e_z(t)e_z(t + \tau)\} = \int_{f_0 - f_D}^{f_0 + f_D} S_{e_z}(f) \cos[2\pi(f - f_c)\tau] df = \omega J_0(2\pi_D \tau), \quad (4.13)$$

and

$$E\{e_z(t)e_z(t + \tau)\} = -\int_{f_0 - f_D}^{f_0 + f_D} S_{e_z}(f) \sin[2\pi(f - f_c)\tau] df = 0, \quad (4.14)$$

where $J_0(x)$ is the Bessel function of the first kind of order zero, which according to [94] can be written as

$$J_0(x) = \sum_{k=0}^{\infty} \left(\frac{-x^2}{4}ight)^k \frac{1}{(k!)^2}. \quad (4.15)$$

In [95], it is shown that the autocorrelation function of the envelope, $r(t)$, can be derived from the autocorrelation functions of the underlying Gaussian electric field processes to be

$$R_e(\tau) = \frac{\pi b}{2} \sum_{\alpha, \beta} \frac{\Gamma(\gamma)\Gamma(\alpha + k)\Gamma(\beta + k)}{\Gamma(\alpha)\Gamma(\beta)\Gamma(\gamma + k)k!} z^k \quad (4.16)$$

where $\sum_{\alpha, \beta} F_1(\alpha, \beta; \gamma; z)$ is the Gaussian hypergeometric function, which can be represented by [94]

$$\sum_{\alpha, \beta} F_1(\alpha, \beta; \gamma; z) = \frac{\Gamma(\gamma)}{\Gamma(\alpha)\Gamma(\beta)} \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k)\Gamma(\beta + k)}{\Gamma(\gamma + k)k!} \frac{z^k}{k!} \quad (4.17)$$

and where $\Gamma(x)$ is the gamma function, defined in [94] as
\[ \Gamma(x) = \begin{cases} \int_{t=0}^{t=1} \exp(-t) \, dt, & \text{Re}(x) \\ \lim_{n \to \infty} \frac{n!n^x}{x(x+1)\ldots(x+n)}, & x \neq 0, -1, -2, \ldots \end{cases} \quad (4.18) \]

Similarly, the autocovariance function of \( r(t) \) is

\[ C_r(\tau) = \frac{\pi b}{2} \left[ \frac{3}{2} F_1 \left( -\frac{1}{2}, -\frac{1}{2}; 1; J_0^2(2\pi f_d \tau)^2 \right) - 1 \right]. \quad (4.19) \]

It is well known that the Gaussian process is completely defined in terms of its mean and autocorrelation functions [92]. As the Rayleigh process is formed by the deterministic and memoryless transform in (4.8) of two mutually independent zero-mean Gaussian processes with identical autocorrelation functions, the Rayleigh process is completely defined by the autocorrelation function of the underlying Gaussian process.

4.2.4 Variation of the \( J_0 \) Fading Model

The \( J_0 \) fading model contains simplifying assumptions and omissions about the physical wireless channel for mathematical simplicity. The principal constraint on the model treated by Clarke is its restriction to the case when the incoming waves are traveling horizontally, i.e. it is a two-dimensional model. It is obvious that in practice, diffraction and scattering from oblique surfaces create waves that do not travel horizontally. It is equally clear, however, that those waves which make a major contribution to the received signal do indeed travel in an approximately horizontal direction because the two-dimensional model successfully explains almost all the observed properties of the signal envelope and phase. Nevertheless, there are differences between what is observed and what is predicted; in particular the observed envelope spectrum shows differences at low frequencies and around \( 2f_m \), where \( f_m \) is the maximum Doppler frequency. Complicated models have been proposed that may more accurately model the wireless channel by taking into account other radio phenomena like shadowing, and by challenging Clarke's assumptions that all incoming waves travel horizontally and that the scattering is
isotropic. We focus the dissertation on the $J_0$ fading model due to its simplicity and popularity. We discuss two variations commonly found in literature.

The $J_0$ fading model has a Rayleigh first-order distribution. When the signal from the base station to the mobile user has a direct line-of-sight path component, the Rayleigh distribution is no longer suitable [88]. The Ricean distribution has been used to model the wireless channel in this instance, so that the first-order distribution of $r(t)$ is

$$f_r(r; \tau) = \frac{r(t)}{b} \exp\left[-\frac{r(t)^2 + s^2}{2b}\right] I_0 \left(\frac{r(t) s}{b}\right) U(r(t)),$$  \hspace{1cm} (4.20)

where $s$ is a parameter on the strength of the line-of-sight component, and $I_0$ is the modified Bessel function of the first kind of order zero, which according to [94] can be represented by

$$I_0(x) = \sum_{k=0}^{\infty} \frac{\left(\frac{1}{2} x^2\right)^k}{(k!)^2}.$$  \hspace{1cm} (4.21)

A more general distribution also commonly used is the Nakagami-$m$ distribution, which includes the Rayleigh distribution as a special case [96]. This distribution was originally conceived to model fast fading in ionospheric and tropospheric propagation. The first-order distribution of $r(t)$ with Nakagami-$m$ distribution is

$$f_r(r; \tau) = \frac{r(t)^{2m-1}}{\left(\frac{2b}{m}\right)^m \Gamma(m)} \exp\left[-\frac{r(t)^2}{2b/m}\right] U(r(t)),$$  \hspace{1cm} (4.22)

where $m$ is the fading parameter of the Nakagami distribution. When $m = 1/2$ the first-order distribution is one-sided Gaussian and when $m = 1$ the first-order distribution is Rayleigh. The Nakagami-$m$ distribution has been used to model the wireless channel [97].
4.3 SIMULATION MODELS

A common tactic in communications research is to compare theoretical results with simulated results. Rarely are theoretical results compared to the actual process. First, it is usually less expensive and time consuming to construct a simulation than conduct field experimentation. Second, simulation gives control over the testing environment to allow for balanced performance comparisons between possible solutions. Software simulations are inexpensive and easy to construct. A number of different techniques to simulate correlated Rayleigh random variates ($J_0$ fading process) have been proposed and used in the literature. These range from the inverse Discrete Fourier Transform (IDFT) [98, 99] to the filtering of two independent zero-mean white Gaussian noise (WGN) processes [100-102] and the superposition of Sinusoids ([90] and [103]). Rapid generation of those variates is of considerable practical value in communication systems simulation. A good summary of the different techniques is given in [104, 105].

In Smith's [98] FFT based algorithm for generating correlated Rayleigh random variates, quadrature correlated Gaussian random variates are generated at an intermediate stage. Smith's paper gives an algorithm only; neither the basis of the method, nor the limitations of the method are discussed. Young and Beaulieu [99] have modified Smith's algorithm for greater computational efficiency and have provided a statistical analysis of the technique. From this analysis, it is clear that the filter specification of [98] is not unique. Beaulieu and C.C. Tan [106, 107] have studied an FFT technique to generate bandlimited Gaussian random variates. They showed that the FFT method only requires $O(n)$ memory elements and $O(n \log_2 n)$operations to generate each sequence of variates. They specifically examined the important case of ideally bandlimited Gaussian processes, but showed the method can be generalized to any correlation function. In this Section, we apply the FFT based method of [106, 107] to generate correlated Rayleigh random variates. We show that the aliasing error introduced in the correlation function of the generated variates is negligible for practical simulation.
4.3.1 Background

Rayleigh-distributed variates are obtained as the magnitude of variates having a complex distribution. The real and imaginary parts of the complex sequence must be independent and each must have zero mean for Rayleigh fading. In a widely accepted model, the Gaussian process is assumed to have a bandlimited non-rational power spectrum density (PSD), given by [90]

\[ S_y(f) = \begin{cases} \frac{1}{\pi f_D \sqrt{1-(f/f_D)^2}} & |f| < f_D \\ 0 & |f| \geq f_D \end{cases} \] (4.23)

where \( f \) represents the frequency in Hz and the parameter \( f_D \) is the maximum Doppler frequency in Hz, given by \( f_D = v/\lambda \), where \( v \) is the vehicle velocity in m/s and \( \lambda \) is the carrier wavelength in m. The normalized (unit-variance) continuous time autocorrelation of the scattered received signal under these conditions is [90]

\[ R_y(\tau) = J_0(2\pi f_D \tau) \] (4.24)

where \( \tau \) is the sequence separation, in seconds, between observation times and \( J_0(\cdot) \) is the zero-order Bessel function of the first kind.

4.3.2 The Problem of Generating Coloured Gaussian Noise

Let \( u(t) \) denote a wide-sense stationary (WSS), zero-mean, unit-variance, continuous-time, white Gaussian noise process, and let \( y(t) \) denote the stochastic process at the output of filter \( H(w) \) with input \( u(t) \). It can be shown [92] that passing zero mean WSS white Gaussian noise through a linear time-invariant filter with transfer function \( H(w) \) results in a zero-mean WSS Gaussian noise with PSD

\[ S_y(w) = |H(w)|^2. \] (4.25)
If $S_y(w)$ is bandlimited to frequency $B$, then $S_y(w) = 0$ for $|w| > B$. The autocorrelation function and PSD are related through the continuous-time Fourier transform [92], so the autocorrelation function of the noise is

$$R_y(\tau) = F^{-1}\{S_y(w)\} = F^{-1}\{|H(w)|^2\}. \quad (4.26)$$

The process $y(t)$ is thus WSS, continuous-time and Gaussian with autocorrelation $R_y(\tau)$ and PSD $S_y(w)$.

Computer simulation of communication systems requires discrete-time modeling of signals and noise. Monte Carlo simulations require a large number of trials to estimate system parameters accurately. A single trial will have an integer number of dependent symbols, $a$. We require $N_T$ samples to represent each symbol, where $N_T$ is an integer.

Let $T$ denote the symbol time interval and so the simulation sampling rate is $\frac{1}{T_s} = \frac{N_T}{T}$.

The discrete-time sampled process $y[n] = y(nT_s)$ will be WSS and zero-mean with correlation function $R_y[d]$. It can be shown that [92],

$$R_y[d] = R_y(dT_s). \quad (4.27)$$

Correspondingly, the PSD of $y[n]$ is the discrete-time Fourier transform (DTFT) of $R_y[d]$, which can be shown to be [92]

$$S_y(e^{jw}) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} S_y\left(\frac{w + 2\pi n}{T_s}\right). \quad (4.28)$$

Also note that corresponding to (4.25), if $H(e^{jw})$ is the DTFT of $h[n]$ then [92],

$$S_y(e^{jw}) = |H(e^{jw})|^2. \quad (4.29)$$

### 4.3.3 The Method

To model the continuous-time WSS Gaussian noise for $0 \leq t \leq aT_s$, the problem is therefore to generate $N_s = aN_T$ discrete-time WSS Gaussian noise variates with a discrete autocorrelation function
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\[ R_y[d] = J_0(2\pi f_m|d|) \quad (4.30) \]

In (4.30) \( f_m \) is the maximum Doppler frequency normalized by the sampling rate, and \( d \) is the sampling lag as previously defined.

We assume that the simulation sampling rate is much greater than the Nyquist rate, so the DTFT of \( R_y[d] \) is the \( 2\pi \)-periodic waveform [108]

\[
S_y(e^{j\omega}) = \begin{cases} 
1 & \text{if } |\omega| < 2\pi f_m \\
\pi f_m \sqrt{1-(\omega/2\pi f_m)^2} & \text{if } 2\pi f_m \leq |\omega| \leq \pi \\
0 & \text{else}
\end{cases} \quad (4.31)
\]

over \(-\pi \leq \omega \leq \pi\).

Since linear transformations of jointly Gaussian random variates generate jointly Gaussian random variates [92], the random variates can be generated in the frequency domain and transformed into the time domain using the discrete Fourier transform (DFT). One way of proceeding would be to transform the autocorrelation sequence \( R_y[d] \) into the corresponding discrete frequency PSD sequence. The square root of this PSD would then give a filter characteristic possessing the desired autocorrelation \( R_y[d] \). This cannot, however, be done in general, because the DFT of the finite time windowed sequence \( R_y[d] \) has negative values owing to the Gibbs phenomenon. To avoid this problem, we start with the desired discrete frequency PSD. We use the DFT to sample \( S_y(e^{j\omega}) \) [108]. Using the filter symmetry contributed by [99], we must ensure that we sample \( S_y(e^{j\omega}) \) so that the frequency domain sequence \( S_y[k] \) maintains a symmetry such that \( S_y[k] = S_y[2N - k] \), \( 0 < k < N \), leaving \( S_y[0] \) and \( S_y[N] \) unconstrained. This ensures that the IDFT of \( S_y[k] \) will be real [108].

\[
S_y[k] = S_y(e^{j\omega}) \mid_{\omega = \frac{2\pi k}{2\pi N_r}} \quad (4.32)
\]
\[
\begin{align*}
\frac{1}{\sqrt{\pi f_c \sqrt{1-(k/2f_c)^2}}} & \quad 0 \leq k < 2\alpha N_c f_c, \\
0, & \quad 2\alpha N_c f_c \leq k \leq 2N_c - 2\alpha N_c f_c, \\
\frac{1}{\sqrt{\pi f_c \sqrt{1-(2N_c - k/2f_c)^2}}} & \quad 2N_c - 2\alpha N_c f_c < k \leq 2N_c - 1.
\end{align*}
\] (4.33)

Since \( R_y[d] \) is not of finite length, the inverse DFT (IDFT) of \( S_y(e^{j\omega}) \) will be a time-aliased version of \( R_y[d] \). The IDFT of (4.33) will be an aliased version of

\[
\hat{R}_y[d] = J_0(2\pi f_c |d|), \quad d = 0, 1, \ldots, 2N_c - 1.
\]

4.3.4 Procedure

Given \( X_1[k] \) and \( X_2[k] \), \( 0 \leq k \leq 2N_c - 1 \), two uncorrelated sequences of \( 2N_c \), zero-mean, unit-variance, white Gaussian variates, we generate \( Y_1[n] \) and \( Y_2[n] \), two sequences of \( N_c \), random, zero-mean Gaussian samples having discrete frequency PSD \( S_y[k] \) in the following steps.

Step 1. Generate and store \( 2N_c \) spectral weights that are the square roots of the magnitudes of the sampled power spectral density \( S_y[k] \) scaled by the number of samples,

\[
H[k] = \sqrt{2N_c S_y[k]}, \quad k = 0, 1, \ldots, 2N_c - 1.
\] (4.34)

This stage will take \( 2N_c \) multiplications and \( 2N_c \) square roots for a total of \( 4N_c \) operations. This stage requires \( 2N_c \) memory elements to store \( H[k] \).

Step 2. Add \( X_1[k] \) and \( X_2[k] \) in quadrature and multiply them by the spectral weight \( H[k] \) to form \( \nu[k] \) so

\[
\nu[k] = H[k](X_1[k] + jX_2[k]), \quad k = 0, 1, \ldots, 2N_c - 1.
\] (4.35)

Step 3. Apply the complex inverse FFT (IFFT) to \( \nu[k] \) to obtain the first \( N_c \) points of its IDFT, which we define as sequence \( S_n \).
Generate two sets of $N_s$ correlated zero-mean Gaussian random variates by separating $S_n$ into its real and imaginary sequences. The two sets of $N_s$ are:

$$Y_1[n] = \text{Re}(S_n), \quad n = 0, 1, \ldots, N_s - 1,$$

(4.37a)

and

$$Y_2[n] = \text{Im}(S_n), \quad n = 0, 1, \ldots, N_s - 1.$$  

(4.38b)

The sequences $Y_1[n]$ and $Y_2[n]$ are then used to generate the Rayleigh-distributed variates.

With a FFT algorithm like the decimation-in-time FFT [108] this complex IDFT for the first $N_s$ points of $V[k]$ will take $2N_s \log_2(2N_s)$ complex multiplication and $N_s \log_2(2N_s)$ complex additions, or $14N_s \log_2(2N_s)$ real operations. Storing $S_n$ requires $N_s$ memory elements. Thus, the algorithm requires an asymptotic order of $O(N_s)$ operations for initialization and $O(N_s \log_2 N_s)$ operations for the generation phase. The entire procedure requires $O(N_s)$ memory elements.

### 4.3.5 Analysis of the Method

#### 4.3.5.1 Statistical Properties of $Y_1[n]$ and $Y_2[n]$

It can be shown [107] that $Y_1[n]$ and $Y_2[n]$ are Gaussian and zero-mean, that the autocorrelation function of $Y_1[n]$ and $Y_2[n]$ is the IDFT of $S_n[k]$, and that the cross-correlation between $Y_1[n]$ and $Y_2[n]$ is zero.

#### 4.3.5.2 Aliasing Error Analysis

As stated earlier, it is not obvious that the aliasing error incurred by frequency sampling ideally bandlimited white noise is small. However, for sampling rates that are integer
multiples of the noise bandwidth as is the case for a number of samples per trial, the aliasing error is finite and small as will be shown.

We will analyze the aliasing error. The IDFT of (4.33) is

\[ \tilde{R}_y[d] = \frac{1}{2N_s} \sum_{k=0}^{2N_s-1} S_y[k] \exp \left( \frac{j2\pi}{2N_s} kd \right). \]  

(4.39)

The absolute error between \( R_y[d] \) and the desired correlation function is

\[ \epsilon_d = |R_y[d] - \tilde{R}_y[d]|. \]

(4.40)

In Fig. 4.3, the maximum correlation error is plotted as a function of the number of symbols per trial, \( \alpha \), for different values of \( f_m \) and \( N_T = 15 \). These values of \( f_m \) encompass the whole range of mobile communication environments ranging from cellular telephony to personal communication systems (PCS). Observe that the maximum error in the correlation function is insignificant for practical applications. For example, for \( f_m = 0.1 \), when 100 symbols are generated in one trial, the aliasing error is 3.83x10^{-3}. The aliasing error decreases when more symbols are generated per trial, down to 1.2x10^{-3} for 1000 symbols. It is, however, observed that the correlation error increases as the parameter \( f_m \) decreases. This suggests that, for smaller values of \( f_m \), the number of samples per symbol, \( N_T \), must be higher to obtain a negligible correlation error. That this is the case can be seen in Fig. 4.4 where the maximum correlation error is plotted as a function of the number of symbols per trial, \( \alpha \), for different values of \( N_T \) and \( f_m = 0.005 \). Fig. 4.5 shows both the desired correlation function \( R_y[d] \) and \( \tilde{R}_y[d] \) for \( f_m = 0.1 \), \( N_T = 15 \) and \( \alpha \approx 100 \) symbols per trial. Note that the two are virtually indistinguishable.

An extreme case of the Doppler spectrum is the uniform model, which has been studied in [109, 110]. For this model,

\[ S_y^n(f) = \begin{cases} \frac{1}{2f_{\nu}} & |f| < f_{\nu} \\ 0 & |f| \geq f_{\nu} \end{cases} \]

(4.41)
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The continuous correlation function and discrete correlation of this model are

\[ R_s^c(\tau) = \text{sinc}(2\pi f_s \tau), \]  \hspace{1cm} (4.42)

and

\[ R_s^d[d] = \text{sinc}(2\pi f_m d) \]  \hspace{1cm} (4.43)

respectively.

The discrete frequency PSD, \( S_s^\nu[k] \) are

\[
S_s^\nu[k] = \begin{cases} 
  \frac{1}{2f_m}, & 0 \leq k \leq 2\alpha N_f f_m \\
  0, & 2\alpha N_f f_m \leq k \leq 2N_s - 2\alpha N_f f_m \\
  \frac{1}{2f_m}, & 2N_s - 2\alpha N_f f_m < k \leq 2N_s - 1
\end{cases}
\]  \hspace{1cm} (4.44)

The IDFT of (4.42) is

\[
\tilde{R}_s^\nu[d] = \frac{1}{2N_s} \sum_{k=0}^{2N_s-1} S_s^\nu[k] \exp \left( \frac{j2\pi}{2N_s} kd \right)
\]

\[
= \frac{1}{2N_s} \left[ \sum_{k=0}^{2N_s-1} S_s^\nu[k] \left( \exp \left( \frac{j2\pi}{2N_s} kd \right) + \exp \left( -\frac{j2\pi}{2N_s} kd \right) \right) - S_s^\nu[0] \right].
\]  \hspace{1cm} (4.45)

Using the identity \( \exp(jx) + \exp(-jx) = 2\cos(x) \), we obtain

\[
\tilde{R}_s^\nu[d] = \frac{1}{4N_s f_m} \left[ 2 \sum_{k=0}^{2N_s-1} \cos \left( \frac{2\pi}{2N_s} kd \right) - 1 \right].
\]  \hspace{1cm} (4.46)

Using the identity given in [111] that

\[
\sum_{k=0}^{n} \cos kx = \frac{1}{2} \left( \sin \left( \frac{n + \frac{1}{2}}{2} \right) x \right) + \frac{1}{2} \left( \frac{\sin \left( \frac{x}{2} \right)}{\sin \left( \frac{x}{2} \right)} \right),
\]  \hspace{1cm} (4.47)

gives

\[
\tilde{R}_s^\nu[d] = \frac{1}{4N_s f_m} \left( \frac{2\pi f_m d - \frac{2\pi}{4N_s} d}{\sin \left( \frac{2\pi}{4N_s} d \right)} \right).
\]  \hspace{1cm} (4.48)
The trigonometric identity $\sin(a-b)=\sin a \cos b - \cos a \sin b$ is used to obtain

$$\widetilde{R}_y^o[d] = \frac{1}{4N_r f_m} \left[ \sin(2\pi f_m d) \cot \left( \frac{2\pi}{4N_r} d \right) - \cos(2\pi f_m d) \right].$$

(4.49)

The absolute error between $\widetilde{R}_y^o[d]$ and the desired correlation is

$$e_d^o = |R_y^o[d] - \widetilde{R}_y^o[d]|.$$

(4.50)

Fig. 4.3: Maximum correlation error due to aliasing for different values of $f_m$ and $N_r = 15$. 
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Fig. 4.4 Maximum correlation error due to aliasing for different values of $N_T$ and $f_m = 0.005$.

Fig. 4.5: Correlation functions $R_y[d]$ and $\tilde{R}_y[d]$, $f_m = 0.1$, $N_T = 15$, $\alpha = 100$. 
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4.4 CONCLUSION

In this chapter, we introduce the models used in this dissertation. The widely used Jo statistical model is considered to be the model closely representing the narrowband wireless channel in this dissertation. We also present a FFT method of generating correlated Rayleigh random variates. This technique will be used in Chapters 5 and 6 respectively. As pointed out in the introduction, analytical models are often used to generate solution for specific instance of statistical model. A common analytical model is the Markov chain. In Chapter 6, we will use a first order Markov chain to model a slowly varying Rayleigh fading channel and derive analytical results of the performance of Turbo-coded DS-CDMA system. Classifying a model as statistical, analytical, or simulated-based depends on the model's use.
CHAPTER 5

PERFORMANCE OF TURBO-CODED DS-CDMA SYSTEM

In this chapter, we investigate the effect of mobile velocity/Doppler frequency on the performance of a turbo-coded Direct Sequence Code Division Multiple Access (DS-CDMA) system over a multi-path, frequency selective, and Rayleigh fading channel. A single cell scenario is adopted where there is perfect channel side information. The turbo decoder is modified to take into account the presence of the multiuser interference and self-interference. The effect of channel correlation and channel side information are examined.

This chapter is organized as follows. In the next section, we present an introduction. We describe the system model and adopt the notation in Section 5.2. The decoder metric
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is derived in Section 5.3. In Section 5.4, the simulation model and the results are presented. Finally, we conclude in Section 5.5.

5.1 INTRODUCTION

Since its introduction in 1993 by Berrou et al. [27], turbo coding has raised great interest in the communication community. This interest is motivated by the fact that they perform, in AWGN, near the Shannon limit and that these codes have an efficient, sub-optimal decoding structure, making them practical. Turbo codes can provide significant coding gain by utilizing two relatively simple constituent convolutional encoders, which are concatenated in parallel through an interleaver. The decoder consists of the corresponding component decoders employing a maximum-a-posteriori (MAP) algorithm and is designed to iteratively exploit extrinsic information. Performance is proportional to the number of decoding iterations and the length of the information packet, which is limited by the length of the interleaver. Furthermore, turbo-codes also offer promising alternatives for fading channels [117, 113]. Therefore, their performance in different environments is worth investigation.

Code Division Multiple Access (CDMA) is becoming increasingly popular for PCS applications, since it promises spectrum efficiency, economical and high quality services for the third generation cellular systems [80].

5.2 SYSTEM MODEL

The system model is shown in Fig. 5.1. The source is a random binary data generator. The input data is then encoded by the turbo encoder, which gives out one systematic bit and two parity bits. The transmitter consists of three paths: turbo encoder, BPSK modulator, DS spreader.
5.2.1 Transmitter Model

In a DS-CDMA system, we assume that there are $K$ users transmitting data asynchronously. The transmitted signal for the $k$th user is a phase-coded carrier, which may be written as [114, 115]

$$s^{(k)}(t) = \sqrt{2} P a^{(k)}(t) b^{(k)}(t) \cos[w_c + \phi^{(k)}],$$

(5.1)

where $a^{(k)}(t)$ is the code sequence of the $k$th user and may be expressed as

$$a^{(k)}(t) = \sum_{j=-\infty}^{\infty} a^{(k)}_j p_f(t - jT_c), \ a^{(k)}_j \in \{-1,1\},$$

(5.2)

and $b^{(k)}(t)$ is the data waveform, which can be expressed as

$$b^{(k)}(t) = \sum_{j=-\infty}^{\infty} a^{(k)}_j p_b(t - jT), \ b^{(k)}_j \in \{-1,1\}.$$  

(5.3)

In (5.1), $P$ is the average transmitted power, which is common to all the users, $w_c$ is the common carrier frequency, and $\phi^{(k)}$ is the phase angle of the $k$th modulator. The phase angle is assumed to be uniformly distributed in $[0,2\pi]$. In (5.2) and (5.3), $T_c$ is the chip duration, $T$ is the data bit duration and $p_f(t)$ and $p_b(t)$ are rectangular pulses of unit height and duration $T_c$ and $T$ respectively.
5.2.2 Channel Model

The link between the $k$th user and the base station is characterized by a low pass equivalent transfer function given by

$$h_k(\tau) = \sum_{i=0}^{L_k} \beta_i^{(k)} e^{j\phi_i^{(k)}} \delta(\tau - \tau_i^{(k)}).$$

(5.4)

The $l$th path of the $k$th user can be characterized by three random variables: the gain $\beta_l^{(k)}$, the delay $\tau_l^{(k)}$ and the phase $\theta_l^{(k)}$. We assume that $\beta_l^{(k)}$ and $\tau_l^{(k)}$ are statistically independent for different values of $k$ and $l$. The gain $\beta_l^{(k)}$ is Rayleigh distributed, $\theta_l^{(k)}$ is uniformly distributed in $[0,2\pi]$ and $\tau_l^{(k)}$ is uniformly distributed in $[0,T]$.

5.2.3 Receiver Model

The receiver model is presented in Fig. 5.2. We assume that BPSK modulated signals are detected coherently. The received signal of the $k$th user, for the general case of multiple asynchronous users that occupy the mobile channel, in a single-cell system, can be written as [114, 115]:

$$r(t) = n(t) + \sqrt{2P} \sum_{k=1}^{K} \sum_{l=0}^{L_k} \beta_l^{(k)} a_l^{(k)}[t - \tau_l^{(k)}] e^{j\phi_l^{(k)}} \cos(w_c t + \phi_l^{(k)}),$$

(5.5)

where $L_k$ is the number of multipath of the $k$th user, $\phi_l^{(k)} = \phi^{(k)} + \phi_l^{(k)} - w_c \tau_l^{(k)}$ is the phase of the $l$th path of the $k$th carrier, and $n(t)$ is AWGN with two sided power spectral density $N_0/2$. It is assumed that there are $L_l^{(k)}$ paths present at the $k$th receiver, each corresponding to a different propagation path between transmitter and receiver. Assuming that acquisition has been accomplished for the user of interested ($k=1$) and that the matched filter is synchronized to the first path of the desired signal, then the output of the correlation receiver at each sampling time can be written as [114, 115].

$$U = \sum_{n=0}^{N_c} \int_{nT_c}^{(n+1)T_c} r(t) \beta_1^{(1)} a_1^{(1)}(t - nT_c) \cos(w_c t + \phi_1^{(1)}) dt$$
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\[
= \sum_{n=0}^{L-1} \left[ S^{(n)} + I_{\text{main}}^{(n)} + I_{\text{si}}^{(n)} + I_{\text{ai}}^{(n)} \right],
\]

(5.6)

where

\[
S^{(n)} = \sqrt{\frac{P}{2}} b_0^{(l)} \{ \beta_n^{(l)} \}^2,
\]

(5.7a)

\[
I_{\text{main}}^{(n)} = \sqrt{\frac{P}{2}} \sum_{k=2}^{K} \sum_{j=0}^{(k)} \beta_n^{(l)} \beta_n^{(k)} \left[ h_n^{(k)} R_{k_2} \left[ \tau_n^{(k)} \right] + \hat{b}_0^{(k)} \hat{R}_n \left[ \tau_n^{(k)} \right] \right] \cos \left[ \varphi_n^{(k)} \right],
\]

(5.7b)

\[
I_{\text{si}}^{(n)} = \sqrt{\frac{P}{2}} \sum_{j=0,j \neq n}^{(k)} \beta_n^{(l)} \beta_n^{(k)} \left[ h_n^{(k)} R_{k_1} \left[ \tau_n^{(k)} \right] + \hat{b}_0^{(k)} \hat{R}_n \left[ \tau_n^{(k)} \right] \right] \cos \left[ \varphi_n^{(k)} \right],
\]

(5.7c)

\[
I_{\text{ai}}^{(n)} = \int_{nT_c}^{(n+1)T_c} \sum_{j=0}^{(k)} \beta_n^{(l)} a_n^{(l)}(t-nT_c) \cos \left[ w_0 t + \varphi_n^{(l)} \right] dt,
\]

(5.7d)

with \( b_0^{(l)} \) being the information bit to be detected, and \( b_0^{(l)} \) the preceding bit.

\[ \tau_n^{(k)} = \tau_n^{(k)} - \tau_n^{(l)} , \quad \varphi_n^{(k)} = \varphi_n^{(k)} - \varphi_n^{(l)}, \quad k = 1,2, \ldots, K \]

and

\[
R_{k_1} \left( \tau \right) = \int_{0}^{T_c} a^{(k)}(t-\tau) a^{(l)}(t) dt,
\]

(5.8a)

\[
\hat{R}_{k_1} \left( \tau \right) = \int_{0}^{T_c} a^{(k)}(t-\tau) a^{(l)}(t) dt.
\]

(5.8b)

\( R_{k_1}(\tau) \) and \( \hat{R}_{k_1}(\tau) \) are partial correlation functions.

Thus, from (5.6), we see that the output of the \( n \)th branch, \( n = 0,1 \ldots L-1 \), consists of four terms. The first term represents the desired signal component to be detected. The second term represents the multiple-access interference (MAI) from the (K-1) other simultaneous users in the system. The third term is the self-interference (SI) for the reference user due to side lobes of the autocorrelation function of the spread-spectrum code that is assigned. Finally, the last term in (5.6) is the Gaussian random variable due to the AWGN process.
5.3 TURBO DECODER METRIC

For multiuser Rayleigh fading channels, the turbo-decoder must be modified to take into account the appropriate channel statistics. In the MAP algorithm, this corresponds to formulating the transition metric $\gamma$. This results in a new expression for the channel reliability factor $L_e$.

5.3.1 Gaussian Assumption

In the performance analysis of DS-CDMA systems, the interference terms are usually assumed to be Gaussian-distributed. The use of Gaussian assumption is very common, since it is found to be quite accurate, even for small values of $K (<10)$ when the BER is $10^{-4}$ or greater [114]. A number of approaches are available to improve the accuracy of
the Gaussian approximation [116]. In the sequel, we employ the Gaussian approximation and model the MAI and the SI terms as AWGN processes with equal variance equal to the MAI and SI variances, respectively. It is well known that, conditioned on \( \beta_n^{(i)} \), the variance of MAI in the \( n \)th branch, \( \sigma_{\text{MAI},n}^2 \), is given by [114], [117]

\[
\sigma_{\text{MAI},n}^2 = \frac{P}{2} \sum_{k=2}^{K} \sum_{l=0}^{K(k-1)} \left[ \beta_n^{(i)} \right]^2 E \left[ \left[ \beta_l^{(k)} \right]^2 \right] E \left[ \left[ \tilde{r}_k \left( r_l^{(k)} \right) + b_0^{(k)} \tilde{r}_k \left( r_l^{(k)} \right) \right]^2 \right] E \left[ \cos^2 \left( \varphi_{l}^{(k)} \right) \right]
\]

\[
= \frac{P}{4} \left[ \beta_n^{(i)} \right]^2 \sum_{k=2}^{K} \frac{T^2}{3N^2} r_k \left( N \right) \sum_{l=0}^{K(k-1)} E \left[ \left[ \beta_l^{(k)} \right]^2 \right].
\] (5.9)

where \( r_k \left( N \right) \) is the average cross-correlation parameter over all the possible \( \{K(K-1)/2\} \) combinations of sequences \( k \) and one among the set, defined in [117]. In order to bypass the problem of using specific codes, we assume that the period of the CDMA signature sequences is much larger than the processing gain, so that the sequences can be modeled as random binary sequences. For random signature sequences, \( r_k \approx 2N^2 \) and (5.9) becomes [117]

\[
\sigma_{\text{MAI},n}^2 = \frac{E_{\text{s}}T}{6N} \left[ \beta_n^{(i)} \right]^2 \sum_{k=2}^{K} \sum_{l=0}^{K(k-1)} \Omega_l^{(k)},
\] (5.10)

where \( \Omega_l^{(k)} = E \left[ \left[ \beta_l^{(k)} \right]^2 \right] \). Similarly, the variance of \( I_{\text{BI}}^{(n)} \), conditioned on \( \beta_n^{(i)} \), is well approximated by [114]

\[
\sigma_{\text{BI},n}^2 = \frac{E_{\text{s}}T}{4N} \left[ \beta_n^{(i)} \right]^2 \sum_{l=1}^{K(k-1)} \Omega_l^{(i)},
\] (5.11)

where \( E_{\text{s}} = PT \) is the signal energy per bit. From (5.7d), the variance of the Gaussian noise term, conditioned on \( \beta_n^{(i)} \), is given as

\[
\sigma_{\text{N},n}^2 = \frac{T\eta_0}{4} \left[ \beta_n^{(i)} \right]^2.
\] (5.12)

Also, conditioned on \( \beta_n^{(i)} \), \( n = 0, 1, \ldots, L_r - 1 \), the output of the combining receiver \( U \) is a Gaussian random process, with mean

\[
U_n = \sqrt{\frac{E_{\text{s}}T}{2}} \sum_{n=0}^{k-1} \left[ \beta_n^{(i)} \right]^2,
\] (5.13)
and variance equal to the sum of the variances of all the interference terms. Therefore, from (5.10), (5.11) and (5.12), we have

\[
\sigma_i^2 = \sum_{n=0}^{L-1} \left( \sigma_{n,n}^2 + \sigma_{n+1,n}^2 + \sigma_{n+2,n}^2 \right)
\]

\[
= \left( E_b T \right) \left\{ \sum_{k=1}^{K} \sum_{l=0}^{L-1} \Omega_{i}^{(k)} \Omega_{j}^{(l)} \frac{\Omega_{i}^{(l)}}{6N} + \frac{\Omega_{j}^{(l)}}{4N} + \frac{N_0}{4E_b} \right\} \sum_{n=0}^{L-1} \frac{\left\{ \beta_n^{(l)} \right\}^2}{2}
\]

(5.14)

where \( \Omega_{i}^{(l)} = E \left\{ \left( \beta_i^{(k)} \right)^2 \right\} \), \( N \) is the processing gain of the spread-spectrum system and \( E_b = PT \) is the signal energy per bit. Assuming that all the users have the same average signal power at the receiver as a result of perfect power-control strategy, we set \( \Omega_{i}^{(l)} = \Omega_i \) and \( L^{(k)} = L \) for all users. A multipath fading channel is sometimes characterized by its multipath intensity profile (MIP), which is the average power at the output of the channel as a function of path delay [42]. Actual measurements made by Turin [118] in an urban environment indicate that the MIP is exponential. However, despite this indication, both the constant [119] and Gaussian [120] intensity profiles have also been used in the literature. Here, we assume both the exponential MIP distribution and the constant distribution. For an exponential MIP distribution,

\[
\Omega_i = \Omega_i \exp(-i\delta), \quad \delta \geq 0
\]

(5.15)

where \( \Omega_i \) is the average signal strength corresponding to the first incoming path and \( \delta \) is the rate of average power decay. A constant distribution corresponds to \( \delta = 0 \).

### 5.3.2 Derivation of the Metric

Applying the above Gaussian assumption, equation (5.6) can be rewritten as

\[
U = \sum_{n=0}^{L-1} \sqrt{\frac{P}{2}} b_n^{(l)} T \left[ \beta_n^{(l)} \right]^2 + n
\]

(5.16)

where \( n \) is a Gaussian random variable with zero mean and variance \( \sigma_i^2 \).

We normalized \( T \) by \( \sqrt{\frac{P}{2}} T \) to obtain
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\[ y = \frac{U}{\sqrt{\frac{P}{2} T}} = b_0^{(l)} \sum_{a=0}^{l-1} [\beta_a^{(l)}]^2 + n_1. \]  
(5.17)

where \( n_1 \) is a Gaussian random variable with zero mean and variance

\[ \sigma_1^2 = \sigma_r^2 \left( \frac{P}{\sqrt{2} T} \right)^2 = \frac{2\sigma_r^2}{(E_b T)} . \]  
(5.18)

5.3.2.1 Original Turbo Decoder

Because the optimal decoder is too complex, the turbo decoder provides a suboptimal alternative that iteratively passes log-likelihood information between a pair of MAP decoders matched to each of the component encoders. The turbo decoding algorithm has been well documented in Chapter 2 and Appendix A, thus it will not be repeated here. Of particular interest, however, are the branch transition probabilities which are needed for turbo decoder calculations. The computation of branch transition probabilities depends on the channel, so they play a key role in the design of the turbo decoder for our system model. Let \( s_k \) be the state of the first encoder at time \( k \). The branch transition probabilities used by the MAP algorithm are calculated as

\[ \gamma_i (s', s) = p(s_k = s, y'_s, y''_s / s_{k-1} = s'), \]  
(5.19)

where we have defined \( y'_s \) and \( y''_s \) as the received decision variables originating from the systematic and parity symbols respectively. The above equation can be rewritten as

\[ \gamma_i (s', s) = Pr(s/s') p(y'_s, y''_s / s', s) 
= Pr(u_k) p(y'_s / u_k) p(y''_s / u_k), \]  
(5.20)

where \( u_k \) corresponds to the event \( s' \rightarrow s \). It can be shown that

\[ Pr(u_k) = A_k \exp \left[ L^c (u_k) / 2 \right], \]  
(5.21)

where \( A_k \) is a constant not depending on \( u_k \) and

\[ L^c (u_k) = \log \left( \frac{Pr(u_k = +1)}{Pr(u_k = -1)} \right) \]  
(5.22)

is the extrinsic information.
The terms \( (y_k^1, y_k^p) \) and \( u_k \) are in the y's and \( b_0^{(i)} \)'s of equation (5.17) respectively.

5.3.2.2 Modification to the Turbo Decoder

The turbo decoding algorithm is dependent on what information is available to the turbo decoder. We will assume that the fading amplitudes are perfectly known to the decoder.

If we let

\[
a = \sum_{n=0}^{i-1} |\beta_n^{(i)}|^2,
\]

then \( p(y_i'/u_k, a) \) has density \( N(au_k, \sigma_i^2) \) where \( i \in \{s, p\} \). Thus (5.20) can be computed using

\[
p(y_i'/u_k, a) = \frac{1}{\sqrt{2\pi\sigma_i^2}} \exp \left( -\frac{1}{2\sigma_i^2} (y_i' - au_k)^2 \right).
\]

Following reasoning similar to the one in Chapter 2 and Appendix A, the channel reliability factor is obtained as

\[
L_c = \left[ \frac{(K-1)\sum_{i=0}^{K-1} \Omega_i}{6N} + \frac{\sum_{i=1}^{K-1} \Omega_i}{4N} + \frac{N_0}{4E_s} \right]^{-1}.
\]

5.4 SIMULATION MODEL AND RESULTS

For all simulations, the components encoders are rate 1/2 recursive systematic convolutional encoders with memory 3 and octal generators (13, 15). The frame size is 1024 bits. Gold spreading sequences of length \( N = 63 \) are assumed. The channel is a six path independent Rayleigh fading channel having a delay equal to the symbol duration. The number of RAKE branches is equal to the number of propagation paths that arrive at the receiver unless otherwise specified. We assume perfect channel side information. This means that the instantaneous amplitudes for the fading channel are known to the
turbo decoder. The paths strength and phases are assumed constant during any bit interval. The number of users is 10. In order to represent a wide range of mobile communication environments, the product $f_D T_s$ was considered as an independent parameter $f_m$ and simulations were performed for $f_m = 0.001, 0.01$ and $0.1$. These values encompass the whole range of mobile communication environments ranging from cellular telephony to PCS. The MAP algorithm and a total of 8 decoding iteration were used.

Figs. 5.3 and 5.4 show the effect of the velocity/Doppler frequency on the performance of the system when $\delta = 0.2$ (exponential MIP) and $\delta = 0$ (constant MIP) respectively. In both cases, the performance of the system improves as the mobile velocity/Doppler frequency increases. Looking at the bit error rate of $10^{-4}$ we see that a performance gain of about 6 dB is obtained when increasing $f_m$ from 0.001 to 0.01 and that a further improvement of about 2.5 dB is obtained when $f_m$ is increased to 0.1. These gains are the same for both MIP. It can be seen, however, that the system performs better when a constant MIP is assumed. Note that, at a constant carrier frequency and data rate, increasing $f_m$ is equivalent to increasing the speed of the mobile user. These results make intuitive sense because when the signal experiences a fast fading channel, successive symbols in a codeword will suffer from nearly uncorrelated fading. Hence the turbo decoder can correct intermittent symbols errors due to the channel. However, as the speed or the fading rate decreases, the channel becomes more correlated. If a deep fade corrupts the channel, the fade may leads to a burst of errors that surpasses the error correcting capability of the turbo decoder.

Figs. 5.5 and 5.6 show the effect of the number of RAKE branches, $L_r$, on the performance of the system when $\delta = 0.2$ (exponential MIP) and $\delta = 0$ (constant MIP) respectively. As expected, the performance of the system improves as the number of RAKE branches increases. It is well known that the performance of the RAKE is optimum when all the paths are resolved and combined at the receiver, i.e. when $L_r = L$. 109
We however notice that, contrary to the previous observation, when $L_r < L$, the system performs better when $\delta = 0.2$ than when $\delta = 0$. This is probably due to the fact that the reduced multiple-access interference noise has more impact on the RAKE performance than the reduced signal power. The reverse applies when $L_r = L = 6$, as the sum of the signal powers of the different paths affects the RAKE performance more favorably than the increase in the interference noise.

![Graph](image)

Fig. 5.3: Simulated bit error rate performance for different values of $f_m$ and $\delta = 0.2$. 
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Fig. 5.4: Simulated bit error rate performance for different values of $f_m$ and $\delta = 0$.

Fig. 5.5: Simulated bit error rate performance for different number of RAKE branches $L_r$, $f_m = 0.001$ and $\delta = 0.2$. 
5.5 CONCLUSION

In this chapter, we investigate the effect of mobile velocity/Doppler frequency on the performance of a turbo-coded direct sequence code division multiple access (DS-CDMA). Applying the Gaussian assumption for the MAI and SI terms, we derive an expression for the turbo decoding metric. This results in a new expression for the channel reliability factor. It has been shown that the correlation of the channel has a large influence on the performance of the system. It was observed that when all the paths are resolved and combined at the receiver, i.e. when the number of RAKE branches is equal to the number of paths \( (L_r = L) \), the system performs better when a constant MIP is assumed. The reverse was observed when \( L_r < L \).
CHAPTER 6

PERFORMANCE OF TURBO-CODED DS-CDMA SYSTEM ON A GILBERT-ELLIOTT CHANNEL

In this chapter, we consider the design and performance of a turbo-coded DS-CDMA system in a slowly varying fading channel and an equivalent Gilbert-Elliott model. Analytical expressions for the performance bound of the system are derived and the influence of various parameters such as the Doppler frequency, the signal-to-noise ratio threshold on the system performance, is analyzed and investigated. Comparisons between the results obtained by this analytical expression and results obtained through computer simulations show that the analytical results are accurate for a broad range of channel parameters. Furthermore we show that a combination of a small code interleaver with a channel interleaver could outperform codes with very large interleavers, making turbo coding suitable for even delay-sensitive services.
The chapter is organized as follows. We first present a brief introduction to motivate the problem. We then present our system model. The Gilbert-Elliott channel model is described in Section 3; some known properties of the channel are recapitulated and useful statistical properties of the channel are derived. The channel parameters are matched to the slowly varying Rayleigh fading channel in Section 4, and the effect of channel interleaving on the Gilbert-Elliott channel model is assessed in Section 5. Analytical expressions for the performance bounds are derived in Section 6. Section 7 considers the modification to the turbo decoder necessary for the Gilbert-Elliott channel model. The simulation model and results are presented in Section 8 and conclusions are drawn in Section 9.

6.1 INTRODUCTION

In the previous chapter, we considered the performance of turbo-coded DS-CDMA system over multi-path Rayleigh fading channel. A common feature of fading communication channels is that they all have memory. Studies of the performance of error correcting codes are most often concerned with situations where the channel is assumed to be memoryless, since this allows for a theoretical analysis. In situation where memory is accounted for, on the other hand, the analytical results are few, and studies of the performance are therefore often obtained through simulations.

To deal with complicated channel model, it is sometimes possible to use a less complex one that still reflects the essential (for that particular study) properties of the complicated model. For a channel with memory, the Gilbert-Elliott (GE) channel [121, 122] is a useful and one of the simplest discrete models that has been studied in considerable detail in the literature. In this model, for a slowly varying channel, the channel is assumed to either be in a good state, where the probability of errors is small, or in a bad state, where the probability of error is significantly larger. The dynamics of the channel are modeled as a first-order Markov chain, a model which Wang and Moayeri [123] and Wang and Chang [124], in spite of its simplicity, showed to be very accurate for a Rayleigh fading
channel. The model parameters of the GE channel have been related to the fade statistics by several researchers [125, 127].

The GE channel has been used by numerous authors to evaluate the performance of random-error-correcting codes (i.e. [128, 129]) and burst-error-correcting codes [130]. In [131], the authors consider the design and performances of turbo codes for a Gilbert-Elliott burst channel and in a realistic fading channel and propose the necessary modifications to the turbo decoder. Three different decoding structures are also proposed in [132]. No analytical work is done in these papers.

6.2 SYSTEM MODEL

We consider the model of the asynchronous binary PSK direct-sequence CDMA system that allows \( K \) users to share a channel. For the sake of simplicity, we only discuss the case of a single resolvable path, but our method can be extended to a multipath scenario. The actual signal received at a given receiver in this model is given by (see [114][117][133, 134] for the details on the DS/SSMA and DS/CDMA systems):

\[
r(t) = \sqrt{2P} \sum_{k=1}^{K} \beta_k(t) a_k(t - \tau_k) b_k(t - \tau_k) \cos(\omega_c t + \phi_k) + n(t), \tag{6.1}
\]

where \( n(t) \) is the Gaussian noise of the double-sided power spectral density \( N_0/2 \) and \( P \) is the power of the transmitted signal, which is common to all users. \( \beta_k \) is the fading amplitude experienced by the signal of the mobile \( k \) which is complex Gaussian random variable with zero mean and unit variance. \( a_k(t) \) is the spreading waveform of the mobile \( k \) and may be expressed as

\[
a_k(t) = \sum_{j=-\infty}^{\infty} a_{k,j} p_{a}(t - jT_c), \quad a_{k,j} \in \{-1,1\}. \tag{6.2}
\]

\( b_k(t) \) is the data waveform, which can be expressed as

\[
b_k(t) = \sum_{j=-\infty}^{\infty} b_{k,j} p_{b}(t - jT_c), \quad b_{k,j} \in \{-1,1\}. \tag{6.3}
\]
In (6.1) \( \omega_k \) is the carrier frequency, \( \tau_k \) is the delay which is uniformly distributed over \([0,T)\). The phase angle \( \varphi_k \) is assumed to be uniformly distributed in \([0,2\pi]\).

In (6.2) and (6.3), \( T_c \) is the chip duration, \( T \) is the data bit duration, and \( p_a(t) \) and \( p_b(t) \) are rectangular pulses of unit height and duration \( T_c \) and \( T \) respectively. \( \beta_k, \tau_k \) and \( \varphi_k \) are each assumed to be independent to each other with different \( K \).

If the received signal \( r(t) \) is the input to a correlation receiver matched to the \( i \)th user, the output of the matched filter at each sampling instant is:

\[
Z_i = \int_0^T r(t) a_i(t + \tau_k) \cos \omega_c t dt
\]

\[
= \int_{t_i}^{t_i+T} \left[ n(t) + \sqrt{2P} \sum_{k=1}^{K} \beta_k(t) a_i(t) \sum_{j=-\infty}^{\infty} b_k, j p_j(t - j T - \tau_k) \cos(\omega_c t + \varphi_k) \right] a_i(t - \tau_k) \cos \omega_c t dt
\]

\[
= \int_{t_i}^{t_i+T} n(t) a_i(t - \tau_k) \cos \omega_c t dt + \sqrt{\frac{P}{2}} b_{i,0} T \beta_i +
\]

\[
\sqrt{\frac{P}{2}} \sum_{k=1}^{K} \beta_k \left[ b_{k,i} \int_0^{t_i} a_i(t - \tau_k) a_i(t) dt + b_{k,0} \int_{t_i}^{T} a_i(t - \tau_k) a_i(t) dt \right] \cos \varphi_k
\]

\[
= \sqrt{\frac{P}{2}} b_{i,0} T \beta_i + \sqrt{\frac{P}{2}} \sum_{k=1}^{K} \beta_k \left[ b_{k,i} R_{k,i}(\tau_k) + b_{k,0} \tilde{R}_{k,i}(\tau_k) \right] \cos \varphi_k + n'(t) .
\]

We define the continuous-time partial cross-correlation functions

\[
R_{k,i}(\tau_k) = \int_0^{t_i} a_i(t - \tau_k) a_i(t) dt ,
\]

\[
\tilde{R}_{k,i}(\tau_k) = \int_{t_i}^{T} a_i(t - \tau_k) a_i(t) dt .
\]

In (6.5), the first term is the desired (signal) component, the second term is the multiuser interference component and the last component is the AWGN component.

We can write (6.5) as

\[
Z_i = \sqrt{\frac{P}{2}} b_{i,0} T \beta_i + Z' ,
\]

where

[116]
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\[ Z' = \sqrt{\frac{P}{2}} \sum_{k,w} \beta_k \left[ b_{k,j} R_{k_i} (\tau_k) + b_{k,o} \tilde{R}_{k_i} (\tau_k) \right] \cos \phi_k + n'(t). \]  \hfill (6.9)

In (6.9), \( n'(t) \) is a Gaussian random variable with zero mean and variance \( N_0 T/4 \).

Since \( E[\cos \phi_k] = 0 \), \( E[Z'] = 0 \).

Therefore \( \text{var}[Z'] = \sigma_{Z'}^2 = \frac{P}{2} \sum_{k,w} E[\beta_k^2] \left[ E[|b_{k,j} R_{k_i} (\tau_k)|^2] + E[|b_{k,o} \tilde{R}_{k_i} (\tau_k)|^2] \right] E[\cos^2 (\phi_k)] + \frac{N_0 T}{4} \),

\[ = \frac{P}{4} \sum_{k,w} \frac{T^2}{3N^3} r_{kl} (N) E[\beta_k^2] + \frac{N_0 T}{4}, \]  \hfill (6.10)

where \( r_{kl} (N) \) is the average cross-correlation parameter over all possible \( \{K(K-1)/2\} \) combinations of sequences \( K \) and one among the set. In order to bypass the problem of using specific codes, we assume that the period of the CDMA signature sequence is much larger than the processing gain, so that the sequences can be modeled as random binary sequences. For random signature sequences, \( r_{kl} = 2N^2 \) and (6.10) becomes,

\[ \sigma_{Z'}^2 = \frac{PT^2}{6N} \sum_{k,w} E[\beta_k^2] + \frac{N_0 T}{4}. \]  \hfill (6.11)

The SNR at the output of the receiver is therefore

\[ \gamma = \frac{(E\{Z'/\beta_i\})^2}{\text{var}\{Z'/\beta_i\}} = \frac{\beta_i^2 P T^2}{2} \frac{1}{\sum_{k,w} E[\beta_k^2]} + \frac{N_0 T}{4} \]

\[ = \frac{\beta_i^2}{3N} \sum_{k,w} E[\beta_k^2] + \frac{N_0}{2P T}. \]  \hfill (6.12)

and its expected value is

\[ E[\gamma] = \bar{\gamma} = \frac{1}{3N} \left[ \frac{(K-1)}{2} + \frac{N_0}{2P T E[\beta_i^2]} \right]. \]  \hfill (6.13)
6-3 THE GILBERT-ELLIOTT CHANNEL MODEL

The GE channel is a first-order, discrete-time, stationary, Markov chain with two states, one good and one bad, appropriately denoted by $G$ and $B$. In the good state errors occur with low probability $P_G$ while in the bad state they occur with high probability $P_B$. The probabilities that the channel state changes from $G$ to $B$ and from $B$ to $G$ are denoted by $b$ and $g$, respectively (see Fig. 6.1). The steady state probabilities of being in states $G$ and $B$ are

$$\pi_G = \frac{g}{b+g} \quad \text{and} \quad \pi_B = \frac{b}{b+g},$$

respectively.

The steady state probabilities of being in states $G$ and $B$ are $\pi_G = \frac{g}{b+g}$ and $\pi_B = \frac{b}{b+g}$, respectively.

![Fig. 6.1: The Gilbert-Elliott Channel Model](image)

Fig. 6.2 is useful in interpreting the significance of the two states. It shows the received SNR, $\gamma$, vs. time. If the SNR drops below some pre-determined threshold $\gamma_T$, then the channel goes into the bad state else it resides in the good state.

In either state, the channel exhibits the properties of a binary symmetric channel. Figs. 6.3a and 6.3b show the channel bit error characteristics in the two states. In the bad state the probability of error is $P_e(B)$ and in the good state the probability of error is $P_e(G)$. Normally,

$$P_e(G) << P_e(B).$$
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Fig. 6.2: Physical interpretation of the states in the Gilbert-Elliott model.

Fig. 6.3a: Good State Binary Symmetric Channel

Fig. 6.3b: Bad state Binary Symmetric Channel
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At the receiver the detector measures the received SNR and uses it to estimate the state of the channel. This information is passed over to the decoder. The received SNR constitutes the channel state information (CSI) for the decoder.

Let $T(G)$ and $T(B)$ be the number of time units the channel spends in the good and bad state respectively. Their averages, $\bar{T}(G)$ and $\bar{T}(B)$, can be obtain as follows.

Assume the channel is in the good state and let

$$Y = \begin{cases} 1, & \text{if the next transition is from } G \text{ to } B \\ 0, & \text{if the next transition is from } G \text{ to } G \end{cases}$$

Therefore

$$\bar{T}(G) = E[T(G)] = E[E[T(G)/Y]]$$

$$= E[T(G)/Y = 1]P\{Y = 1\} + E[T(G)/Y = 0]P\{Y = 0\}$$

$$= bE[T(G)/Y = 1] + (1-b)E[T(G)/Y = 0]$$

$$= b + (1-b)(1+E[T(G)]).$$

Therefore

$$\bar{T}(G) = E[T(G)] = \frac{1}{b}. \quad (6.14)$$

Likewise, assume the channel is in the bad state and let

$$X = \begin{cases} 1, & \text{if the next transition is from } B \text{ to } G \\ 0, & \text{if the next transition is from } B \text{ to } B \end{cases}$$

Therefore

$$\bar{T}(B) = E[T(B)] = E[E[T(B)/X]]$$

$$= E[T(B)/X = 1]P\{X = 1\} + E[T(B)/X = 0]P\{X = 0\}$$

$$= gE[T(B)/X = 1] + (1-g)E[T(B)/X = 0]$$

$$= g + (1-g)(1+E[T(B)]).$$

Therefore

$$\bar{T}(B) = E[T(B)] = \frac{1}{g}. \quad (6.15)$$

In words $T(G)$ and $T(B)$ are geometric random variables with parameter $b$ and $g$ respectively.
6-4 MATCHING THE GILBERT-ELLIOTT CHANNEL MODEL TO THE LAND MOBILE CHANNEL

Our aim now is to relate the generative GE model to the analogue Rayleigh fading model. To do this, we need some results concerning the memory of the analogue model. As can be seen in Fig. 6.4, the signal envelope only occasionally experiences very deep fades. Shallow fades are more likely to occur. A quantitative expression of this property is the level crossing rate, \( h(\gamma) \), which is defined as the expected rate at which the envelope crosses a specified threshold, \( \gamma_r \), in the positive direction. If we use the SNR, \( \gamma \), instead of the signal envelope level, \( R \), we get the following expression for the level crossing rate [90],

\[
h(\gamma_r) = f_0 \sqrt{2\pi \frac{\gamma_r}{\bar{\gamma}}} \exp\left(-\frac{\gamma_r}{\bar{\gamma}}\right),
\]

(6.16)

where \( \gamma_r \) is the specified SNR threshold and \( \bar{\gamma} \) is the average SNR of the received signal. The maximum Doppler shift, \( f_0 \), is given by

\[
f_0 = v \lambda,
\]

(6.17)

where \( v \) is the velocity of the moving vehicle and \( \lambda \) is the carrier wavelength. Related to the level crossing rate is the expected duration of the fade below the specified threshold, \( \gamma_r \), which is given by

\[
E[\tau_s] = \frac{1}{h(\gamma_r)} \text{pr}[\gamma \leq \gamma_r].
\]

(6.18)

In (6.18), \( \text{pr}[\gamma \leq \gamma_r] \) represents the fraction of time the Rayleigh fading channel is below \( \gamma_r \) and is given by

\[
\text{pr}[\gamma \leq \gamma_r] = \int_0^{\gamma_r} f(\gamma) d\gamma,
\]

(6.19)

where \( f(\gamma) \) is the distribution of the received SNR. Note that the Rayleigh fading results in an exponentially distributed multiplicative distortion of the signal. As a result, the probability density function of the signal-to-noise ration (SNR), \( \gamma \), is given by

\[
f(\gamma) = \frac{1}{\bar{\gamma}} \exp\left(-\frac{\gamma}{\bar{\gamma}}\right), \gamma \geq 0.
\]

(6.20)
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Substituting (6.20) into (6.19) we obtain

\[ P_r[\gamma \leq \gamma_r] = 1 - \exp(-\rho), \]  

(6.21)

where \( \rho = \gamma_r / \bar{\gamma} \). So the expected fade duration in a Rayleigh fading environment is

\[ E[\tau_b] = \frac{e^\rho - 1}{f_D \sqrt{2\pi \rho}}. \]  

(6.22)

In the same way, the average non-fade duration \( E[\tau_g] \) above the threshold is given by

\[ E[\tau_g] = \frac{1}{h(\gamma_r)} \frac{1}{f_D \sqrt{2\pi \rho}}. \]  

(6.23)

Fig. 6.4: An example of the received signal envelope on a typical simulated Rayleigh fading (\( \bar{\gamma}_m = 0.001 \)).

We want to relate the discrete channel model to the analogue one in such a way that the discrete model should generate approximately the same error distribution as the analogue channel (including the modulator and the demodulator). A natural way to match the two models is to relate the state sequence to the fading signal envelope. Let the bad state represents the situation when the signal envelope is below some threshold and let the good state represents the situation when the signal envelope is above the threshold. We then let the average number of time units the channel spends in the Good (Bad) states be
equal to the expected non-fade (fade) duration, normalized with the symbol time-interval \( T_s \)

\[
\bar{T}(G) = E[\tau_g] \frac{1}{T_s},
\]

\[
\bar{T}(B) = E[\tau_f] \frac{1}{T_s}.
\]

Hence the transition probabilities are given by

\[
b = f_D T_s \sqrt{2\pi p},
\]

\[
g = \frac{f_D T_s \sqrt{2\pi p}}{e^{\beta} - 1}.
\]

The next step is to calculate the error probabilities in each state. They are taken to be the conditional error probabilities of the Rayleigh fading channel, conditioned on being in the respective state, i.e.

\[
P_e(B) = \frac{\int_{\gamma_0}^{\gamma_f} f(\gamma) p(\gamma) d\gamma}{\int_{\gamma_0}^{\gamma_f} f(\gamma) d\gamma},
\]

and

\[
P_e(G) = \frac{\int_{\gamma_0}^{\gamma_f} f(\gamma) p(\gamma) d\gamma}{\int_{\gamma_0}^{\gamma_f} f(\gamma) d\gamma},
\]

where \( p(\gamma) \) is the symbol error probability for a given value of \( \gamma \), which depends on the modulation format used. For BPSK, the conditional probability of a code symbol error, conditioned on the received SNR, is given by [42]

\[
P(\gamma) = \frac{1}{2} \text{erfc}(\sqrt{\gamma}),
\]

where \( \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} \exp(-t^2) dt \) is the complementary error function.

Substituting (6.20) and (6.29) into (6.28a), the probability of error in the bad state, \( P_e(B) \) is
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\[ P_e(B) = \frac{\int_0^\infty \frac{1}{2} \text{erfc}(\sqrt{\gamma}) \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma}{\int_0^\infty \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma} \]

\[ = \frac{\int_0^\infty \frac{1}{2} \left( \int_0^\infty \frac{2}{\sqrt{\pi}} \exp(-t^2) dt \right) \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma}{\exp(-\gamma/\bar{\gamma}) \int_0^\infty \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma} \]

\[ = \frac{\frac{1}{2} \int_0^\infty \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma}{1 - \exp(-\gamma_T/\bar{\gamma})}. \quad (6.30) \]

The integral, \( I \), in the numerator defined as

\[ I = \int_0^\infty \left( \frac{2}{\sqrt{\pi}} \exp(-t^2) dt \right) \frac{1}{\gamma} \exp(-\gamma/\bar{\gamma}) d\gamma \]

(6.31)
can be evaluated by resorting to integration by parts.

We obtain

\[ I = \text{erfc} \sqrt{\gamma} \exp(-\gamma/\bar{\gamma}) \int_0^\infty \frac{1}{\sqrt{\pi}} \exp \left( - \left( 1 + \frac{1}{\gamma} \right) \gamma \right) \frac{d\gamma}{\sqrt{\gamma}} \]

\[ = \text{erfc} \sqrt{\gamma_T} \exp(-\gamma_T/\bar{\gamma}) - 1. \quad (6.32) \]

To evaluate \( I_1 \) in equation (6.32), we use the substitution

\[ u^2 = \left( 1 + \frac{1}{\bar{\gamma}} \right) \gamma, \quad (6.33) \]

which gives

\[ I_1 = \int_0^\infty \frac{1}{\sqrt{\pi}} \exp \left[ - \left( 1 + \frac{1}{\bar{\gamma}} \right) \gamma \right] \frac{d\gamma}{\sqrt{\gamma}} \]

\[ = \frac{1}{\sqrt{1 + \frac{1}{\bar{\gamma}}}} \int_0^\infty \frac{2}{\sqrt{\pi}} \exp(-u^2) du \]

\[ = \frac{1}{\sqrt{1 + \frac{1}{\bar{\gamma}}}} \left[ 1 - \text{erfc} \left( \sqrt{\frac{1 + \frac{1}{\bar{\gamma}}}{\gamma_T}} \right) \right]. \quad (6.34) \]

Therefore,
Substituting the value of $I$ in equation (6.30), the simplified expression of $P_e(B)$ is

\[
P_e(B) = \frac{1 - \text{erfc}(\sqrt{\frac{\gamma_T}{\bar{\gamma}}} \exp(-\gamma_T/\bar{\gamma})) - \frac{1}{\sqrt{1 + \frac{1}{\bar{\gamma}}} \exp(-\sqrt{\frac{\gamma_T}{\bar{\gamma}}} - \sqrt{\frac{1 + \frac{1}{\bar{\gamma}}}{\bar{\gamma}}})}}{2[1 - \exp(-\rho)]},
\]

where $\rho = \frac{\gamma_T}{\bar{\gamma}}$.

The probability of error in the good state, $P_e(G)$, can similarly be expressed as

\[
P_e(G) = \frac{\int_{\gamma_T}^{\infty} f(\gamma)P(\gamma) d\gamma}{\int_{\gamma_T}^{\infty} f(\gamma) d\gamma} = \frac{\int_{\gamma_T}^{\infty} \frac{1}{2} \left( \int_{\sqrt{\frac{2}{\pi}}}^{\infty} \exp(-t^2) dt \right) \frac{1}{\bar{\gamma}} \exp(-\gamma/\bar{\gamma}) d\gamma}{\int_{\gamma_T}^{\infty} \frac{1}{\bar{\gamma}} \exp(-\gamma/\bar{\gamma}) d\gamma} = \frac{1}{2} I_2 \exp(-\gamma_T/\bar{\gamma}),
\]

where

\[
I_2 = \int_{\gamma_T}^{\infty} \left( \int_{\sqrt{2/\pi}}^{\infty} \exp(-t^2) dt \right) \frac{1}{\bar{\gamma}} \exp(-\gamma/\bar{\gamma}) d\gamma.
\]

$I_2$ can also be integrated by parts as was done for $I$ yielding

\[
I_2 = -\text{erfc}(\sqrt{\frac{\gamma_T}{\bar{\gamma}}} \exp(-\gamma_T/\bar{\gamma})) - \int_{\gamma_T}^{\infty} \frac{1}{\sqrt{\pi}} \exp\left[-\left(1 + \frac{1}{\bar{\gamma}}\right)\frac{\gamma}{\sqrt{\gamma}}\right] d\gamma
\]

\[= \text{erfc}(\sqrt{\frac{\gamma_T}{\bar{\gamma}}} \exp(-\gamma_T/\bar{\gamma})) - \frac{1}{\sqrt{1 + \frac{1}{\bar{\gamma}}}} \sqrt{\frac{2}{\sqrt{\pi}}} \exp(-u^2) du
\]

\[= \text{erfc}(\sqrt{\frac{\gamma_T}{\bar{\gamma}}} \exp(-\gamma_T/\bar{\gamma})) - \frac{1}{\sqrt{1 + \frac{1}{\bar{\gamma}}}} \left[ \text{erfc}\left(\sqrt{\frac{\gamma_T}{\bar{\gamma}}} \left(1 + \frac{1}{\bar{\gamma}}\right)\right)\right].
\]

(6.35)

(6.36)

(6.37)

(6.38)

(6.39)
Hence $P_e(G)$ can be expressed in the following form:

$$P_e(G) = \frac{1}{2} \left[ \text{erfc} \left( \sqrt{\gamma} \right) - \frac{e^{\rho}}{\sqrt{1 + \frac{\rho}{\gamma}}} \right] \text{erfc} \left( \sqrt{\gamma} + \rho \right).$$  \hspace{1cm} (6.40)

### 6.5 THE EFFECT OF INTERLEAVING

Like most of the well-known codes, turbo codes are very effective when the errors caused by the channel are statistically independent, i.e. for random errors. However, there are channels that exhibit bursty error characteristics. One example is the class of channels characterized by multipath and fading, which we described in the last chapter. We saw that correlated fading channels tend to produce burst errors. Such error clusters are not usually corrected by codes that are optimally designed for statistically independent errors.

An effective method to cope with burst errors is to insert an interleaver between the channel encoder and the channel. This process is known as interleaving and may alleviate part of the fading problem caused by the correlation between adjacent received codesymbol energies. It has been widely used in conjunction with error control coding for channel that exhibits bursty error characteristics [42]. Interleaving consists essentially of scrambling the codesymbols in a one-to-one deterministic format before transmission. The inverse of this process is deinterleaving which restores the received sequence to its original order. The effect is to randomize the errors for a particular codeword in order to render the code symbols less dependant, and consequently make them more amenable to correction with a random error-correcting code. A block diagram of a system that employs interleaving is shown in Fig. 6.5. Note that the channel interleaver is different from the nonuniform interleaver required within the turbo encoder. An interleaver or a deinterleaver is characterized by its delay and storage capacity. The interleaving or deinterleaving delay is the maximum delay encountered by any symbol before it is
inserted into the output sequence. The storage capacity is the number of symbols stored by the interleaver or deinterleaver.

![Block diagram of system employing interleaving for burst error channel.](image)

The interleaver can take one of two forms: a block structure or a convolutional structure. Here we assume that block interleaving is used. The encoded symbols are written row by row into a matrix of \( m \) rows and \( n \) columns. The channel symbols to be transmitted are then read column by column from the matrix and after transmission, the received codesymbols are reordered in the reverse manner. This is illustrated in Fig. 6.6. Thus two adjacent codesymbols are separated by \( m-1 \) symbols during transmission.

How effective an interleaver is depends primarily on the extent the interleaved symbols are dependent, which, in turn, depends on how large \( m \), the interleaver depth is chosen. The larger the value of \( m \), the better the interleaver can be expected to work, and if \( m \) is infinite, the performance would be the same as for a memoryless channel. In a practical situation, the size of the interleaver will typically be determined by how much delay can be tolerated. We can show that interleaving a code to degree \( m \), has exactly the same effect, from an error performance point of view, as transmitting at a lower rate or increased symbol duration of \( Tm \). In other words, two consecutive symbols of a codeword are spaced apart by \( m \) symbols times. This holds true for any stationary slow-fading channel. So, if we know the \( m \)-step transition probabilities, that is the probabilities that the channel has changed from one step to the order if observed \( m \) moments of time later, it is clear that the original GE channel with an interleaver will be equivalent to a GE
channel where the corresponding transition probabilities are the \( m \)-step transition probabilities of the original model. The \( m \)-step transition probabilities can be obtain form the Chapman-Kolmogrov equation, which, for our two-state Markov chain, takes on the form \([135]\)

\[
P^{(m+1)}(x/x') = P(x/G)P^{(m)}(G/x') + P(x/B)P^{(m)}(B/x'),
\]

and using the fact that \( P^{(m)}(B/x') = 1 - P^{(m)}(G/x') \) we obtain a simple recurrence relation

\[
P^{(m+1)}(x/x') = [P(x/G) - P(x/B)]P^{(m)}(G/x') + P(x/B),
\]

where \( x \) and \( x' \) are states belonging to the state set \( S = \{G, B\} \).

By repeated substitution, we then find the general form of the \( m \)-step transition probabilities

\[
P^m(G/G) = \frac{g}{b + g} + \frac{b}{b + g} (1 - b - g)^m,
\]

\[
P^m(G/B) = \frac{g}{b + g} - \frac{g}{b + g} (1 - b - g)^m,
\]

and

\[
P^m(B/G) = \frac{b}{b + g} - \frac{b}{b + g} (1 - b - g)^m,
\]
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\[ P^m(B/B) = \frac{b}{b + g} + \frac{g}{b + g} (1 - b^{-b} g)^m. \]  \hspace{1cm} (6.46)

As expected, if \( m \to \infty \), \( P^m(B/G) = \frac{b}{b + g} = \pi_b \) and \( P^m(G/B) = \frac{g}{b + g} = \pi_g \) as it would be for a memoryless channel.

6.6 PERFORMANCE ANALYSIS

There are two main tools for the performance evaluation of turbo codes. Monte Carlo simulation and the standard union bound. Monte Carlo simulation generates reliable probability of error estimates as low as \( 10^{-6} \) and is useful for rather low signal-to-noise ratios since the error probabilities for larger signal to noise ratio are, typically, too small to simulate. The union bound provides an upper bound on the performance of turbo codes with maximum likelihood decoding averaged over all possible interleavers [46][136]. The premise is that there is at least one interleaver which performs at least as well as the average. Here we apply this bound to the Gilbert-Elliott channel.

6.6.1 Derivation of the Average Upper Bound

The union upper bound is a popular and effective method of bounding block code performance provided that the weight distribution, \( A(d) \), is known. For turbo codes, deriving this weight distribution for a particular interleaving scheme is very difficult. Therefore, the authors in [46] and [136], have advanced the idea of forming an average weight function, where the average is over all possible interleaving schemes. In this context, it is useful to view the turbo scheme as the concatenation of multiple “code fragments”. From Fig. 6.7, one of the code fragments is the input frame, \( u^s \), while the other fragments are generated by the constituent encoders, \( u^{p1} \) and \( u^{p2} \), and are influenced by the weight of the input frame and how this weight is permuted by the interleavers, \( I_1 \) and \( I_2 \).
Without loss of generality, consider sending the all-zeros codeword. If the interleavers \( I_1 \) and \( I_2 \) are known, the traditional union upper bound for ML-decoding of an \((n, k)\) block over a memoryless channel is given as:

\[
P_{\text{word}}(I_1, I_2) \leq \sum_{d=d_{\text{min}}}^{n} A(d/I_1, I_2)P_2(d),
\]

where \( P_2(d) \) is the probability of choosing a specific incorrect codeword with weight \( d \) and \( A(d/I_1, I_2) \) is the number of codewords having Hamming weight \( d \). For a specific interleaver pair \((I_1, I_2)\), the only way to construct \( A(d/I_1, I_2) \) is by encoding all valid input sequences and tallying output weight. Therefore, consider forming the word error probability averaged over all interleaver pairs.

\[
\overline{P}_{\text{word}} = \sum_{I_1} \sum_{I_2} P(I_1, I_2)P_{\text{word}}(I_1, I_2)
\]

\[
= \sum_{I_1} \sum_{I_2} P(I_1, I_2) \sum_{d=d_{\text{min}}}^{n} A(d/I_1, I_2)P_2(d)
\]

\[
= \sum_{d=d_{\text{min}}}^{n} P_2(d) \sum_{I_1} \sum_{I_2} P(I_1, I_2)A(d/I_1, I_2)
\]

\[
= \sum_{d=d_{\text{min}}}^{n} P_2(d) \overline{A}(d).
\]

Here, \( P(I_1, I_2) \) is the probability of a specific interleaver and \( \overline{A}(d) \) is the average weight distribution function. This average function is formed as the expectation over all
interleaver pairs. If the interleaver pairs are assumed chosen independently and uniformly from the pool of all possible permutations of $k$ elements, the average weight distribution can be rewritten as

$$\bar{A}(d) = \sum_{I_1} \sum_{I_2} P(I_1)P(I_2)A(d/I_1, I_2). \quad (6.49)$$

Furthermore, we can write $A(d/I_1, I_2)$ as

$$A(d/I_1, I_2) = \sum_i \binom{k}{i} P(d/i, I_1, I_2), \quad (6.50)$$

where $P(d/i, I_1, I_2)$ is the conditional probability of producing a codeword of weight $d$ from an input of weight $i$ and interleaver pair $(I_1, I_2)$. Furthermore, since turbo codes represent the concatenation of three code fragments, the codeword weight is the sum of the weights of the fragments, $d = i + d_1 + d_2$, where $d_1$ and $d_2$ are the Hamming weights of the sequences $u^1$ and $u^2$ from Fig. 6.7. Therefore, $A(d/I_1, I_2)$ can be rewritten as

$$A(d/I_1, I_2) = \sum_{i} \binom{k}{i} P(i, d_1, d_2/i, I_1, I_2). \quad (6.51)$$

Noting the independence of interleaver choices, we can write $P(i, d_1, d_2/i, I_1, I_2)$ as $P(i/i)P(d_1/i, I_1)P(d_2/i, I_2)$ and rewrite the average weight distribution function as,

$$\bar{A}(d) = \sum_{I_1} \sum_{I_2} P(I_1)P(I_2) \sum_{d_1} \sum_{d_2} \binom{k}{i} P(i/i)P(d_1/i, I_1)P(d_2/i, I_2)$$

$$= \sum_{i} \binom{k}{i} \sum_{d_1} \sum_{d_2} P(I_1)P(d_1/i, I_1)P(I_2)P(d_2/i, I_2)$$

$$= \sum_{i} \binom{k}{i} P(d_1/i)P(d_2/i). \quad (6.52)$$

Therefore, the complete expressions for the average word and bit error probabilities are given as

$$\bar{P}_{\text{word}} \leq \sum_{d=d_{\text{min}}}^{n} \bar{A}(d)P_2(d).$$
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\[
\sum_{d_1=0}^{n} \sum_{d_2=0}^{d_1} \sum_{d_3=0}^{d_2} \left( \binom{k}{i} \right) p(d_1/i) p(d_2/i) p_x(d),
\]

and

\[
P_{\text{bit}} \leq \sum_{d_1=0}^{n} \sum_{d_2=0}^{d_1} \sum_{d_3=0}^{d_2} \left( \binom{k}{i} \right) p(d_1/i) p(d_2/i) p_x(d).
\]

To calculate the expression of equation (6.53) the distribution of the parity sequences \(d_1\) and \(d_2\) is required. This distribution can be given as [136] (the derivation is described in Appendix B)

\[
P(d_1/i) = \frac{t(k, i, d_1)}{\sum_{d_1} t(k, i, d_1)} = \frac{t(k, i, d_2)}{\binom{k}{i}},
\]

where \(t(l, i, d_1)\), which can be found from the code’s transfer function, is the number of paths of length \(l\), input weight \(i\), and output weight \(d_1\), starting and ending in the all zero state. With \(P(d/i)\), the performance of turbo codes can be studied on various statistical channels by formulating the two-codeword probability \(P_2(d)\) for the channel of interest and using (6.53). In the sequel, we derive \(P_2(d)\) for the Gilbert-Elliott channel.

6.6.2 \(P_2(d)\) for the Gilbert-Elliott Channel

If the channel state is known exactly to the decoder we assume that amongst the \(d\) bits in which the wrong path and the correct path differ, there are \(d_B\) in the bad state and \(d_C = d - d_B\) in the good state. Amongst the bits in the bad states, there are \(e_B\) bits in error and amongst the “good” bits \(e_C\) are in error.

Let \(CM^{(i)}\) and \(CM^{(o)}\) be the metric of the wrong path and the correct path respectively.

\[
CM^{(i)} = e_B \log(I - P_x(B)) + (d_B - e_B) \log P_x(B) + e_i \log(I - P_x(G)) + (d_i - e_i) \log P_x(G)
\]

\[
CM^{(o)} = (d_B - e_B) \log(I - P_x(B)) + e_B \log P_x(B) + (d_i - e_i) \log(I - P_x(G)) + e_i \log P_x(G)
\]

The probability of error in the pairwise comparison of the metrics \(CM^{(i)}\) and \(CM^{(o)}\) is

\[
P_2(d) = P_x(CM^{(i)} > CM^{(o)})
\]
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If both metric values are equal, a random choice with probability 1/2 is made.

If we substitute equation (6.55) and (6.56) into (6.57) we obtain

\[ P_2(d) = P_r \{ (d_G + C d_B) < 2 (e_G + C e_B) \}, \]  

where \( C \) is the metric ratio defined as

\[ C = \frac{\log(1 - P_e(B))/P_e(B)}{\log(1 - P_e(G))/P_e(G)}. \]  

(6.59)

To evaluate \( P_2(d) \), we need the probability distribution for being in the bad state \( d_B \) times out of \( d \), \( P_d(d_B) \), and the distribution for being in the good state \( d_G \) times out of \( d \), \( P_d(d_G) \). We show that (see proof in Appendix C)

\[ P_d(d_B) = \begin{cases} 
(1-b)^{d_B-1} \pi_G, & d_B = 0 \\
\left[ P_d(d_B/GG) + P_d(d_B/GB) \right] P_G + \left[ P_d(d_B/GB) + P_d(d_B/BB) \right] P_B, & 1 \leq d_B < d \\
(1-g)^{d_B-1} \pi_B, & d_B = d 
\end{cases} \]  

(6.60)

where

\[ P_d(d_B/GG) = \sum_{i=1}^{\min(d_B,d)} \binom{d - d_B - 1}{i-1} \binom{d_B - 1}{i-1} (1-b)^{d_B-i} b^i (1-g)^{d-B-i} g_{i}, \]  

(6.61a)

\[ P_d(d_B/GB) = \sum_{i=1}^{\min(d_B,d) - d_B + 1} \binom{d - d_B - 1}{i-1} \binom{d_B - 1}{i-1} (1-b)^{d_B-i} b^i (1-g)^{d-B-i} g_{i}, \]  

(6.61b)

\[ P_d(d_B/GB) = \sum_{i=1}^{\min(d_B,d) - d_B + 1} \binom{d - d_B - 1}{i-1} \binom{d_B - 1}{i-1} (1-b)^{d_B-i} b^i (1-g)^{d-B-i} g_{i}, \]  

(6.61c)

\[ P_d(d_B/BB) = \sum_{i=2}^{d_B} \binom{d - d_B - 1}{i-2} \binom{d_B - 1}{i-1} (1-b)^{d_B-i} b^i (1-g)^{d-B-i} g_{i}. \]  

(6.61d)

Here \( P_d(d_B/GG) \) is the conditional probability of being \( d_B \) times in the bad state, conditioned on being in the good state both the first and the last instants of time, and the other conditional probabilities are defined accordingly.

Likewise,

\[ P_d(d_G) = \begin{cases} 
(1-g)^{d_G-1} \pi_G, & d_G = 0 \\
\left[ P_d(d_G/CG) + P_d(d_G/GB) \right] P_G + \left[ P_d(d_G/GB) + P_d(d_G/BB) \right] P_B, & 1 \leq d_G < d \\
(1-b)^{d_G} \pi_G, & d_G = d 
\end{cases} \]  

(6.62)
where

\[ P_d(d_G/GG) = \sum_{i=2}^{\min(d_G,d_G+1)} \left( \begin{array}{c} d - d_G - 1 \\ i - 2 \end{array} \right) \left( \begin{array}{c} d_G - 1 \\ i - 1 \end{array} \right) (1-b)^{d_G-i} b^{i-1} (1-g)^{d_G-i} g^{i-1} \]  \hspace{1cm} (6.63a)

\[ P_d(d_G/GB) = \sum_{i=1}^{\min(d_G,d_G-1)} \left( \begin{array}{c} d - d_G - 1 \\ i - 1 \end{array} \right) \left( \begin{array}{c} d_G - 1 \\ i - 1 \end{array} \right) (1-b)^{d_G-i} b^{i-1} (1-g)^{d_G-i} g^{i} \]  \hspace{1cm} (6.63b)

\[ P_d(d_G/BG) = \sum_{i=1}^{\min(d_G,d_G-1)} \left( \begin{array}{c} d - d_G - 1 \\ i - 1 \end{array} \right) \left( \begin{array}{c} d_G - 1 \\ i - 1 \end{array} \right) (1-b)^{d_G-i} b^{i-1} (1-g)^{d_G-i} g^{i} \]  \hspace{1cm} (6.63c)

\[ P_d(d_G/BB) = \sum_{i=2}^{\min(d_G+1,d_G+1)} \left( \begin{array}{c} d - d_G - 1 \\ i - 2 \end{array} \right) \left( \begin{array}{c} d_G - 1 \\ i - 1 \end{array} \right) (1-b)^{d_G-i} b^{i-1} (1-g)^{d_G-i} g^{i-1} \]  \hspace{1cm} (6.63d)

The conditional probabilities here are also defined as above.

Thus

\[ P_d(d) = \sum_{d_B} \sum_{d_G} \sum_{e_B} \sum_{e_G} \left( \begin{array}{c} d_B \\ d_G \end{array} \right) P_e(B)^{d_B} (1-P_e(B))^{d_B-d_G} P_d(d_G) P_e(G)^{d_G} (1-P_e(G))^{d_G-e_G} P_d(d_G) \]  \hspace{1cm} (6.64)

if we restrict the summation over \( e_B \) and \( e_G \) to those value \( e_B \) and \( e_G \) which fulfill the inequality in (6.58) and introduce the factor 1/2 in case of equality.

### 6.7 TURBO DECODER FOR GILBERT-ELLIOTT CHANNEL

#### 6.7.1 Original Turbo Decoder

Because the optimal decoder is too complex, the turbo decoder provides a suboptimal alternative that iteratively passes log-likelihood information between a pair of MAP decoders matched to each of the component encoders. The turbo decoding algorithm has been well documented in Chapter 2 and Appendix A, thus it will not be repeated here. Of particular interest, however, are the branch transition probabilities which are needed for turbo decoder calculations. The computation of branch transition probabilities depend on the channel, so they play a key role in the design of the turbo decoder for the Gilbert-
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Elliott channel model. Let $s_k$ be the state of the first encoder at time $k$. The branch transition probabilities used by the MAP algorithm are calculated as

$$\gamma_k(s', s) = p(s_{k+1} = s, z_k' / s_k = s'),$$  (6.65)

where we have defined $z_k'$ and $z_k''$ as the received decision variables originating from the systematic and parity symbols respectively. The above equation can be rewritten as

$$\gamma_k(s', s) = Pr(s_{k+1} = s')Pr(z_k' / s_{k+1} = s')Pr(z_k'' / s_{k+1} = s'),$$  (6.66)

where $u_k$ corresponds to the event $s' \rightarrow s$. It can be shown that

$$Pr(u_k) = A_k \exp \left[ \frac{u_k^2}{2} \right],$$  (6.67)

where $A_k$ is a constant not depending on $u_k$ and

$$L^c(u_k) = \log \left( \frac{Pr(u_k = +1)}{Pr(u_k = -1)} \right)$$  (6.68)

is the extrinsic information.

6.7.2 Modification to the Turbo Decoder

The turbo decoding algorithm is dependent on what information is available to the turbo decoder. We consider two cases: known channel state and unknown state but known steady state probabilities $\pi_G$ and $\pi_B$.

If the state, $G$ or $B$, is known, then the modification to the turbo decoder is straightforward. The turbo decoder can simply use the relevant noise variance to calculate the branch transition probabilities. Thus, (6.66) can be calculate using

$$p(z_k' / u_k) = \frac{1}{\sqrt{\pi N_j}} \exp \left[ -\frac{1}{N_j} (z_k' - u_k j)^2 \right],$$  (6.69)

where $i \in \{s, p\}$ and $j \in \{G, B\}$.

If the channel state is unknown but the steady state probabilities are known, then (6.66) can be calculated by invoking the total probability with respect to the channel state.

$$p(z_k' / u_k) = \frac{1}{\sqrt{\pi N_{Gj}}} \exp \left[ -\frac{1}{N_{Gj}} (z_k' - u_k j)^2 \right] \pi_G + \frac{1}{\sqrt{\pi N_{Bj}}} \exp \left[ -\frac{1}{N_{Bj}} (z_k' - u_k j)^2 \right] \pi_B,$$  (6.70)
where $i \in \{s, p\}$.

### 6.8 SIMULATION MODEL AND RESULTS

For all simulations, the component encoders are rate one-half, recursive, systematic convolutional encoders with memory four and octal generators (7, 5). Gold spreading sequences of length $N = 63$ are assumed. The number of users is 10. In order to represent a wide range of mobile communication environments, the product $f_d T_s$ was considered as an independent parameter $f_m$ and simulations were performed for $f_m = 0.001, 0.01,$ and $0.1$. These values encompass the whole range of mobile communication environments ranging from cellular telephony to PCS. We assumed perfect channel side information. This means that the state of the Gilbert-Elliott burst channel and the instantaneous amplitudes for the fading channel are known to the turbo decoder. The MAP algorithm and a total of 8 decoding iterations were used. The frame size is $N_1 = 1024$ bits unless otherwise specified. The signal-to-noise threshold on the Gilbert-Elliott channel model is 10 dB for $f_m = 0.1$, 0.01 and 14 dB for $f_m = 0.001$ unless otherwise specified.

In Fig. 6.8, the performance of the system is simulated for both the Rayleigh fading channel and the equivalent Gilbert-Elliott channel model.

Since the threshold is chosen somewhat ad hoc, it is desirable that the performance of the system is not dramatically affected by a minor variation of this parameter. That this is the case can be seen in Fig. 6.9 where the performance of the system is simulated for different values of the threshold and the parameter $f_m$. It can be noted, however, that the degradation in performance increased as the normalized Doppler frequency decreases. For $f_m = 0.001$, the performance of the system at high signal-to-noise ratio is greatly affected by the choice of the threshold.
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In Fig. 6.10, the bound on the bit error rate is evaluated for different values of the normalized Doppler frequency and for various block lengths. Equations (6.36), (6.40), (6.53) and (6.64) are used. It can be noticed that the bound is useless at low signal-to-noise ratio. This behavior mimics that of similar bounds applied to totally random codes, which turbo codes resemble. This divergence is an artifact of the bound, as the actual performance of the system does not diverge at low signal-to-noise ratio. In computing these bounds, we realized that only a handful of terms \((i \leq 10, d \leq 20)\) are needed for convergence, and that this is almost independent of the values of \(Nj\) and the normalized Doppler frequency.

![Graph](image)

Fig. 6.8: Simulated bit error rate performance on the Rayleigh fading channel (dashed lines) and on the Gilbert-Elliott model (solid lines).
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Fig. 6.9: Simulated bit error rate performance on the Gilbert-Elliott channel for different values of the threshold.

Fig. 6.10: Bounds on the bit error rate for various block lengths $N_1$ and different values of the parameter $f_m$. 
In Fig. 6.11, we assess the effect of the threshold on the accuracy of the bound. We see that a minor variation in this parameter does not dramatically affect the accuracy of the bound.

A comparison of the transfer function bound with the simulated results in Fig. 6.12 confirms that the former can be used to predict the system performance in the range where obtaining sufficient data from simulations is impractical and can therefore be used to determine the coding gain.

In Fig. 6.13, we investigate the effect of the interleaver depth on the performance of the system. As should be expected, the performance of the system improves as the depth of the interleaver increases. Looking at the bit error rate of $10^{-3}$, we see that the gain of using an interleaver of depth 10, 20, 40, and 60 is 5 dB, 6 dB, 6.5 dB and 7 dB respectively. However, as the interleaver depth increases beyond 60, the improvement in performance becomes negligible. This observation was shown to be independent of the interleaver size. It is well known that reaching the Shannon limits with turbo codes seems to be approachable with only very large interleavers, causing tremendous transmission delays and prohibiting an application for delay-sensitive services.

In Fig. 6.14, we compare the performance of a code interleaver of size 100 and channel interleaver of depth 50 with the performance of very large code interleavers without channel interleaver. At an acceptable data rate (greater or equal to 9.6 kbits/s), the delay resulting from such a combination would still be acceptable even for delay-sensitive services. It can be seen that this combination outperforms a code interleaver size of even 60000. This result is very interesting in the sense that it makes turbo codes suitable for even delay-sensitive services.
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Fig. 6.11: Bounds on the bit error rate for various values of the threshold

Fig. 6.12: Transfer function bound (solid lines) versus simulation for various values of fm.
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![Graph 6.13](image)

**Fig. 6.13:** Simulated bit error rate on the interleaved Gilbert-Elliott channel model for different values of the interleaver depth. $f_m = 0.001$.

![Graph 6.14](image)

**Fig. 6.14:** Simulated bit error rate comparison of the performance of a code interleaver of size 100 on the interleaved Gilbert-Elliott channel model with a channel interleaver of depth 50 and the performance of larger code interleavers of various sizes without channel interleaving.
6.9 CONCLUSIONS

In this chapter, we consider the design and performance of a turbo-coded DS-CDMA system in a slowly varying Rayleigh fading channel and an equivalent Gilbert-Elliott model. The accuracy of using the Gilbert-Elliott model is demonstrated by comparing simulation results on both the Rayleigh fading channel and the Gilbert-Elliott model, showing that both models are equivalent for a broad class of parameters and that moderate variations in the Gilbert-Elliott model only caused small variations in the bit error rate.

We derive closed form expressions for the error probabilities in each state of the Gilbert-Elliott channel model for BPSK modulation. We also derive an expression for the pairwise-error probability for the Gilbert-Elliott channel model and expressions for the probability distribution for being in the bad state \( d_b \) times out of \( d \) and the distribution for being in the good state \( d_g \) out of \( d \) on the Gilbert-Elliott channel model. Using the transfer function bounding techniques, we obtain upper bounds on the bit-error rate for a maximum likelihood decoding of turbo codes constructed with random permutations. We obtain this upper bound as a function of the channel parameters, the interleaver parameters and the code. This bound is very useful in establishing the decoder performance in the range where obtaining sufficient data from simulations is impractical.

Finally, we assess the effect of imperfect interleaving on the GE channel model. Using the Chapman-Kolmogrov equation, we obtain the transition probabilities of an interleaved GE channel in terms of the transition probabilities of the original model. The Gilbert-Elliott model was then used to compare the performance of different interleaver sizes to see the effect of imperfect interleaving. It was found that a combination of a short code interleaver with a channel interleaver of appropriate depth could outperform a very large interleaver yet resulting in an acceptable delay for even delay-sensitive services such as interactive voice and video and thus making turbo codes suitable for such services.
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this dissertation, the concepts of turbo coding have been presented and applied to a practical digital communication system over a wireless channel. Turbo codes are a novel error correction technique that was first introduced in 1993 by a group of French researchers [27]. The essential features of turbo codes are parallel code concatenation, recursive encoding, pseudo-random interleaving, and iterative decoding.

The first phase of this research investigated stopping criteria for turbo decoding. Iterative decoding is a key feature of turbo codes. Each decoding iteration results in additional computations and decoding delay. As the decoding approaches the performance limit of a given turbo-code, any further iteration results in very little improvement. Often, a fixed number $M$ is chosen and each frame is decoded for $M$ iterations. Usually $M$ is set with the worst corrupted frames in mind. Most frames need fewer iterations to converge. It would reduce the average computation substantially without performance degradation if the decoder terminated the iterations for each individual frame immediately after the bits are correctly estimated. Four stopping criteria have been proposed and used in the literature.
We have compared the four schemes and designed a new and simple stopping criterion for turbo decoding. Our scheme was shown to be more effective, requiring no extra data storage and saving more iterations for small interleaver sizes. In addition, its performance is independent of the choice of any parameter. This work has been presented at the 2001 SATNAC conference [138], and has been published in Electronic Letters [139].

The second phase of this research involved the characterization of turbo-coded DS-CDMA systems in channels with memory. Studies of the performance of turbo-coded DS-CDMA systems are most often concerned with situations where the channel is assumed to be memoryless, since this allows for a theoretical analysis. In situations where memory is accounted for, on the other hand, the analytical results are few, and studies of the performance are obtained via simulations. We approximated the memory of the channel by a regenerative two state Markov chain, the Gilbert-Elliott channel model. The two states in this model correspond to the faded and non-faded state and the transition probabilities can be related to the communication system parameters. The dynamics of the channel are modeled as a first-order Markov chain. The accuracy of using the Gilbert-Elliott model is demonstrated by comparing simulation results on both the Rayleigh fading channel and the Gilbert-Elliott model, showing that both models are equivalent for a broad class of parameters and that moderate variations in the Gilbert-Elliott model only caused small variations in the bit error rate. Using the transfer function bounding techniques, we obtain upper bounds on the bit-error rate for a maximum likelihood decoding of turbo codes constructed with random permutations. We obtain this upper bound as a function of the channel parameters, the interleaver parameters and the code. Finally, the Gilbert-Elliott model was used to compare the performance of different interleaver sizes to see the effect of imperfect interleaving. It was found that a combination of a short code interleaver with a channel interleaver of appropriate depth could outperform a very large code interleaver yet resulting in an acceptable delay for even delay-sensitive services such as interactive voice and video and thus making turbo codes applicable to such services. This work has been submitted to IEEE transactions on Vehicular Technologies [140].
Future research should extend the work presented in Chapter 6 on the performance of turbo-coded DS-CDMA system to multipath fading channel and consider various channel impairments. It is also necessary to develop and investigate channel estimation schemes.

The concept of iterative decoding, although originally developed as a practical means for decoding turbo codes has since then found application for many other coding structures and other functionalities of a communication system. For other applications, such as multiuser detection, the complexity of full iterative decoding is prohibitive. So far, little effort has been directed towards reduced complexity alternatives for iterative decoding. Future research should aim at developing strategies for complexity reduction and evaluating them in terms of complexity/performance trade-offs.

Although bounds based on analytical methods using the uniform interleaver concept can be computed for turbo codes, the actual performance depends on the particular interleaver used in the turbo encoder. Discrepancies of two to three orders of magnitude are common. Another area of future interest would be to investigate the application of importance sampling techniques to turbo codes. Importance sampling is a Monte-Carlo technique used to reduce significantly the amount of computations and hence, the duration of simulations, required to obtain a specified precision. The basic idea of importance sampling is to generate the random inputs using a simulation distribution which increases the relative frequency of "important" events. The observed simulation data are then weighted by the importance sampling weight in order to obtain an unbiased estimator.
APPENDIX A

Derivation of Equations Used in the Turbo Decoder

This is a summary of the equations used in the turbo decoder. A more complete discussion can be found in [54] and [56].

We first discuss a modified version of the BCJR algorithm for performing symbol-by-symbol MAP decoding. We then show how this algorithm is incorporated into an iterative decoder employing two BCJR-MAP decoders. We shall require the following definitions:

- $E_1$ is a notation for encoder 1
- $E_2$ is a notation for encoder 2
- $D_1$ is a notation for decoder 1
- $D_2$ is a notation for decoder 2
- $m$ is the constituent encoder memory
- $S$ is the set of all $2^m$ constituent encoder states
- $x' = (x'_1, x'_2, ..., x'_N)$ is the encoder input word
- $x'' = (x''_1, x''_2, ..., x''_N)$ is the parity word generated by a constituent encoder
- $y_k = (y'_k, y''_k)$ is a noisy (AWGN) version of $(x'_k, x''_k)$
- $y''_a = (y''_a, y''_{a+1}, ..., y''_b)$
- $y = y'' = (y'_1, y'_2, ..., y'_N)$ is the noisy received codeword

A.1 The Modified BCJR Algorithm

In the symbol-by-symbol MAP decoder, the decoder decides $u_k = +1$ if $P(u_k = +1 | y) > P(u_k = -1 | y)$, and it decides $u_k = -1$ otherwise. More succinctly, the decision $\hat{u}_k$ is given by
\[ \hat{u}_k = \text{sign}(L(u_k)) \]  
(A.1)

where \( L(u_k) \) is the log \textit{a posteriori} probability (LAPP) ratio defined as

\[ L(u_k) = \log \left( \frac{P(u_k = +1|y)}{P(u_k = -1|y)} \right). \]  
(A.2)

Incorporating the code's trellis, this may be written as

\[ L(u_k) = \log \left( \frac{\sum_{s_k} p(s_{k-1} = s', s_k = s, y)/p(y)}{\sum_{s_k} p(s_{k-1} = s', s_k = s, y)/p(y)} \right), \]  
(A.3)

where \( s_k \in S \) is the state of the encoder at time \( k \), \( S^+ \) is the set of ordered pairs \((s',s)\) corresponding to all state transitions \((s_{k-1} = s') \rightarrow (s_k = s)\) caused by data input \( u_k = +1 \), and \( S^- \) is similarly defined for \( u_k = -1 \).

Observe that we may cancel \( p(y) \) in (A.3) which means we require only an algorithm for computing \( p(s',s,y) = p(s_{k-1} = s', s_k = s, y) \). The BCJR algorithm [54] for doing this is

\[ p(s',s,y) = \alpha_k(s') \gamma_k(s',s) \beta_k(s), \]  
(A.4)

where \( \alpha_k(s) = p(s_k = s, y_k^t) \) is computed recursively as

\[ \alpha_k(s) = \sum_{s' \in S} \alpha_{k-1}(s') \gamma_k(s',s), \]  
(A.5)

with initial conditions

\[ \alpha_0(0) = 1 \text{ and } \alpha_0(s \neq 0) = 0. \]  
(A.6)

(These conditions state that the encoder is expected to start in state 0.) The probability \( \gamma_k(s',s) \) in (A.5) is defined as

\[ \gamma_k(s',s) = p(s_k = s, y_k/s_{k-1} = s'), \]  
(A.7)

and will be discussed further below. The probabilities \( \beta_k(s) = p(y_k^t/s_k = s) \) in (A.4) are computed in a “backward” recursion as

\[ \beta_k(s') = \sum_{s \in S} \beta_{k+1}(s) \gamma_{k+1}(s',s), \]  
(A.8)

with boundary conditions

\[ \beta_N(0) = 1 \text{ and } \beta_N(s \neq 0) = 0. \]  
(A.9)
(The encoder is expected to end in state 0 after \( N \) input bits, implying that the last \( m \) input bits, called \textit{termination bits}, are also selected.)

Unfortunately, canceling the divisor \( p(y) \) in (A.3) leads to a numerically unstable algorithm. We can include division by \( p(y)/p(y_k) \) in the BCJR algorithm\(^\text{10}\) by defining the modified probabilities

\[
\tilde{\alpha}_i(s) = \frac{\alpha_i(s)}{p(y_i^*)},
\]

and

\[
\tilde{\beta}_i(s) = \frac{\beta_i(s)}{p(y_i^*/y_i^*)}.
\]

Dividing (A.4) by \( p(y)/p(y_k) = p(y_i^*/y_i^*)p(y_k^*/y_k^*) \), we obtain

\[
p(s', s/y)p(y_k) = \tilde{\alpha}_i(s)p(s', s)\tilde{\beta}_i(s).
\]

Note since \( p(y_i^*) = \sum_{s \in S} \alpha_i(s) \), the values \( \tilde{\alpha}_i(s) \) may be computed from \( \{\alpha_i(s) : s \in S\} \) via

\[
\tilde{\alpha}_i(s) = \alpha_i(s)/\sum_{s \in S} \alpha_i(s).
\]

But since we would like to avoid storing both \( \{\alpha_i(s)\} \) and \( \{\tilde{\alpha}_i(s)\} \), we can use (A.5) in (A.11) to obtain a recursion involving only \( \{\tilde{\alpha}_i(s)\} \),

\[
\tilde{\alpha}_i(s) = \frac{\sum_{s \in S} \alpha_{i-1}(s)' \beta_i(s', s)}{\sum_{s \in S} \alpha_{i-1}(s)' \gamma_i(s', s)} = \frac{\sum_{s \in S} \tilde{\alpha}_{i-1}(s)' \beta_i(s', s)}{\sum_{s \in S} \tilde{\alpha}_{i-1}(s)' \gamma_i(s', s)}.
\]

The recursion for \( \tilde{\beta}_i(s) \) can be obtained by noticing that

\[
p(y_i^*/y_i^*) = p(y_i^*) \frac{p(y_i^*/y_i^*)}{p(y_i^*/y_i^*)}
\]

\(^{10}\) Unfortunately, dividing by simply \( p(y) \) to obtain \( p(s', s/y) \) also leads to an unstable algorithm.

Obtaining \( p(s', s/y) p(y_k) \) instead of the APP \( p(s', s/y) \) presents no problem since an APP ratio is computed so that the unwanted factor \( p(y_k) \) cancels; see equation (A.14) below.
so that dividing (A.8) by this equation yields
\[
\bar{\beta}_{k-1}(s') = \frac{\sum s' \bar{\alpha}_{k-1}(s') Y_k(s', s) \bar{\beta}_k(s)}{\sum s' \bar{\alpha}_{k-1}(s') Y_k(s', s)}.
\]
(A.13)

In summary, the modified BCJR-MAP algorithm involves computing the LAPP ratio \( L(u_k) \) by combining (A.3) and (A.10) to obtain
\[
L(u_k) = \log \frac{\sum s' \bar{\alpha}_{k-1}(s') Y_k(s', s) \bar{\beta}_k(s)}{\sum s' \bar{\alpha}_{k-1}(s') Y_k(s', s)}.
\]
(A.14)

where the \( \bar{\alpha} \)'s and \( \bar{\beta} \)'s are computed recursively via (A.12) and (A.13) respectively. Clearly the \( \{\bar{\alpha}_i(s)\} \) and \( \{\bar{\beta}_i(s)\} \) share the same boundary conditions as their counterparts as given in (A.6) and (A.9). Computation of the probabilities \( Y_k(s', s) \) will be discussed shortly.

### A.2 Iterative MAP Decoding

From the Bayes' rule, the LAPP ratio for an arbitrary MAP decoder can be written as
\[
L(u_k) = \log \frac{P(y_{u_k} = +1)}{P(y_{u_k} = -1)} + \log \frac{P(u_k = +1)}{P(u_k = -1)},
\]
with the second term representing a-priori information. Since \( P(u_k = +1) = P(u_k = -1) \) typically, the a-priori term is usually zero for conventional decoders. However, for iterative decoders, D1 receives extrinsic or soft information for each \( u_k \) from D2 which serves as a-priori information. Similarly, D2 receives extrinsic information from D1 and the decoding iteration proceeds as D1→D2→D1→D2..., with the previous decoder passing soft information along to the next decoder at each half-iteration except for the
The idea behind extrinsic information is that $D_2$ provides soft information to $D_1$ for each $u_k$, using only information not available to $D_1$ (i.e., $E_2$ parity); $D_1$ does likewise for $D_2$.

An iterative decoder using component BCJR-MAP decoders was shown in Fig. 2.4. Observe how interleavers and de-interleavers are involved in arranging systematic, parity, and extrinsic information in the proper sequence for each decoder.

We now show how extrinsic information is extracted from the modified-BCJR version of the LAPP ratio embodied in (A.14). We first observe that $\gamma_k(s',s)$ may be written as (cf. equation (A.7))

$$\gamma_k(s',s) = P(s/s')p(y_k/s',s) = P(u_k)p(y_k/u_k)$$

where the event $u_k$ corresponds to the event $s' \rightarrow s$. Defining

$$L^e(u_k) = \log \left( \frac{P(u_k = +1)}{P(u_k = -1)} \right),$$

observe that we may write

$$P(u_k) = \frac{\exp \left[ -L^e(u_k)/2 \right]}{1 + \exp \left[ -L^e(u_k) \right]} \exp \left[ u_k L^e(u_k)/2 \right] = A_k \exp \left[ u_k L^e(u_k)/2 \right].$$

As for $p(y_k/u_k)$, we may write (recall $y_k = (y_k', y_k^f)$ and $x_k = (x_k', x_k^f) = (u_k, x_k^f)$)

$$p(y_k/u_k) = \exp \left[ -\frac{(y_k' - u_k)^2}{2\sigma^2} - \frac{(y_k^f - x_k^f)^2}{2\sigma^2} \right]$$

$$= \exp \left[ -\frac{y_k'^2 + u_k^2 + y_k^f^2}{2\sigma^2} \right] \exp \left[ \frac{u_k y_k'^f + x_k^f y_k^f}{\sigma^2} \right]$$

$$= B_k \exp \left[ \frac{y_k'^f u_k + y_k^f x_k^f}{\sigma^2} \right],$$

so that
\[ \gamma_k(s',s) = A_k B_k \exp\left[ u_k L'(u_k) \right] \exp\left[ \frac{u_k y_k' + x_k^p y_k^p}{\sigma^2} \right]. \] (A.16)

Now since \( \gamma_k(s',s) \) appears in the numerator (where \( u_k = +1 \)) and denominator (where \( u_k = -1 \)) of (A.14), the factor \( A_k B_k \) will cancel out as it is independent of \( u_k \). Also, since we assume transmission of the symbols \( \pm 1 \) over the channel, \( \frac{E_c}{N_0 / 2} = \frac{1}{\sigma^2} \) so that

\[ \sigma^2 = N_0 / 2 E_c \] where \( E_c = rE_h \) is the energy per channel bit. From (A.16), we then have

\[ \gamma_k(s',s) = \exp\left[ \frac{1}{2} u_k \left( L'(u_k) + L_c y_k' \right) + \frac{1}{2} L_c y_k^p x_k^p \right] \]

\[ = \exp\left[ \frac{1}{2} u_k \left( L'(u_k) + L_c y_k' \right) \right] \gamma_k'(s',s), \] (A.17)

where \( L_c = \frac{4E_c}{N_0} \) and where

\[ \gamma_k'(s',s) = \exp\left[ \frac{1}{2} L_c y_k^p x_k^p \right]. \]

Combining (A.17) with (A.14) we obtain

\[ L(u_k) = \log \left( \frac{\sum s' \alpha_{k,i}(s') \gamma_k'(s',s) \beta_i(s) C_k}{\sum s' \alpha_{k,i}(s') \gamma_k'(s',s) \beta_i(s) C_k} \right) \]

\[ = L_c y_k' + L'(u_k) + \log \left( \frac{\sum s' \alpha_{k,i}(s') \gamma_k'(s',s) \beta_i(s)}{\sum s' \alpha_{k,i}(s') \gamma_k'(s',s) \beta_i(s)} \right). \] (A.18)

where \( C_k = \exp\left[ \frac{1}{2} u_k \left( L'(u_k) + L_c y_k' \right) \right] \). The second equality follows since \( C_k (u_k = +1) \) and \( C_k (u_k = -1) \) can be factored out of the summations in the numerator and denominator, respectively. The first term in (A.18) is called the channel value, the second term represents any \( \textit{a-priori} \) information about \( u_k \) provided by a previous decoder, and the third term represents \( \textit{extrinsic information} \) that can be passed on to a subsequent decoder.
APPENDIX B

Calculation of $p(d/i)$ for the Union Bound

In this section, the calculation of $p(d/i)$ which is essential to the computation of the union bound for turbo codes is described [136]. The state transition matrix details the input/output relationship of the encoder. A sample state transition matrix is shown below for a convolutional code with generator polynomial $(7, 5)$ in octal notation.

$$
A(L, I, D) = \begin{bmatrix}
L & LID & 0 & 0 \\
0 & 0 & LD & LI \\
LID & L & 0 & 0 \\
0 & 0 & LI & LD
\end{bmatrix}.
$$

(B.1)

The rows index the states of the encoder before a transition while the columns index the states of the encoder after a transition. The monomial $L' I' D^d$ describes the input/output relationship for a specific transition. The variables $i$ and $d$ are equal to 0 or 1 depending on whether the corresponding input and output bits, respectively, are 0 or 1 and $I$, which represents the length of the path is always equal to 1.

If we define $t(l, i, d)$ as the number of paths of length $l$, input weight $i$, and output weight $d$ which start and end in the all-zero state (represented by $0^n$), then we define the transfer function as follows:

$$
T(L, I, D) = \sum_{l \geq 0} \sum_{i \geq 0} \sum_{d \geq 0} L' I' D^d t(l, i, d).
$$

(B.2)

According to [142], $T(L, I, D)$ is the $(0^n, 0^n)$ entry in the matrix

$$
\left(1 + A(L, I, D) + A(L, I, D)^2 + A(L, I, D)^3 + ... \right)A(L, I, D)^n.
$$

(B.3)

The factor $A(L, I, D)^n$ takes care of the termination edges. Since $1 + A + A^2 + A^3 + ... = (I - A)^{-1}$, it follows from Eq. (B.3) that

$$
153$$
Using Eq. (B.4) and by omitting the termination factor \( A(L, I, D)^m \), we can get the following approximation for the example state transition shown above:

\[
T(L, I, D) = \left( I_A^{-1} A(L, I, D) \right)^m \quad \text{for } m = 0.5.
\] (B.4)

If we multiply both sides of Eq. (B.5) by the denominator of the right-hand side, and take the coefficient of \( t(l, i, d) \) of both sides of the resulting equation, we obtain the following recursion

\[
t(l, i, d) = t(l-1, i, d-1) + t(l-1, i, d) + t(l-3, i-2, d-3) + t(l-3, i, d-2) - t(l-3, i, d-1) + t(l-4, i-4, d-6) - t(l-4, i-2, d-4) - t(l-4, i-2, d) + t(l-4, i, d-2) + \delta(l, i, d) - \delta(l-1, i, d-1) - \delta(l-2, i, d-1) + \delta(l-3, i, d-2) - \delta(l-3, i-2, d).
\] (B.6)

By assuming a uniform interleaver, we can compute \( p(d/i) \) for each code fragment.

\[
p(d/i) = \frac{t(N, i, d)}{\sum_d t(N, i, d')} = \binom{N}{i}.
\] (B.7)

Finally, we can calculate \( p(d/i) \) for the entire code by using

\[
p(d = d_0 + d_1 + d_2/i) = p_0(d_0/i)p_1(d_1/i)p_2(d_2/i).
\] (B.8)
APPENDIX C

Derivation of $P_d(d_B)$ and $P_d(d_G)$ for the Pairwise Error Probability

Recall that we want to find the probability of being in state $B$ exactly $d_B$ out of $d$ times, $P_d(d_B)$, and the probability of being in state $G$ exactly $d_G$ out of $d$ times, $P_d(d_G)$.

Consider $P_d(d_B)$. For the cases $d = 0$ and $d = n$, the result is trivial, since $d = 0$ means that the channel starts in the good state and never leaves it, which will happen with probability $(1 - b)^{d_B} \pi_G$, and $d = n$ means that the channel starts in the bad state and remains there, which will happen with probability $(1 - g)^{d_G} \pi_B$. Henceforth, we may therefore assume that $1 \leq d \leq n$.

The channel behavior can be depicted by one of the following four cases:

- The channel starts in the good state and ends in the good state, which will happen with probability $P_d(d_G/GG)$.
- The channel starts in the good state and ends in the bad state, which will happen with probability $P_d(d_G/GB)$.
- The channel starts in the bad state and ends in the bad state, which will happen with probability $P_d(d_B/BB)$.
- The channel starts in the bad state and ends in the good state, which will happen with probability $P_d(d_B/BG)$.

$P_d(d_B)$ is found by summing the conditional probabilities, weighted appropriately, i.e.

$$P_d(d_B) = [P_d(d_B/GG) + P_d(d_B/GB)]\pi_G + [P_d(d_B/BG) + P_d(d_B/BB)]\pi_B.$$  \hspace{1cm} (C.1)

Now, consider $P_d(d_B/GG)$, and let $i$ be the number of sojourns in the good state. The number of sojourns in the bad state is then $i - 1$. If the channel is in the bad state exactly $d_B$
out of $d$ times, then it is in the good state exactly $d - d_B$. Clearly $i \leq d - d_B$, otherwise the channel would be in the good state too many times, and $i - 1 \leq d_B$, otherwise the channel would be in the bad state too many times. The probability, apart from $d_B$ and $d$, depends on the number of times the channel state changes, not on the exact behavior of the channel. In this case, we will have:

- $i - 1$ transitions from a good state to a bad state, each of which will happen with probability $b$.
- $d - d_B - i$ transitions from a good state to a good state, each of which will happen with probability $1 - b$.
- $i - 1$ transitions from a bad state to a good state, each of which will happen with probability $g$.
- $d_B - i + 1$ transitions from a bad state to a bad state, each of which will happen with probability $1 - g$.

The probability for this specific channel behavior is given by

$$\left(1 - b\right)^{d_B - i - 1} b^{i - 1} \left(1 - g\right)^{d - i - 1} g^{i - 1}$$  \hspace{1cm} (C.2)

Now, since the number of ways $d_B$ can be expressed as a sum of $i - 1$ positive integers is

$$\binom{d_B - 1}{i - 2},$$ \hspace{1cm} (C.3)

and the number of ways that $d - d_B$ can be expressed as a sum of $i$ positive integers is

$$\binom{d - d_B - 1}{i - 1},$$ \hspace{1cm} (C.4)

we have that

$$P_{d}(d_B/GG) = \sum_{i=2}^{\min\{d_B + 1,d - d_B\}} \binom{d_B - 1}{i - 1} \binom{d - d_B - 1}{i - 1} (1 - b)^{d_B - i - 1} b^{i - 1} (1 - g)^{d - i - 1} g^{i - 1}.$$ \hspace{1cm} (C.5)

By using similar arguments, it is straightforward to derive the other conditional probabilities, and hence $P_{d}(d_B)$, which concludes the proof.

$P_{d}(d_{ii})$ is also derived similarly.
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