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ABSTRACT

Since the ascendance of CDMA (Code Division Multiple Access) as the generally accepted multiple access technology of choice for next generation networks, the rate of development of the wireless cellular communication industry has been phenomenal. Next generation wireless cellular networks offer a myriad of voice, video, data and text based information services for the future multimedia and information society. This mixed service scenario implies that the same finite resource i.e. the air interface must be shared amongst different classes of user, each with a specific quality of service. With multiple services competing for the same resource and with the inherent soft capacity nature of CDMA, call admission control becomes a formidable task. The problem is further compounded by the introduction of priorities between classes. Call admission control is an essential component of these next generation networks and the open nature of the current standards, such as UMTS (Universal Mobile Telecommunication System) allow for vendor implementation of different call admission control policies.

The main area of focus in this dissertation is on a proposed downlink, load-based, mixed service call admission policy. In a CDMA environment with symmetrical service and equal bandwidths in each direction, the uplink is commonly considered to be the bottleneck. Based on the asymmetric nature of the expected traffic in next generation networks the downlink is envisaged as the future bottleneck. Some of the more common choices for downlink call admission control include number based as well as power based call admission policies. A load-based call admission policy has been chosen as the maximum load threshold that can be supported varies with the state of the system and thus effectively models the behaviour of a soft capacity CDMA network. This dissertation presents a teletraffic performance analysis model of a load-based call admission control policy for downlink mixed service CDMA cellular networks.

The performance analysis yields customer oriented grade-of-service parameters such as call blocking probability which is essential for network planning. In our analysis we incorporate a Birth-Death Markov queuing model. This mathematical model is verified though computer simulation.
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CHAPTER 1
INTRODUCTION

1.1 Cellular Networks

Over time cellular networks have evolved from simple voice only fixed capacity networks to limitless applications of streaming data with the currently available CDMA (Code Division Multiple Access) networks. It is useful to examine some of the past generations of cellular technology to fully understand how far we have actually progressed with the currently available cellular networks.

When we speak of generation's we simply refers to a group of technologies that have certain fundamental characteristics in common. Below we examine each generation in a little detail and give some examples of each commercial technology.

1.1.1 First Generation Cellular Networks (1G)

Let us consider the 1st generation technologies. These were the first systems ever and were characterised by being analogue, circuit switched systems and carried predominately voice and little or no data services. Examples of these systems are:

Analogue Mobile Phone Systems (AMPS)

AMPS is the original standard specification for analogue mobile telephony systems. It was widely used in North America, Latin America, Eastern Europe, Australia and parts of Russia and Asia.

To optimise the use of transmission frequencies, AMPS divides geographic areas into cells. Each connection uses its own dedicated frequency - of which there are about 1,000 per cell. Two cells can use the same frequency for different connections so long as the cells are not adjacent to each other.

Total Access Communication Systems (TACS)

TACS is a mobile telephone standard originally used in Britain for the 900 MHz frequency band. The standard operates on the 900 MHz frequency band, allowing up to 1320 channels using 25 kHz channel spacing. It is designed with maximum consideration for very high subscriber densities in large urban areas as well as for sparsely populated rural area.
Nordic Mobile Telephone (NMT)

NMT is the common Nordic standard for analogue mobile telephony as established by the telecommunications administrations in Sweden, Norway, Finland and Denmark in the early 1980s. NMT systems have also been installed in some European countries, including parts of Russia, and in the Middle East and Asia.

1.1.2 Second Generation Cellular Networks (2G)

Second generations systems use a digital air interface technology yet are still circuit switched and offer voice as well as limited data facilities with data rates up to 9.6 kbps. Examples of these systems are:

Digital AMPS (D-AMPS)

This is the original American standard for digital mobile telephony used primarily in North America, Latin America, Australia and parts of Russia and Asia. D-AMPS is the digital evolution of the AMPS analogue mobile telephony system and is now known as TDMA (Time Division Multiple Access). In TDMA, the frequency band is split into a number of channels, which are stacked into short time units, so that several calls can share a single channel without interfering with one another. TDMA is used by the GSM (Global System for Mobile Communications) digital mobile standard.

TDMA is based on the IS-136 standard. It is one of the world's most widely deployed digital wireless systems. It provides a natural evolutionary path for analogue AMPS networks, offers efficient coverage and is well suited to emerging applications, such as wireless virtual private networks (VPN), and is the ideal platform for PCS (Personal Communication Services).

Global System for Mobile Communications (GSM)

GSM, which was first introduced in 1991, is one of the leading digital cellular systems. It uses a combination of FDMA (Frequency Division Multiple Access) and TDMA. Eight simultaneous calls can occupy the same radio frequency. GSM provides integrated voice mail, high-speed data, fax, paging and short message services capabilities, as well as secure communications. It offers the best voice quality of any current digital wireless standard and data rates up to 9.6 kbps.

Originally a European standard for digital mobile telephony, GSM has become the world's most widely used mobile system in use in over 100 countries. GSM networks operate on the 900 MHz and 1800 MHz waveband in Europe, Asia and Australia, parts of Africa and on the 1900 MHz waveband in North America and in parts of Latin America and Africa.
CDMA Digital Cellular (IS-95, cdmaOne)

CDMA is an IS-95 based digital technology for delivering mobile telephone services. CDMA systems have been in commercial operation since 1995, and these systems now support over 95 million subscribers worldwide. CDMA networks operate in the 800 and 1900 MHz frequency bands with primary markets in the Americas and Asia. IS-95 CDMA technology provides for voice and data services up to speeds of 64 kbps.

IS-95 CDMA systems are marketed using the name cdmaOne. The next evolutionary step for 3G services is CDMA2000, or IS-2000.

Personal Digital Communications (PDC)

PDC is a Japanese standard for digital mobile telephony in the 800 MHz and 1500 MHz bands.

1.1.3 2.5 Generation Cellular Networks (2.5G)

The move to packet switched systems brought about the coining of the term 2.5 generation since these systems were not entirely new systems but rather enhancements of existing systems. Examples of these systems are GPRS (General Packet Radio Service), EDGE (Enhanced Data rate for Global Evolution) and HSCSD (High Speed Circuit Switched Data) which have been successfully deployed in South Africa. Much higher data rates are available with 2.5 generation systems, up to 115 kbps allowing for enhanced services such as MMS (Mobile Multimedia Service). Examples of these systems are

General Packet Radio Service (GPRS)

GPRS is a packet switched technology that enables high-speed (115 kbps) wireless Internet and other data communications. GPRS will offer a tenfold increase in data throughput rates, from 9.6kbit/s to 115kbit/s. GPRS uses a packet data service, which subscribers are always connected and always on line so services will be easy and quick to access. GPRS is an evolution path for GSM and other TDMA systems.

GPRS is implemented by adding new packet data nodes and upgrading existing nodes to provide a routing path for packet data between the mobile terminal and a gateway node. The gateway node will provide interworking with external packet data networks for access to the Internet and intranets.

Enhanced Data rate for Global Evolution (EDGE)

EDGE is a technology that gives GSM the capacity to handle services for the third generation of mobile telephony. EDGE introduces a new modulation technique along with improvements in
the radio protocol that allow operators to use existing GSM frequency spectrums 800, 900, 1800 and 1900 MHz, more effectively. EDGE uses the same TDMA frame structure, logic channel and 200 kHz carrier bandwidth as today's GSM networks, which allows existing cell plans to remain intact. EDGE was developed to enable the transmission of large amounts of data at a high speed. EDGE supports data, multimedia services and applications at up to 384 Kbps. As EDGE progresses to coexistence with 3G WCDMA, data rates of up to 2 Mbps could be available.

High Speed Circuit Switched Data (HSCSD)

High Speed Circuit Switched Data (HSCSD) is a high speed implementation of GSM data techniques. It will enable users to access the Internet and other data services via the GSM network at considerably higher data rates than at present. HSCSD allows wireless data to be transmitted at 38.4 kilobits per second or even faster over GSM networks by allocating up to eight time slots to a single user.

Current data services over GSM generally allow transferring files or data and sending faxes at 9.6 kbps. With HSCSD the user will find wireless connection to the Internet much faster at 38.4 kbps, which is up to four times faster than standard GSM usage. HSCSD is especially well suited for time sensitive, real-time services. Examples could be transferring of large files with specified Quality of Service or video surveillance. Theoretical data rate of 57.6 kbps may be achieved by introducing new 14.4 kbps data coding.

1.1.4 Third Generation Cellular Networks (3G)

These types of networks offer wide area coverage up to 384kbps and local area coverage up to 2Mbps. The full range of data, voice and data services including audio, video and internet browsing is available.

The idea behind 3G is to unify the different standards that today's second generation wireless networks use. Instead of different network types being adopted in America, Europe and Japan, the plan is for a single network standard to be agreed and implemented.

In 1998, the International Telecommunications Union (ITU) called for Radio Transmission Technology (RTT) proposals for IMT-2000 (originally called Future Public Land Mobile Telecommunications Systems (FPLMTS)), the formal name for the Third Generation standard. Many different proposals were submitted; the DECT (Digital Enhanced Cordless Telephony) and TDMA/Universal Wireless Communications organisations submitted plans for the RTT to be TDMA-based, whilst all other proposals for non-satellite based solutions were based on CDMA. The main submissions were called Wideband CDMA (WCDMA) and cdma2000. The GSM players including infrastructure vendors such as Nokia and Ericsson backed WCDMA.
The North American CDMA community led by the CDMA Development Group (CDG) including infrastructure vendors such as Qualcomm and Lucent Technologies backed cdma2000.

The final recommendations by the ITU for IMT2000 stipulated the following five terrestrial Radio Interface Standards:

1. CDMA Direct Spread, known as Wideband CDMA-FDD (Frequency Division Duplex) WCDMA-FDD as well as UTRA (UMTS Terrestrial Radio Access) FDD

2. CDMA Multi-carrier known as CDMA 2000 or IS 2000

3. CDMA TDD Time Division Duplex known as WDCDMA-TDD, TD-SCDMA, UTRA (UMTS Terrestrial Radio Access) TDD

4. TDMA Single carrier known as EDGE, Enhanced Data Rates for GSM Evolution, as well as UWC, Universal Wireless Communications 136

5. TDMA Multi carrier known as DECT, Digital Enhanced Cordless Telephony

The following are two of the more prominent radio transmission standards approved for 3G systems under the IMT-2000 initiative and are commercially available across the world.

**Wideband CDMA (W-CDMA)**

W-CDMA, also known as CDMA Direct Sequence, is a 3G radio transmission technology favoured by Europe. It can be built upon existing GSM networks and represents the obvious next step for current system operators. As such, it is expected to gain widespread acceptance in most of the world, where GSM systems are prevalent.

**cdma2000**

Also called CDMA Multi-Carrier, cdma2000 is a 3G standard developed by the CDMA Development Group (CDG) and favoured by the U.S. It is derived from the narrowband cdmaOne digital standard and provides a clear evolutionary path for existing cdmaOne operators.

**3G Data rates**

The ITU has laid down some indicative minimum requirements for the data speeds that the IMT-2000 standards must support. These requirements are defined according to the degree of mobility involved when the 3G call is being made. As such, the data rate that will be available over 3G will depend upon the environment the call is being made in:
High mobility (144 kbps for rural outdoor mobile use) - This data rate is available for environments in which the 3G user is travelling more than 120 kph in outdoor environments.

Full mobility (384 kbps) - This data rate is for users travelling less than 120 kph in urban outdoor environments.

Limited mobility (At least 2 Mbps) - This data rate is with low mobility (less than 10 kph) in stationary indoor and short range outdoor environments. These kinds of maximum data rates that are often talked about when illustrating the potential for 3G technology will only therefore be available in stationary indoor environments.

UMTS (Universal Mobile Telecommunication System)

UMTS is the term used in Europe for 3G networks and is intended to make the transition from the 2nd generation networks smoother and eventually to replace them. This means that UMTS will, in the long term, support all applications current served by the 2nd generation cellular systems such as GSM and PDC [Ericsson 2006].

1.2 Admission Control in Cellular Networks

We focus our attention on admission control in the air interface as this is typically where the bottleneck occurs. The air interface is a finite resource and if the loading is allowed to increase excessively, the coverage area is reduced below the planned values and the quality of service of the existing connections cannot be guaranteed. The purpose of admission control is to ensure that the admission of a new user will not sacrifice the planned coverage area as well as the quality of the existing connections. The output of admission control is basically to accept or reject a new request to establish a radio link on the radio interface. The admission control algorithm needs to estimate the increased load of a new request on the radio interface and this must be done separately for the uplink and downlink. In fixed or hard capacity networks the admission control problem is rudimentary however with CDMA type networks it becomes somewhat challenging. CDMA networks are characterised by soft capacity in the sense that the capacity fluctuates with the number of users, each users bitrate, distance and other factors. In addition we have multiple classes or service each requiring specific bitrates as well as priorities between them which further compounds the problem. In Chapter 2 we elaborate on admission control.

1.3 Teletraffic Performance Analysis

Teletraffic theory is defined as the application of probability theory to the solutions of problems concerning planning, performance evaluation, operation and maintenance of telecommunication systems. More generally, teletraffic theory can be viewed as a discipline of planning where the tools of stochastic processes, queuing theory and numerical simulation are taken from the
disciplines of operations research. Most of the detail in this section is taken from [Iverson V 2002] and [Leijon H].

The objective of teletraffic theory can be formulated as follows: to make the traffic measurable in well defined units through mathematical models and to derive the relationship between the quality of service and system capacity in such a way that the theory becomes a tool by which investments can be planned.

The task of teletraffic theory is to design systems based on the future demand and the capacity of the system elements within certain constraints. These design constraints are typically to be as cost effective as possible whilst maintaining a predefined quality of service. It is also the task to specify methods for controlling that the actual grade of service is fulfilling its requirements and to also specify emergency actions when systems are overloaded or technical faults occur. This requires methods for forecasting the demand, methods for calculating the capacity of the systems and specifications of quantitative measures for the grade of service.

1.3.1 Mathematical Modelling

Teletraffic theory consists of the mathematical modelling of a telecommunications system or some part of it, and its behaviour when demands are made on it or by it. The task of teletraffic theory is to configure optimal systems from knowledge of user requirements and habits. All such theory is a modelling exercise as we cannot set up and examine a truly identical system, and so instead we construct a hypothetical, simplified version, with well-defined inputs, and analyse that. The validity and usefulness of the theory we develop therefore rests entirely upon the answer to the question of how satisfactory is the model? If we have little confidence in that, then no matter how sophisticated our mathematics we can have little confidence in the final results of the theory.

In order to set up our model, we must take careful consideration of a number of points:

1) What part, exactly, of a system are we interested in? Can we separate out the relevant section, and look at this in isolation; or must we treat it all at once?

2) What is the precise technical behaviour of the section we have decided on, in terms of operating times, limitations on access, dead times, detailed response to a demand, etc.?

3) How does the input stream of demands on the system behave?

4) What information do we want from our model, and how accurate must it be?

The points are all mutually dependent. It is perhaps easier to start with the incoming demand stream, and enquire how this is structured, which will itself involve some assumptions.
Typically, this stream of demands is governed very largely by chance, so that the methods of stochastic processes will be appropriate.

It appears to split the description of the traffic properties into stochastic process for arrival of call attempts and processes describing service (holding) times. These two processes are assumed to be mutually independent, meaning that the duration of a call is independent of the time the call arrived. We then need to know:

a) What (in probabilistic language) are the arrival processes of demands? and

b) What is the distribution of the work (holding times) that they bring?

The description of the arrival process may require more or less detail. In a low congestion system fresh traffic is offered by a multitude of independent subscribers, we may assume with high accuracy that, at any rate over not too long periods of time, the arrivals are pure chance i.e. that they form a Poisson process. If we are examining a system offered overflow traffic, a more complex description will be needed; and more complex still if we expect a significant proportion of repeat attempts.

Now consider the second point viz. the distribution of the work brought by a single demand. Indeed, this may have considerable qualitative variation so that if we are concerned with circuit occupancy, the “work” consists of a single continuous holding-time; whereas if we are modelling the common control of a complex processor system, it may be a sequence of disjoint tasks, of widely different types and duration. Two particularly common and important cases are however where the holding-time has a negative-exponential distribution, and where it is effectively deterministic i.e. a constant.

The following figure describes the terminology normally used. The term arrival and call are used synonymously. The inter-arrival time is the time between arrivals.

![Figure 1-1 Terminology normally used for traffic processes (Iverson V 2002)]
We can now turn our attention to point (4) above i.e. what information do we want from the model. This naturally requires at any rate some knowledge of the system behaviour (are blocked calls lost, or do they queue, for instance), and an understanding of the nature of the input process. Since that input is stochastic, the output from our model will be probabilistic, and may consist of probabilities of loss, mean delays, percentiles of processor occupancy or similar quantities. It might even be that this is only the first stage in the construction of a more complex model, in which case we may need to know complete details of the distributions of delays, of overflowing calls, or of some other quantity which affects the rest of the system. At this stage point (1) is considered.

We are now ready to attend to the details of the system engineering, point (2) above and it is at this stage that our mathematical model takes shape, and it becomes clear whether we have any hope of an analytic treatment. Finally, the whole process is repeated, until we have confidence that it is consistent and that the behaviour of the system is indeed compatible with the assumptions on the incoming demand stream and vice versa. We assume then that a model can be set up. It will necessarily be approximate in some way or other, and we must estimate how much effect this approximation will have on the results of model. If the answer is too much effect, we must reshape the model. The ultimate requirement is always for a number or set of numbers or a numerical calculation so useful tradeoffs can often be made between approximate models and approximate calculations. It may in fact not be possible to specify the input data of subscriber behaviour in as much detail as it needed, because the relevant quantities are unknown or even immeasurable. In such circumstances, the approaches are reasonable and to decide what The Reasonable Man should do and make a decision that, that is what the system shall be dimensioned to, or to analyse several models, differing only in the subscriber behaviour, and present a range of results for final decision making on other grounds. Fortunately, most quantities of interest as output from the mathematical models are remarkably robust with respect to variations in the input processes (provided, of course, that certain critical parameters like the overall traffic offered are kept constant), and so even quite simple models give remarkably accurate and useful results. It should never be forgotten however, that no matter how elaborate the mathematical solution, a bad model means unreliable results.

1.4 Dissertation Outline

This dissertation focuses on downlink call admission control aspects in mixed service CDMA cellular networks. Our objective is to present an analytical model that can successfully be used in teletraffic performance analysis. This chapter introduced the different types of cellular networks and what characterises each generation. We also touched on admission control in cellular networks and finally we examined the basic principles of teletraffic modelling and performance analysis. We then discussed the outline of this dissertation followed by a section on original contributions in this dissertation.
Chapter 2 delves into a literature review of call admission control in CDMA cellular networks starting with the basic principles of admission control. We also cover the different classes of admission policies and lastly justify our choice of a downlink load-based admission control algorithm.

The simulation model is examined in detail in Chapter 3. We begin with basic principles of simulation modelling and then describe the basic design of our software simulator for a generalised call admission policy. We incorporate a wrap around technique for the basic cellular structure such that cells are modelled so as to prevent them from being lost to the network. We then describe the statistical distributions that we have assumed for the propagation gain followed by some of our assumptions for the simulation. Finally we describe a high level flow diagram of the entire simulation where the main routine is split into several subroutines where each subroutine performs a task specific to a particular event. A basic flow diagram and pseudo code for each major subroutine is included.

In Chapter 4 we introduce our load-based call admission control policy for downlink mixed service CDMA. For simplicity and ease of understanding we consider a single class of service to define our admission policy and then in the following chapter we extend these results to two classes of service, voice and data. We define our admission constraint or condition based on the individual user load, system load and maximum system load and derive analytical expressions for these. For our analytical model we need to statistically characterise the other cell interference plus path loss in order to probabilistically express the admission condition. We proceed to determine the first and second moment of the other cell interference plus path loss and then resort to Wilkinson’s approximation to obtain a closed form expression. We incorporate into our analysis the best BS selection criteria where the user connects to the BS with the strongest path gain.

Chapter 5 extends our load-based call admission policy introduced in the previous chapter to two service classes, viz. voice and data and develops a mathematical model for this system. rate and holding time We introduce the concept of prioritising voice calls over data calls by using a resource reservation factor. Using the analytical expressions for the other cell interference plus path loss, with Wilkinson’s approximation and other assumptions, we derive expressions for the acceptance probabilities for both voice and data calls. We then model the system with a two-dimensional Birth-Death Markov model. The effects of the time varying capacity are incorporated into the arrival process through the acceptance probabilities such that our model reduces to a $G/M/\infty$ system. From our model we determine the steady state distribution for this system and from this determine the blocking probabilities and mean number of calls in the system, for both voice and data calls, as a function of arrival rates. We lastly compare our analytical and simulation results.
In Chapter 6 we summarise this dissertation and briefly discuss each chapter. We also discuss some future directions for this work.

1.5 Original Contributions

In Chapter 5 we perform a teletraffic performance analysis for a proposed multi service downlink load-based call admission control policy. We use two classes of service viz. voice and data and our analysis yields the blocking probability as well as the mean number of calls. In addition we introduce prioritisation between classes by the introduction of a resource reservation factor as shown in [Narrainen 1999].

The above contribution utilises the statistical characterisation of the downlink other cell interference plus path loss that we introduced in Chapter 4 based on [Cho J and D. Hong, 2002]. Based on Wilkinson’s approximation we incorporate the best BS selection criteria into the above analysis and although numerical computation is used the end result is an expression in closed form.

The following publications have resulted from this work or as an extension thereof:


CHAPTER 2
CALL ADMISSION CONTROL IN CDMA CELLULAR NETWORKS

2.1 Introduction

Call admission control is essentially deciding whether to admit a new user to the system given certain constraints on the system. The basic idea is to make some estimate of the existing limited resource and then consider whether sufficient resources are available to accommodate a new request. Unlike FDMA/TDMA systems with hard capacity, CDMA systems, have a soft interference limited capacity. This means that the capacity in a CDMA system is variable and fluctuates according to many different parameters. Each new call that is added to the system increases the interference level of all other ongoing calls thus affecting the quality of their connection. When we have multiple service classes as well as a priority between them the problem of admission control is further compounded, as now we have to incorporate their priority into the admission procedure. Without admission control the loading of the air interface would increase excessively resulting in the planned coverage area being reduced and the quality of the existing connections being compromised. In this manner there is a trade-off between capacity and quality [Ishikawa and Umeda 1996, 1997]. Before admitting a new user to the system, admission control needs to check that if the user is added to the system, the planned coverage area and quality of the existing connections will not be sacrificed. Admission control will either accept or reject a request from a user. The admission control algorithm estimates the load increase that the new user will cause in the radio network for both the uplink and downlink directions separately. The uplink and downlink can be decoupled, since admission control in radio resource management is made practically independent in the uplink and downlink through using different sets of codes. The uplink and downlink are run on a different basis, as the access in the former is many to one as opposed to one to many in the latter. Admission control is used to effectively achieve high traffic capacity as well as stability of the radio access network [Knutsson et.al. 1997].

UMTS has well defined structures and procedures for implementation of call admission; however the actual admission policy is open to vendor implementation. The following two principles regarding call admission are defined in [3GPP (Third Generation Partnership Project) TR 25.922 2002]. Principle 1: Admission Control is performed according to the type of required QoS (Quality of Service). "Type of service" is to be understood as an implementation specific category derived from standardised QoS parameters. Principle 2: Admission control is performed according to the current system load and the required service. The call should be blocked if none of the suitable cells can efficiently provide the service required by the user at
call set up (i.e. if considering the current load of the suitable cells, the required service is likely to increase the interference level to an unacceptable value). This would ensure that the user avoids wasting power and affecting the quality of other communications. In this case, the network can initiate a re-negotiation of resources of the on-going calls in order to reduce the traffic load. Based on the above two principles we can infer that the CAC must be interference based as well take into account priority of traffic classes.

In a CDMA environment with symmetrical service and equal bandwidths in each direction, the uplink is commonly considered to be the bottleneck. Based on the asymmetric nature of the expected traffic in next generation networks the downlink is envisaged as the future bottleneck.

Many different types of admission control have been suggested and in Section 2.2 we review and discuss some of the more popular choices starting with the basic principles of admission control and in Section 2.3 we briefly justify our choice of a downlink load-based admission policy. In Section 2.4 we summarise this chapter.

### 2.2 Admission Control Schemes

Admission control in WCDMA (UMTS) is inherently different from systems whose resources are finite and specified. The number of channels per sector is fixed in FDMA and TDMA systems such as GSM. The capacity limit is thus a hard limit and the call admission control has only to take care of the allocation of available channels, time slots, in the case of GSM. CDMA has no hard limits on the maximum capacity, which makes admission control a complex soft capacity management problem [Pollonen 2001].

At the highest level we can define a generic call admission policy using the concept of some finite resource where $RES_{th} =$ resource threshold, $RES_i =$ resource consumed by user $i$, $RES_{new} =$ resource request by new user and $N_u =$ number of users currently being served. We further assume that a one to one mapping between a user and resource. The generic call admission policy would then be:

$$\text{If } \left( \sum_{i=1}^{N} RES_i + RES_{new} \right) < RES_{th} \text{ ACCEPT else BLOCK} \quad (2.1)$$

If the current resource consumption plus the new request is less than the threshold then accept the new user request else if greater than the threshold block the new user request. $RES_{th}$ must take into account reserving some resource for erroneous transmissions as well as fluctuations in usage patterns. The above is a simple policy with no prioritisation or reservation, known as complete sharing. It can easily be extended to differentiate between different classes of users.
2.2.1 Fixed Capacity Based Admission Control

One of the simpler design choices is to consider a "worst case" scenario of a fixed and equal number of calls in each cell or the maximum total bit rate of the cell. In terms of our generic call admission policy above this is equivalent to assuming a fixed threshold of $RES_{th} = N_{\text{max}}$ equal to the maximum number of concurrent users and equal resource consumption per user [Capone 2001]. Equation (2.1) then reduces to:

$$\text{If } (N_{u} + 1) < N_{\text{max}} \text{ ACCEPT else BLOCK}$$

(2.2)

Fixed capacity admission control uses an average value of the other cell interference i.e. the ratio of the total intercell interference power to the total intracell interference power, to compute a fixed average CDMA capacity. Intracell interference refers to the interference within the cell and intercell interference refers to the interference between cells [Viterbi 1993], [Gilhousen et al. 1991], [Ishikawa and Umeda 1997], [Holma 1998]. A fairly conservative estimate is in order to ensure a good quality of service. Fixed capacity networks have always been associated with FDMA/TDMA networks and teletraffic modelling of such systems is a mature field. The basic performance analysis method is using an M/M/C queue [Cooper 1981], [Syski 1986]. This shorthand notation for describing a queuing process was mainly developed by [Kendall 1953] and has become the standard method utilised in queuing analysis. The first two letters refer to the arrival and service statistics respectively and the third the cell capacity. In the above representation M refers to an exponential distribution and C is deterministic. This approach however ignores the inherent ability of CDMA systems to cater for a flexible number of users [Narrainen 1999].

2.2.2 Infinite Capacity Based Admission Control

In these types of admission policies, we assume no hard limit on the cell capacity and accept all calls. In terms of our generic call admission policy above this is equivalent to assuming an infinite threshold. Equation (2.1) then reduces to an always accept policy:

$$\text{If } \left( \sum_{i=1}^{N_{u}} RES_{i} + RES_{\text{new}} \right) < \infty \text{ ACCEPT else BLOCK}$$

(2.3)

As the number of calls increases, there is a presumed graceful degradation in communication quality. Infinite capacity admission control was initially analysed by [Fapojuwo 1993] and other attempts that appear in the literature are based on modelling each cell as as independent M/M/$\infty$ queue [Evans and Everitt 1999(a)], [Viterbi and Viterbi 1993], [Evans and Everitt 1999(b)]. This model corresponds to a system where no calls are blocked and no calls are prematurely terminated. Infinite capacity is not really an admission policy and the network performance is poor when the number of users in the network is high [Narrainen 1999].
2.2.3 Soft Capacity Based Admission Control

Soft capacity based admission control take into account the time varying capacity of CDMA networks using the time varying interference present. In terms of our generic call admission policy above this is equivalent to assuming a variable threshold for $RES_{th}$. Equation (2.1) is then unchanged, bearing in mind $RES_{th}$ will fluctuate.

$$\text{If } \left( \sum_{i=1}^{N} RES_i + RES_{new} \right) < RES_{th} \text{ ACCEPT else BLOCK}$$ (2.4)

Soft capacity admission control can be further broken down into Interference Based and SIR (Signal to Interference) Based admission control. The fundamental difference is that in the former the total interference in the network is used in the admission decision while in the latter the user’s SIR is used.

SIR Based

A SIR based policy was proposed by Liu and Zarki [1994] and here the admission decision is made on an individual basis comparing each user’s SIR to a SIR threshold value [Jeon and Jeong 2002], [Hjelm 2000], [Narrainen 1999].

Interference Based

The total interference strategy was first proposed by Huang and Yates [1996]. With this type of admission policy a call is denied admission when the measured total power for a cell exceeds the predetermined threshold. This allows the admission policy to essentially retain the soft capacity feature of CDMA. The interference based approach support many more users than a non-interference based approach as a result of the soft capacity utilisation [Holma 1998]. This effect can be anticipated considering the inherent interference limitation of CDMA. The advantage of the total interference based solution is that all interference is treated equally without any explicit assumptions about the strength of the interference source. The total wideband interference is measured, and the admission control algorithm estimates the load increase that the establishment of a new call would cause. If the new resulting total interference would be unacceptably high, according to a predefined threshold value, the admission request would be denied [Pollonen 2001].

Within the interference based admission control schemes we also have Effective Bandwidth Based admission control [Evans and Everitt 1999(a)]. In this type of scheme each type of call is assigned an effective bandwidth lying somewhere between the mean rate and peak rate. An effective bandwidth equal to the peak rate corresponds to a very conservative admission policy which obtains no benefit from the statistical multiplexing of calls, while an effective bandwidth
equal to the mean rate corresponds to the expectation that so many calls will be multiplexed together that the variations, expected in bursty data traffic, will be averaged out to produce a non-bursty aggregate traffic stream. The actual values of effective bandwidth assigned will depend on among other factors the statistical properties of the individual traffic streams. Admission policies based on effective bandwidth are becoming more popular due to the nature of data traffic seen in third generation cellular networks [Wang & Zhuang 2006].

Another class of interference based admission control is power based admission control. The idea here is that the CDMA capacity is strictly related to power limits which prevent the power control mechanism from reaching a new equilibrium when the load is too high. In fact, the power levels are increased by the power control mechanism when interference increases to keep the SIR at the target value and, as a result, the level of power emitted with respect to the limit can be adopted as load indicator in the admission decision [Huang and Yates 1996], [Knutsson et.al. 1998], [Capone 2001]. With the uplink the primary admission control decision criterion is often determined using the total received power at the BS (Base Station) relative to the noise level. This ratio between the total received wideband power and the noise level is often referred to as the noise rise. Similarly, with the downlink the total BS downlink transmission power is used [Holma, H. and Toskala 2002], [Knutsson et.al. 1998]. Partitioning of the received signal power can also be used as an alternative to sharing the signal power across all classes. [Choi et.al 2007].

2.3 Load-based Admission Control

With load based admission control the resource as described in equation (2.1) is the load which can be calculated in different ways. The load factor can be throughput based, where it takes into account among other factors the bitrate or the load factor can be power based as described in the previous paragraph [Holma, H. and Toskala 2002]. The air interface load needs to be measured in an appropriate way if we are to base admission control on the interference levels in the air interface.

In [Sipilä et.al. 2000], [Burley 2001(a)] and [Burley 2001(b)] downlink pole equations are introduced and verified with respect to downlink capacity planning in WCDMA networks. These pole equations are the foundation of load based admission control policies. In WCDMA networks different services demand different capacity as well as different quality. Hence service dependant admission control thresholds should be employed. These service dependant thresholds should preferably depend on load estimates [Dahlman et.al. 1998]. In [Knutsson et.al. 1998] downlink admission decisions based on total received power at the BS was shown to have the best performance compared to other policies.
In this dissertation a power based load-based call admission policy has been chosen for the reasons above and since the maximum load threshold that can be supported varies with the state of the system, thus effectively modelling the behaviour of a CDMA network. Based on the asymmetric nature of the expected traffic in next generation networks the downlink is envisaged as the future bottleneck and this is where the focus of this dissertation lies.

2.4 Summary

In this chapter we explored the basic principle of call admission control in CDMA cellular networks and elaborated on the basic classes of call admission control policies. We introduced the class of load-based call admission control policies and the reasons for focusing on a downlink load-based call admission policy, which we elaborate on in Chapter 4.
CHAPTER 3
SIMULATION MODEL

3.1 Introduction

The network performance of call admission policies can be determined either through analytical or simulation models. A model of a system can be defined as a description that eliminates non-essential detail and captures the essence of the system being described and simulation may be described as a methodology whereby a system is studied by observing the response of its model to artificially generated input [Cooper, 1981 pp. 281]. Our simulation model is based heavily on the model presented by Narrainen [1999] and uses the simulation techniques proposed therein.

A simulation model is a description of the structure of the system under study and attempts to simulate a real world model. Even though we are attempting to model real world behaviour, it is inevitable that certain assumptions must be made. For example, we need to assume some distributions for the arrival statistics, service statistics, and channel fading statistics and so on. The validity of these distributions is questionable and therefore reasonable assumptions must be made. Since a simulation is an experiment in which the response to input data is observed, the output itself will be statistical in nature and will therefore require some statistical analysis for its interpretation. The proper analysis of output data is critical in order to draw general conclusions and gain real insight from the data [Cooper, 1981 pp. 284], [Gross and Harris, 1985 pp 459].

In this chapter we describe the basic design of our software simulator for a generalised call admission policy. We give a basic overview of the different components of our simulator without going into any complicated details. We begin by looking at the basic cellular structure in Section 3.2 where we incorporate a wrap around technique such that cells are modelled so as to prevent them from being lost to the network. In Section 3.3 we then describe the statistical distributions that we have assumed for the propagation gain followed by some of our assumptions for the simulation in Section 3.4. We finally describe a high level flow diagram of the entire simulation in Section 3.5 where the main routine is split into several subroutines. Each subroutine performs a task specific to a particular event. There are various processes or events that can occur during a simulation and these have been defined as a specific task that needs to be performed during the simulation. An example of these events would be a new call arrival, a call departure and so on. We also include the pseudo code for each subroutine. Lastly we summarise this chapter in Section 3.6.
3.2 Cellular Structure

Ideally our network structure would consist of a very large number of cells; however such a system can easily become cumbersome. An alternative approach is to use a smaller number of cells that adequately approximate the larger network. The immediate disadvantage of using fewer cells is the introduction of edge effects. Edge effects occur when a user is at the network boundary where effectively the user does not have any immediate neighbouring cells. To avoid this effect we model the network as a spherical grid of hexagonal cells, much like the shape of a soccer ball. Figure 3-1 illustrates how the network wraps around itself. The network consists of 30 cells with a single BS centrally located within each cell. Each cell is modelled as a hexagonal structure and the cells are numbered from 0 to 29, shaded in grey in Figure 3-1.

![Figure 3-1 Spherical network structure laid out flat](image)

We convert the above network structure to a Cartesian co-ordinate \((x,y)\) system by using the following relationship in Figure 3-2 between the radius of a regular hexagon and its width and height. The regular hexagon is made up of six equilateral triangles.
Figure 3.2 Relationship between radius, width and height of a regular hexagon

Figure 3.3 Mapping network structure to Cartesian co-ordinates
Using the standard trigonometric ratios we can define the width and height of the hexagon in relation to the radius of the hexagon $R$, which is equal to the length of the side of each equilateral triangle. If we define A and B as shown in Figure 3-3, we can then map the entire 30 cells network structure to the rectangle, and then reference each cell using Cartesian co-ordinates. With the above Cartesian co-ordinate rectangle in Figure 3-3 we can then randomly generate uniformly distributed users across the network and calculate the relative distances to each and every BS.

3.3 Path Gain

Due to shadowing, the mean value of the received signal fluctuates with a log-normal distribution. Shadowing is caused by properties of the terrain such as buildings and hills. These large objects cause diffraction and scattering losses. The effect is a very slow change in the local mean value. Shadowing is typically modelled by a log-normal random variable and consist of two components i.e. path loss due to distance and log-normal shadowing. In a typical scenario, the rate at which path loss due to distance changes is much smaller than that of log-normal shadow fading. Shadow fading has two components: one in the near field of the user, i.e. the MS (Mobile Subscriber)'s shadowing and a component which pertains solely to a link between MS and a particular BS. The BS shadowing component is independent from one BS to another. The MS shadowing component is independent between users.

The received signal power in a given position in a cell falls off with distance according to a power law. The path loss between the user and the BS is proportional to $r^m$ where $r$ is the distance between the user and BS and $m$ is a constant. $m$ ranges from 2 in free space to 5.5 in a very dense urban environment, with a typical value of 4 [Glisic and Vucetic, 1997].

$h_{k,G}$ is the path gain and is generally modelled as the product of the $m^{th}$ power of distance, $r$, and a lognormal component representing shadowing losses.

$$h_{k,G} = r_{k,G}^{-m} \times 10^{\zeta_{k,G}/10}$$

In the above equation $r_{k,G}$ is the distance of user $k$ to BS $G$, $\zeta_{k,G}$ is the decibel attenuation due to both MS and BS shadowing, and is a Gaussian random variable with zero mean and standard deviation, $\sigma$. Usually $m$ is chosen to be 4 and $\sigma^2$ is equal to 8dB. The path gain expression is then:

$$h_{k,G} = r_{k,G}^{-m} \times 10^{\zeta_{k,G}/10}$$

(3.2)
3.3.1 Greatest Path Gain

A mobile will connect to the BS with which it has the strongest path gain. This strongest path gain may not necessarily come from the closest BS. When determining the strongest path gain, we consider only two tiers of surrounding interfering BSs and assume that outside this range the interference is negligible. In Figure 3-4 below the cell that the user is physically in is indicated by the number 0 and shaded in grey. The first tier of interferers consists of six BSs numbered 1 to 6, indicated by the hatched hexagon and the second tier of interferers consists of twelve BSs numbered 7 to 18, shown in white. This gives us a total of 18 BSs which are taken into account during call admission. Once we have determined the greatest path gain, we have effectively determined which BS we will attempt to admit a new user to.

![Figure 3-4 Two tiers of interferers](image)

3.4 Assumptions

Path Gain

We assume that no fast fading occurs. We update both MS and BS components of shadow fading in our shadow fading update routine.

Mobility Model

We assume no mobility and thus no handover between cells. We do however model varying conditions using the shadow fading update routine.
Power control

We assume perfect power control per individual MS to BS connection that combats the effect of fast fading. The total BS power is shared amongst all users in the downlink and the maximum BS power limit is considered as part of the admission decision. There is no individual limit on the power per user, but rather on the total BS power.

User distribution

We assume a uniform user distribution across the entire network.

General

- There is a large number of spreading codes available at the base station such that blocking is not limited by the unavailability of spreading codes. We make this assumption since if a code shortage were to occur the system is now hard limited and the ordinary Erlang models apply
- All new arrivals follow a Poisson arrival process
- All call holding times follow an exponential distribution
- The other cell interference and intracell interference can be accurately and instantaneously measured at each MS
- A large number of mobile users is assumed in each cell such that the mean arrival rate is independent of the number of calls in progress
- Blocked calls are cleared and are assumed not to retry access immediately

3.5 Flow Diagram

The main routine is split into several subroutines where each subroutine performs a task specific to a particular event. There are various processes or events that can occur during a simulation and these have been defined as a specific task that needs to be performed during the simulation. These events can occur at specific times, random times, sequentially and may or not be interdependent. The events generally occur relative to a time frame structure where the simulation starts at a reference time, Time_Start and ends at a defined Time_End. There are two possible ways to increment the reference time in a simulator. The first method is to continuously increment the reference time by a fixed infinitesimal amount. Events are then processed whenever they match the reference time. This is known as a continuous time simulator. The second method increments the reference time only when the next event occurs. Basically the simulator automatically jumps to the time of the next event. This type of simulator is commonly known as an event driven simulator. The one advantage of an event driven
simulator is that the simulations are faster for large and complex models and time isn’t wasted waiting for the reference time to increment.

Our simulation model is thus event driven and operates on a time frame structure. Our reference time is incremented only when the next event occurs. The choice of Time_End is important as it is necessary for the system to be in steady state when we are capturing statistics. Steady state is defined as a state of statistical equilibrium and in theory can never be reached, only approached asymptotically [Cooper, 1981 pp. 289]. The practical solution is to simply ignore the initial transient events in our simulation and capture statistics after some time referred herein as Time_Steady. This time, Time_Steady must be sufficient that the initial transients have been sufficiently smoothed. To determine the Time_Steady in our simulation we tried arbitrary increasing values of Time_Steady until the statistics of the output data appear to be constant between runs. When the output statistics did not change after the Time_Steady was increased, then that particular Time_Steady was sufficient.

For our random number generation we employed the use of the IMSL(R) C Numerical Libraries Version 2.0 [Visual Numerics, Inc. 1995].

3.5.1 Main Routine

There are four main events that drive this simulation and we examine each event in a bit more detail below. The events that we have are as follows:

- Call arrival process
- Call departure process
- Update shadow fading process
- Steady state process

In addition to the above there are other routines and events that relate to initialising processes, resetting counters and capturing information for statistical analysis. These are basic events and processes that will not be elaborated on herein. At the start of the simulation, we load the network with calls to reach steady state faster. In Figure 3-5 below we describe the main routine. The simulator effectively jumps to the next event and increments they time accordingly as described in the previous section.
3.5.2 Call Arrival Process

The basic call arrival process deals with all factors relating to the arrival of a new call as explained in the following flow diagram and pseudo code.
Figure 3-6 High Level Flow Diagram for Call Arrival Process

**Pseudo Code**

- **Generate next new call arrival time**
  - Use random number generator and arrival rate

- **Generate new call parameters**
  - Holding time
- Position in Cartesian plane \((x, y)\)

- Perform calculation on new call parameters
  - Determine which BS new call is in
  - Calculate distance loss component of path gain
  - Generate new call shadow fading parameters

- Find best BS
  - Calculate path gain to two tiers of neighbouring BS
  - Determine best path gain and corresponding best BS to connect to

- Admit new call
  - If admission decision is false
    - Increment blocked call counters
  - If admission decision is true
    - Increment current call counters
    - Update network parameters such as BS power, load, etc

At the end of the call arrival process we return to the main routine where we await the next event.

3.5.3 Call Departure Process

The basic call departure process deals with all factors relating to the departure of a current call as explained in the following flow diagram and pseudo code.

Pseudo Code

- **Current call departure**
  - Decrement current call counters
  - Update network parameters such as BS power, load, etc

At the end of the call departure process we return to the main routine where we await the next event.
3.5.4 Update Shadow Fading Process

The update shadow fading process cycles through all calls and BS updating the shadow fading parameter as explained in the following flow diagram and pseudo code.
Pseudo Code

- **Update shadow fading parameters**
  - Use log-normal random number generator
  - Update network parameters such as BS power, load, etc

At the end of the update shadow fading process we return to the main routine where we await the next event.

### 3.5.5 Steady State Process

The steady state process simply resets the relevant counters such that only calls occurring after steady state has been reached will be used for reporting.

![High Level Flow Diagram for Steady State Process](image-url)

At the end of the steady state process we return to the main routine where we await the next event.

### 3.6 Summary

In this chapter we discussed the basic principles of simulation modelling. We described the basic design of our software simulator for a generalised call admission policy. We began by looking at the basic cellular structure where we incorporate a wrap around technique such that cells are modelled so as to prevent them from being lost to the network. We then described the statistical distributions that we have assumed for the propagation gain followed by some of our assumptions for the simulation. We finally described a high level flow diagram of the entire simulation where the main routine is split into several subroutines. Each subroutine performs a task specific to a particular event. We elaborated with a basic flow diagram and pseudo code for each major subroutine.
CHAPTER 4
LOAD-BASED CALL ADMISSION CONTROL POLICY

4.1 Introduction

In this chapter we introduce our load-based call admission control policy for downlink mixed service CDMA. For simplicity and ease of understanding we consider a single class of service to define our admission policy and then in the following chapter we extend these results to two classes of service, voice and data. A user can only explicitly be a voice call or data call as defined by the voice and data service class respectively. A service class is defined by its bitrate, \((E_b/N_0)\), activity factor, arrival rate and holding time. We define our admission constraint or condition based on the individual user load, system load and maximum system load and derive analytical expressions for these. For our analytical model we need to statistically characterise the other cell interference plus path loss in order to probabilistically express the admission condition. We proceed to determine the first and second moment of the other cell interference plus path loss and then resort to Wilkinson’s approximation to obtain a closed form expression. We incorporate into our analysis the best BS selection criteria where the user connects to the BS with the strongest path gain.

This chapter is organised as follows. We first present our load-based admission policy for a single class of service in Section 4.2. In Section 4.3 we statistically characterise the other cell interference plus path loss. We present our simulation and analytical results for the other cell interference plus path loss in Section 4.4 and provide a summary in Section 4.5.

4.2 Load-based Admission Policy

Assuming perfect power control, the average received \((E_b/N_0) = \gamma\) for user \(I\) is given by equation (4.1) [Sipilä et.al. 2000], where \(W\) is the bandwidth, \(R_I\) is the bitrate of user \(I\), \(h_{G,I}\) represents the path gain from the \(G^{th}\) BS to user \(I\), \(\rho\) is the orthogonality factor and is equal to zero for perfect orthogonality between channels and equal to one for no orthogonality, \(N_0\) is the thermal noise power density, \(\alpha\) is the activity factor and \(K\) is the number of interfering BSs other than the serving BS \(G\). \(P_I\) is the required transmit power for user \(I\) and \(P_{\text{tot},G}\) is the total transmitted power from the serving or reference BS \(G\) and similarly \(P_{\text{ne},G}\) is the power from neighbouring BSs. Furthermore the total BS power \(P_{\text{tot},G}\) is expressed as the sum of all the users required transmit powers within the cell, \(P_{\text{tot},G} = \sum_{I=1}^{N_G} P_I\) with \(N_G = \) total number of users in the reference cell BS \(G\).
As described in equation (4.1) above, $\gamma_i$ is the bit energy to noise density ratio and can be expressed as follows:

$$\frac{E_b}{N_0} = \gamma_i = \frac{\text{Energy per bit}}{\text{Noise power per Hertz}}$$

The numerator in (4.1) is the energy per bit and is expressed as the received despread power divided by the average bitrate, taking into account the activity factor. The first term in the denominator is the intracell interference, the second is the thermal noise power and the third term is the intercell interference as described in equation (4.3) below:

$$\left(\frac{E_b}{N_0}\right) = \gamma_i = \frac{\text{Energy per bit}}{\text{Intracell interference} + \text{Thermal noise power} + \text{Intercell interference}}$$

From (4.3) by cross multiplying and rearranging terms we may express the required transmit power for user $i$ as:

$$P_i = \left(\frac{W}{(\gamma_i \alpha_i \beta_i)} + \rho_i\right)^{-1} \left(\frac{p_{w,G} \rho_i h_{i,G}}{h_{i,G}} + \frac{N_0 W}{h_{i,G}} + \sum_{M=1}^{K} p_{w,M} h_{i,M} h_{i,G} \right)$$

We can then define

$$A_i = \left(\frac{W}{(\gamma_i \alpha_i \beta_i)} + \rho_i\right)^{-1}$$

to express the power per user $i$ as:

$$P_i = A_i \left(\frac{p_{w,G} \rho_i}{h_{i,G}} + \frac{N_0 W}{h_{i,G}} + \sum_{M=1}^{K} p_{w,M} h_{i,M} h_{i,G} \right)$$

Using this above expression for the power per user we may then express the total BS power equal to the sum of the power of all $N$ users that the BS is transmitting to as:

$$p_{w,G} = \sum_{i=1}^{N_0} P_i = \sum_{i=1}^{N_0} A_i \left(\frac{p_{w,G} \rho_i}{h_{i,G}} + \frac{N_0 W}{h_{i,G}} + \sum_{M=1}^{K} p_{w,M} h_{i,M} h_{i,G} \right).$$
After effectively multiplying the 3rd term of the summation in (4.7) above by 1 i.e. \( \left( \frac{P_{\text{int,G}}}{P_{\text{int,G}}} \right) \), we get:

\[
P_{\text{int,G}} = \sum_{i=1}^{N_G} A_i \left( P_{\text{int,G}} \rho_i + \frac{N_W}{h_G} \left( \frac{P_{\text{int,G}}}{P_{\text{int,G}}} \right) \sum_{M=1}^{K} \sum_{i=1}^{N_G} P_{\text{int,M}} h_{i,M} \right).
\]

We define the other cell interference factor, \( f_{1,G} \) as the ratio of the intercell interference to the approximate intracell interference as follows:

\[
f_{1,G} = \frac{\sum_{M=1}^{K} P_{\text{int,M}} h_{i,M}}{P_{\text{int,G}} h_G} \tag{4.9}
\]

The intercell interference i.e. the numerator in the above expression is the total received power for user \( I \). The denominator is the approximate intracell interference since it is the total BS power and includes the power transmission for user \( I \) despite the fact that this power is not interference. We assume that this power is negligible compared to the total BS power.

Using our newly defined \( f_{1,G} \) (4.9) along with \( A_i \) (4.5), we rewrite the total BS power expression, (4.8) as:

\[
P_{\text{int,G}} = P_{\text{int,G}} \sum_{i=1}^{N_G} A_i (\rho_i + f_{1,G}) + \sum_{i=1}^{N_G} A_i \left( \frac{N_W}{h_G} \right).
\]

We finally express the total BS power as:

\[
P_{\text{int,G}} = \frac{\sum_{i=1}^{N_G} A_i \left( \frac{N_W}{h_G} \right)}{\left(1 - \sum_{i=1}^{N_G} A_i (\rho_i + f_{1,G})\right)}.
\]

From the denominator of (4.11) we can define the downlink current system load as:

\[
\eta_{\text{DL}} = \sum_{i=1}^{N_G} A_i (\rho_i + f_{1,G}).
\]

and the load per individual \( I \)th user is given by:

\[
\eta_{\text{DL,I}} = A_i (\rho_i + f_{1,G}).
\]

Using (4.12), our unique load expression we can now express the total BS power (4.11) in the familiar pole equation form below:

\[
P_{\text{int,G}} = \frac{\sum_{i=1}^{N_G} A_i \left( \frac{N_W}{h_G} \right)}{\left(1 - \eta_{\text{DL}}\right)}.
\]
The pole capacity is achieved when $\eta_{DL}$ approaches 1 and the required transmit power approaches infinity. In practice however, $\eta_{DL}$ is kept well below 1 with the downlink transmit power limited to some $P_{\text{max}}$ to ensure stability of the network [Burley 2001(a), [Burley 2001(b)] [Sipilä et al. 2000], [Shin et al. 2002].

Using the fact that the total BS power must be less than some maximum BS power, $P_{\text{tot},G} \leq P_{\text{max}}$ we can derive a maximum value for the total system load as follows. Using (4.11) and (4.12) we can express the maximum BS power inequality as:

$$\sum_{i=1}^{N_G} A_i \left( \frac{N_G W}{h_i} \right) (1-\eta_{DL}) \leq P_{\text{max}}$$

and thus express the maximum system load using $C = (N_G W)/P_{\text{max}}$:

$$\eta_{DL,\text{max}} = 1 - \sum_{i=1}^{N_G} A_i \left( \frac{C}{h_i} \right).$$

4.2.1 Admission Condition

At this stage we have an expression for the current system load (4.12) and we have an expression for the maximum system load (4.16). We can now define the following admission constraint that must be satisfied in order to accept the new $(N_G + 1)^{th}$ user. After adding the contribution of a new user to both the total system load and the maximum system load, the inequality below must be satisfied in order to accept this new user,

$$\eta_{DL}^{N_G+1} \leq \eta_{DL,\text{max}}^{N_G+1}$$

where

$$\eta_{DL}^{N_G+1} = A_{N_G+1} \left( \rho_{N_G+1} + f_{N_G+1,G} \right) + \sum_{i=1}^{N_G} A_i \left( \rho_i + f_{i,G} \right)$$

and

$$\eta_{DL,\text{max}}^{N_G+1} = 1 - \sum_{i=1}^{N_G} A_i \left( \frac{C}{h_i} \right) - A_{N_G+1} \left( \frac{C}{h_{N_G+1,G}} \right).$$

We can then substitute (4.18) and (4.19) into the inequality in (4.17) to get

$$A_{N_G+1} \left( \rho_{N_G+1} + f_{N_G+1,G} \right) + \sum_{i=1}^{N_G} A_i \left( \rho_i + f_{i,G} \right) \leq 1 - \sum_{i=1}^{N_G} A_i \left( \frac{C}{h_i} \right) - A_{N_G+1} \left( \frac{C}{h_{N_G+1,G}} \right).$$
which after some manipulation will yield:

\[ \sum_{i=1}^{N_{G}^{+}} A_i \left( \rho_i + f_{i,G} + \left( \frac{C}{h_{i,G}} \right) \right) \leq 1. \]  

(4.21)

We then define the other cell interference factor plus path loss for the \( f^h \) user as

\[ f_{p,i} = f_{i,G} + \left( C/h_{i,G} \right) \]  

(4.22)

to arrive at the following inequality:

\[ \sum_{i=1}^{N_{G}^{+}} \left( A_i \rho_i + A_i f_{p,i} \right) \leq 1 \]  

(4.23)

We have now reduced our admission decision to the above constraint and can determine what we need to statistically characterise.

### 4.3 Statistical Characterisation of the Admission Condition

Upon examination of equation (4.23) we need to statistically characterise \( f_{p,i} \), the other cell interference factor plus path loss for the \( f^h \) user. We require the first moment (expectation) and the second moment in its lowest possible form. We can then assume a statistical distribution and proceed to determine the probability of accepting a new call based on the admission constraint. From equation (4.22) we have

\[ f_{p,i} = f_{i,G} + \left( C/h_{i,G} \right) \]  

(4.24)

In [Cho J and D. Hong, 2002], [Cho J, 2001] the other cell interference, \( f_{i,G} \) is statistically characterised taking into account the best BS selection criteria. We follow a similar development.

Any analysis of other cell interference involves comparison of propagation losses among two or more BS’s [Viterbi, 1995 pp. 185-186], [Viterbi 1994]. The model must then take into consideration the dependence of the propagation losses to two different BS’s from a mobile user. The classical model for the path gain shown in equation (3.2) does not consider the dependence of propagation gains from one point to two or more others. Since the propagation gains in dB are Gaussian, we assume a joint Gaussian probability density for losses to two or more BS’s. Equivalently we may express the random component of the path gain as the sum of a component in the near field of the user, \( \xi_i \), i.e. the mobile’s shadowing which is common to all BSs, and a component which pertains solely to a particular BS, \( \xi_G \) and is independent from one BS to another. Thus we may express the random component of the dB loss of the \( f^h \) user to the \( G^h \) BS as
\[ \zeta_{t,G} = a_{t,G} \hat{e}_t + b_{t,G} \hat{e}_G \]

where \( a^2 + b^2 = 1 \) \hspace{1cm} (4.25)

with

\[ E(\zeta_{t,G}) = E(\hat{e}_t) = E(\hat{e}_G) = 0 \]
\[ Var(\zeta_{t,G}) = Var(\hat{e}_t) = Var(\hat{e}_G) = \sigma^2 \quad \forall G \]
\[ E(\hat{e}_t \hat{e}_G) = 0 \quad \forall G \]
\[ E(\hat{e}_G \hat{e}_H) = 0 \quad \forall G \neq H \]

(4.26)

It is generally assumed that the near field and the BS specific path gain component have equal standard deviations giving us \( a^2 = b^2 = \frac{1}{2} \). The path gain expression is then

\[ h_{t,G} = r_{t,G}^{-10} \frac{(a_{t} + b_{t,G})}{10} \cdot \] \hspace{1cm} (4.27)

Let us now consider a cellular system where a number of BSs are distributed according to a hexagonal pattern. The user of interest, \( I \), is connected to BS, \( G \) at \((r, \theta)\) which are the polar co-ordinates of the user with respect to the BS \( G \). We have previously defined the other cell interference factor for the downlink, (4.9) as:

\[ f_{t,G} = \sum_{N=1}^{K} \frac{P_{m,N} h_{t,N}}{P_{m,G} h_{t,G}} \] \hspace{1cm} (4.28)

By assuming that on average all BS’s have equal transmitted powers [Viterbi, 1995], the other cell interference becomes

\[ f_{t,G} = \frac{\sum_{N=1}^{K} h_{t,N}}{h_{t,G}} . \] \hspace{1cm} (4.29)

The other cell interference factor plus path loss for the \( i^{th} \) user (4.24), can then be expressed as:

\[ f_{p,l} = \frac{C + \sum_{N=1}^{K} h_{t,N}}{h_{t,G}} \] \hspace{1cm} (4.30)

Using our definitions for path gain from equation (4.27) we can write \( f_{p,l} \) as

\[ f_{p,l} = \frac{C + \sum_{N=1}^{K} h_{t,N}}{h_{t,G}} \frac{\frac{(a_{t} + b_{t,G})}{10}}{10} . \] \hspace{1cm} (4.31)

After simplifying we get:
If we define:

$$M_N = T_N 10^{\frac{h(x, \cdot s_y)}{10}}$$

with

$$T_N = \left( \frac{r_i}{r_{i,N}} \right)^4$$

we can then express the other cell interference plus path loss as

$$f_{pl,i} = C r_{i,G} 10^{\frac{-a_i - b_{iC}}{10}} + \sum_{N=1}^{K} M_N$$

We can now begin to determine the expectation and second moment of the above expression. The expectation of the sum of random variables is the sum of the expectations irrespective of whether the random variables are independent or not [Yates and Goodman, 1999]. Using this result we can distribute the expectation operator to obtain $m_{pl, \theta(r, \theta)}$, the first moment of $f_{pl,i}$ at the given position $(r, \theta)$ as:

$$m_{pl, \theta(r, \theta)} = E(f_{pl,i}(r, \theta))$$

$$= E\left(C r_{i,G} 10^{\frac{-a_i - b_{iC}}{10}} + \sum_{N=1}^{K} M_N \right)(r, \theta)$$

$$= C E\left(r_{i,G} 10^{\frac{-a_i - b_{iC}}{10}}\right)(r, \theta) + \sum_{N=1}^{K} E(M_N)(r, \theta)$$

and $\psi_{pl, \theta(r, \theta)}$, the second moment of $f_{pl,i}$ at the given position $(r, \theta)$ as:

$$\psi_{pl, \theta(r, \theta)} = E\left((f_{pl,i})^2\right)(r, \theta)$$

$$= E\left(C r_{i,G} 10^{\frac{-a_i - b_{iC}}{10}} + \sum_{N=1}^{K} M_N \right)^2(r, \theta)$$

which after expanding out all the terms we get:

$$\psi_{pl, \theta(r, \theta)} = \sum_{N=1}^{K} E(M_N^2)(r, \theta) + \sum_{r=1}^{K} \sum_{N=1}^{N=1} E(M_{N} M_{r})(r, \theta))$$

$$+ C^2 E\left(r_{i,G} 10^{\frac{2(a_i + b_{iC})}{10}}\right)(r, \theta) + \sum_{N=1}^{K} \left(E(M_N r_{i,G} 10^{\frac{-a_i - b_{iC}}{10}})(r, \theta)\right).$$
4.3.1 Best BS Selection

We now begin to examine each term in (4.36) and (4.38) in more detail however we must first consider the best BS selection criterion. The received signal quality on the downlink is mainly influenced by the ratio of interference from the connected BS and that from adjacent BS’s. Since we have made the assumption of equal BS transmitted powers as described in the previous section, we have removed the dependency on BS power. Thus the only other interference component that remains is the path gain. The best BS selection criterion is where we chose the BS with the greatest path gain and not simply the closest BS. This choice has a considerable effect on the signal quality and thus must be considered in our analysis. The best BS selection criteria means that the inequality $h_{i,G} > h_{i,N}$ must be met for all $N, N \neq G$ BS in (4.36) and (4.38), we describe this as event BBS. Recall that BS G is our serving BS. Without considering the inequality, the random variables that represent the BS specific shadowing component, $\xi_G$ are independent with one another and thus their pdfs can easily be multiplied to yield a joint pdf. The joint pdf assuming a Gaussian distribution as per the previous section is given by:

$$f_x(\xi) = f_{k,3\ldots,4k}(\xi_1 \xi_2 \ldots \xi_G)$$

$$= \prod_{N=1}^{K} f_x(\xi_N)$$

$$= \prod_{N=1}^{K} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{\xi_N^2}{2\sigma^2}}$$

(4.39)

where $\xi = \{\xi_1, \xi_2, \ldots \xi_G, \ldots \xi_k\}$. The MS specific shadowing term must also be included in the analysis. Since the near field shadowing component, $\xi$ is independent from the BS shadowing component, $\xi$ we can simply multiply the pdfs $f_x$ and $f_x$ to obtain a joint pdf. Using this joint pdf and with the inequality $h_{i,G} > h_{i,N} \forall N, N \neq G$ (Event BBS) for the best BS selection we can begin to compute the expected values in equations (4.36) and (4.38).

4.3.2 First Moment of $f_{pl,i}$ at the Given Position $(r, \theta)$

We begin by determining the expected value of $M_i | (r, \theta)$ using the following method. To evaluate the expected value in (4.36) we need to use the following definition from [pp 151, Papoulis 1991]. Consider two random variables $x, y$ and $g(x,y)$ a function of $x$ and $y$, with $f_{x,y}(x,y)$ being the joint pdf of $x$ and $y$. The expected value of $g(x,y)$ is given by:

$$E(g(x,y)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x,y) f_{x,y}(x,y) dx dy.$$  

(4.40)

Using the above methodology and we begin with the last term of (4.36) and expand using (4.33) as well as condition upon event BBS to get:
Using the expression for path gain, (4.27) we may express each of the inequalities of the conditional portion of the pdf in the following way:

\[ E(M_N | r, \theta) = \int_{x} f_{\xi} (\xi | BBS) \, d\xi \]

Using the expression for path gain, (4.27) we may express each of the inequalities of the conditional portion of the pdf in the following way:

\[ h_{i,G} > h_{i,N} \]

Using (4.34) we can then simplify the inequality above in (4.42) to:

\[ 10^{\left(\frac{\xi_G}{10}\right)'} > 10^{\left(\frac{\xi_N}{10}\right)'} \]

The conditional pdf with best BS selection of BS G can then be represented as:

\[ f_{\xi}(\xi | BBS) = f_{\xi}(\xi | h_{i,G} > h_{i,J}, \ldots, h_{i,J} > h_{i,G} > h_{i,K})_{ij;J=0} \]

To evaluate the conditional expected value in (4.41) we need to use the following definition from [pp 171, Papoulis 1991]. Consider two random variables x, y some event W in sample space of x, y with Pr(W) being the probability of W occurring and g(x, y) a function of x and y and \( f_{x,y}(x,y|W) \) being the joint pdf of x and y conditioned upon event W. The expected value of g(x, y) conditioned upon event W is then given by:

\[ E(g(x,y)|W) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x,y) f_{x,y}(x,y|W) \, dx \, dy. \]
\[ f_{x,y}(x,y | W) = \begin{cases} \frac{f_{x,y}(x,y)}{\Pr[W]} & (x,y) \in W \\ 0 & \text{otherwise} \end{cases} \] (4.46)

so the expectation becomes then:

\[ E(g(x,y) | W) = \iint_{(x,y) \in W} g(x,y) \frac{f_{x,y}(x,y)}{\Pr[W]} \, dx \, dy. \] (4.47)

Back to our equation (4.41), we have a pdf that is conditioned about an event and thus when we evaluate the expectation we must divide by the probability of the event occurring and integrate the product of the joint pdf and the function over the values that constitute the sample space of the event. We begin with the probability of choosing the best BS i.e. event BBS.

The probability of event BBS occurring is the probability of \( h_{j,G} > h_{j,N} \forall N, N \neq G \). From (4.43) we can express each inequality above in terms of the BS specific shadowing as shown in (4.48) below.

\[ \text{BBS} = \{ \xi_1 < \xi_0 - \left( \frac{10}{b} \right) \log T_1 \ldots \xi_j < \xi_0 - \left( \frac{10}{b} \right) \log T_j \ldots \xi_k < \xi_0 - \left( \frac{10}{b} \right) \log T_k \} \forall j, k \neq G \] (4.48)

In order to determine the probability of this event occurring we must then integrate over all possible values of \( \xi \) for all neighbouring BSs as well as the serving BS \( G \). We use the general formula for calculating the probability of a value range occurring given its pdf as follows:

\[ \Pr(\text{BBS} | (r, \theta)) = \int_{-\infty}^{\infty} f_{\xi_0}(x_0) \prod_{j=1}^{K} \left( \int_{-\infty}^{\infty} f_{\xi_j}(x_j) \, dx_j \right) \, dx_0. \] (4.49)

Using the general expression for solving a Gaussian pdf as per our earlier assumption for \( \xi_0 \):

\[ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{x^2}{2\sigma^2}} \, dx = \left( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{x}{\sqrt{2\sigma}} \right) \right) \] (4.50)

as well the Gaussian pdf itself we can express (4.49) as:

\[ \Pr(\text{BBS} | (r, \theta)) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{x^2}{2\sigma^2}} \prod_{j=1}^{K} \left( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{bx - 10 \log T_j}{\sqrt{2b\sigma}} \right) \right) \, dx. \] (4.51)

We can now rewrite equation (4.41) using (4.47) as:

\[ E(M_n | (r, \theta)) = \int_{-\infty}^{\infty} \frac{h(x, x_0)^{k(x, x_0)}}{\Pr(\text{BBS} | (r, \theta))} f_{\xi}(x) \, dx. \] (4.52)

Expanding out the numerator as in (4.49) we arrive at:
To illustrate how we solve the above consider the following calculation. Define

\[
Y = \int_{-\infty}^{x_0 \cdot (10^9) \log T_N} 10^{-10} f_{\xi_0}(x_N) \, dx_N
\]  

(4.54)

To compute \(Y\) we use a change of variables as well as the error function. The error function is given by [pp.77, Taub & Schilling 1986]:

\[
\text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_{0}^{u} e^{-y^2} \, dy
\]

(4.55)

The error function has the value \(\text{erf}(0) = 0\), \(\text{erf}(\infty) = 1\) and \(\text{erf}(-\infty) = -1\). The complementary error function written as \(\text{erfc}\) is defined by:

\[
\text{erfc}(u) = 1 - \text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_{u}^{\infty} e^{-y^2} \, dy
\]

(4.56)

The integral in equation (4.54) is not readily evaluated however tabulated values of \(\text{erf}\) and \(\text{erfc}\) are readily available hence we perform a change of variables to bring equation (4.54) to the form of (4.56). We must first do a change of base as follows:

\[
10^{-10} = e^{\ln(10^{-10})}
\]

(4.57)

Along with the Gaussian pdf definition, equation (4.54) then becomes:

\[
Y = \int_{-\infty}^{x_0 \cdot (10^9) \log T_N} \frac{1}{\sqrt{2\pi}\sigma} \cdot e^{-\frac{x_N^2}{2\sigma^2}} \, dx_N
\]

(4.58)

We can rewrite the above as:

\[
\int_{-\infty}^{x_0 \cdot (10^9) \log T_N} \frac{1}{\sqrt{2\pi}\sigma} \cdot e^{-\frac{x_N^2}{2\sigma^2}} \, dx_N = \int_{-\infty}^{\frac{-x_N^2}{2\sigma^2}} \frac{1}{\sqrt{2\pi}\sigma} \cdot e^{-\frac{x_N^2}{2\sigma^2}} \, dx_N - \int_{-\infty}^{\frac{-x_N^2}{2\sigma^2}} \frac{1}{\sqrt{2\pi}\sigma} \cdot e^{-\frac{x_N^2}{2\sigma^2}} \, dx_N
\]

(4.59)

\[
Y = H - F
\]

with
\begin{align*}
H &= \int \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) dx \\
F &= \int \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) dx 
\end{align*}
\hspace{1cm} (4.60)

Now we know that \( H \) the first term on the right hand side (RHS) in (4.59) is simply the infinite integral over the Gaussian pdf and hence has the value 1; however since we perform a change of variables later on, we leave the expression in its current form. The second term \( F \) needs to be changed to the form of the complimentary error function, erfc. Using \( 2\sigma^2 \) as a lowest common denominator (LCD), the second term may be written as:

\begin{align*}
F &= \int \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) dx 
\end{align*}
\hspace{1cm} (4.61)

We now rewrite the quadratic as the square of a binomial to yield:

\begin{align*}
F &= \int \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) dx 
\end{align*}
\hspace{1cm} (4.62)

Simplifying the above by pulling the constant term out of the integral we then arrive at:

\begin{align*}
F &= e^{-\frac{\sigma^2(\ln(10))^2}{200}} \int \frac{1}{\sqrt{2\pi\sigma}} \exp\left(\frac{-x^2}{2\sigma^2}\right) dx 
\end{align*}
\hspace{1cm} (4.63)

If we define

\begin{align*}
y &= \frac{\sigma^2 \left( \frac{b}{10} \right) \ln(10)}{\sqrt{2\sigma}} 
\end{align*}
\hspace{1cm} (4.64)

we can write the differential as:

\begin{align*}
dx &= \frac{1}{\sqrt{2\sigma}} dy 
\end{align*}
\hspace{1cm} (4.65)

After performing a change of variables on equation(4.63) [pp 342, Thomas and Finney], using the above transformation we get:

\begin{align*}
F &= e^{-\frac{\sigma^2(\ln(10))^2}{200}} \int \frac{1}{\sqrt{2\sigma}} \exp\left(\frac{-y^2}{2\sigma^2}\right) dy 
\end{align*}
\hspace{1cm} (4.66)

Performing the same change of variables on integral \( H \) from equation (4.59) yields
\[
H = e^{-\frac{x^2}{2}} \int_{-\infty}^{\infty} e^{-y^2} \, dy
\]

(4.67)

With the aid of (4.56) we may then express these 2 integrals in terms of the error function as:

\[
F = e^{-\frac{x^2}{2}} \frac{1}{2} \text{erfc} \left( \frac{x_0 - \left( \frac{10}{b} \right) \log T_N - \sigma^2 \left( \frac{b}{10} \right) \ln(10)}{\sqrt{2}\sigma} \right)
\]

(4.68)

and

\[
H = e^{-\frac{x^2}{2}} \frac{1}{2} \text{erfc} \left( -\infty \right)
\]

\[
= e^{-\frac{x^2}{2}} \frac{1}{2} \left( 1 - \text{erf} \left( -\infty \right) \right)
\]

(4.69)

Using (4.68),(4.69) and (4.59) \( Y \) is then given by:

\[
Y = H - F
\]

(4.70)

\[
Y = e^{-\frac{x^2}{2}} - e^{-\frac{x^2}{2}} \frac{1}{2} \text{erfc} \left( \frac{x_0 - \left( \frac{10}{b} \right) \log T_N - \sigma^2 \left( \frac{b}{10} \right) \ln(10)}{\sqrt{2}\sigma} \right)
\]

(4.71)

Substituting the complimentary error function with the error function from (4.56) we get

\[
Y = e^{-\frac{x^2}{2}} - e^{-\frac{x^2}{2}} \frac{1}{2} \left( 1 - \text{erf} \left( \frac{x_0 - \left( \frac{10}{b} \right) \log T_N - \sigma^2 \left( \frac{b}{10} \right) \ln(10)}{\sqrt{2}\sigma} \right) \right)
\]

(4.72)

which with some simplification leads to

\[
Y = e^{-\frac{x^2}{2}} \left( \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{bx_0 - 10\log T_N - \sigma b \ln 10}{10\sqrt{2}} \right) \right)
\]

(4.73)

Using the above methodology we can then express equation (4.53) as:

\[
E(M_N(r, \theta)) = T_N \left[ \prod_{j=1}^{\kappa} \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{bx_0 - 10\log T_N}{\sqrt{2}\sigma} \right) \right] \Pr(BBS(r, \theta))
\]

(4.74)
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We can more succinctly write the above expression if we define the following function:

\[
S_N(x, y) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{b x - 10 \log T_N - y}{\sqrt{2b\sigma / 10\sqrt{2}}} \right) 
\]  

(4.75)

The expectation now becomes:

\[
E\left( \sum_{J=1}^{K} \frac{\sigma^2 \log r_{J}}{\sqrt{2\pi\sigma}} \int_0^{\frac{b x - 10 \log T_N - y}{\sqrt{2b\sigma / 10\sqrt{2}}} S_N(x, 1) \prod_{J=1}^{K} S_j(x, 0) \, dx}{\text{Pr}\left(BBS(r, \theta)\right)} \right) 
\]  

(4.76)

where using (4.51) and (4.75) we have:

\[
\text{Pr}\left(BBS(r, \theta)\right) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2}} \prod_{J=1}^{K} S_j(x, 0) \, dx . 
\]  

(4.77)

We now evaluate the expectation of the path loss itself which is the other term in (4.36) and (4.38). Now that the near field or MS shadowing term is no longer cancelled out as in (4.41) we must include it in the conditional pdf. Since the near field shadowing component is independent from the BS shadowing we can simply multiply \(f_{\xi} \) and \(f_{\eta} \) to obtain the joint pdf.

\[
E\left( \int_{r_{G}^{4}}^{10} \frac{\text{erf} \left( \frac{b x - 10 \log T_N - y}{\sqrt{2b\sigma / 10\sqrt{2}}} \right)}{\text{Pr}\left(BBS(r, \theta)\right)} \right) = 
\]  

(4.78)

Expanding out the integration as in (4.53) we get:

\[
E\left( \int_{r_{G}^{4}}^{10} \frac{\text{erf} \left( \frac{b x - 10 \log T_N - y}{\sqrt{2b\sigma / 10\sqrt{2}}} \right)}{\text{Pr}\left(BBS(r, \theta)\right)} \right) = 
\]  

(4.79)

After substituting using the error function as in (4.74) we get:

\[
E\left( \int_{r_{G}^{4}}^{10} \frac{\text{erf} \left( \frac{b x - 10 \log T_N - y}{\sqrt{2b\sigma / 10\sqrt{2}}} \right)}{\text{Pr}\left(BBS(r, \theta)\right)} \right) = 
\]  

(4.80)

and using equation (4.75) we get:
Using the above equation (4.81) and (4.76), $m_{P|J(r,\theta)}$ the first moment of $f_{pl,J}$ at the given position $(r, \theta)$, (4.36) can now be expressed as:

$$m_{P|J(r,\theta)} = CE\left(\left(r_{G}, 10^{-\frac{\beta_{B} \epsilon_{B}}{m_{0}}}\right) \| (r, \theta)\right) + \sum_{n=1}^{K} E\left(M_{N} \| (r, \theta)\right)$$

$$= CE\left(\left(r_{G}, 10^{-\frac{\beta_{B} \epsilon_{B}}{m_{0}}}\right) \| (r, \theta)\right) + 2\sum_{n=1}^{K} \frac{e^{-\frac{\beta_{B} \epsilon_{B}}{m_{0}N^{2}}}}{\sqrt{2\pi \sigma}} \int_{-\infty}^{\infty} \frac{e^{-\frac{x^{2}}{2\sigma^{2}}} dx}{Pr(BBS|(r, \theta))}$$

(4.82)

### 4.3.3 Second Moment of $f_{pl,J}$ at the Given Position $(r, \theta)$

We now consider $\psi_{pl,J(r,\theta)}$, the second moment of $f_{pl,J}$ from (4.38) and follow a similar development as in the previous section. We start with the first term being summed, expand using (4.33) as well as condition upon event $BBS$ to get:

$$E\left(M_{N}^{2} \| (r, \theta)\right) = \left[T_{N} \int_{-\infty}^{\infty} f_{x} (x | BBS) dx\right]$$

$$= T_{N} \int_{-\infty}^{\infty} f_{x} (x | BBS) dx$$

(4.83)

Evaluating the above by expanding out and using (4.47) yields

$$E\left(M_{N}^{2} \| (r, \theta)\right) = T_{N}^{2} \frac{\int_{-\infty}^{\infty} f_{x} (x | BBS) dx}{Pr(BBS|(r, \theta))}$$

(4.84)

After substituting using the error function we get

$$E\left(M_{N}^{2} \| (r, \theta)\right) = T_{N}^{2} \frac{\int_{-\infty}^{\infty} f_{x} (x | BBS) dx}{Pr(BBS|(r, \theta))}$$

(4.85)

and using equation (4.75) we get
\[ E\left(M_N^2(r, \theta)\right) = \frac{\sigma^2(\ln(10))^2}{50 \sqrt{2\pi \sigma}} - \frac{1}{T_N^2} \int_{-\infty}^{+\infty} \left(10^{-\frac{b_N}{2}} e^{\frac{x^2}{2}} S_N(x,2) \prod_{j=1}^{K} S_j(x,0)\right) \, dx \] 

(4.86)

Note that the constant exponential term has been multiplied by the square of 2 to yield a denominator of 50. Next we compute the expectation of the cross product terms from (4.38), expand using (4.33) as well as condition upon event BBS to get:

\[ E\left(M_N M_P(r, \theta)\right) = \int_{-\infty}^{+\infty} T_N T_P \frac{10^{-\frac{b_N}{2}} e^{\frac{x^2}{2}} S_N(x) \prod_{j=1}^{K} S_j(x,0) \Pr(BBS)}{e^{\frac{x^2}{2}} S_N(x) \prod_{j=1}^{K} S_j(x,0) \Pr(BBS)} \, dx \] 

(4.87)

Evaluating the above expanding out and using (4.47) we get:

\[ E\left(M_N M_P(r, \theta)\right) = T_N T_P \frac{\Pr(BBS)}{\int_{-\infty}^{+\infty} \left(10^{-\frac{b_N}{2}} e^{\frac{x^2}{2}} S_N(x) \prod_{j=1}^{K} S_j(x,0) \Pr(BBS)\right) \, dx} \] 

(4.88)

Using the error function we get:

\[ E\left(M_N M_P(r, \theta)\right) = T_N T_P \frac{\Pr(BBS)}{\int_{-\infty}^{+\infty} \left(10^{-\frac{b_N}{2}} e^{\frac{x^2}{2}} S_N(x) \prod_{j=1}^{K} S_j(x,0) \Pr(BBS)\right) \, dx} \] 

(4.89)

Note that the constant exponential term has two contributions to yield a denominator of 100, one from the \(N^{th}\) BS and one from the \(P^{th}\) BS. Using equation (4.75) we get:

\[ E\left(M_N M_P(r, \theta)\right) = \int_{-\infty}^{+\infty} \frac{\sigma^2(\ln(10))^2}{100 \sqrt{2\pi \sigma}} \left(10^{-\frac{b_N}{2}} e^{\frac{x^2}{2}} S_N(x,1) \prod_{j=1}^{K} S_j(x,0) \Pr(BBS)\right) \, dx \] 

(4.90)

The expected value of the square of the path loss from (4.38) and conditioned upon event BBS is given by:
Expanding out the integration using (4.47) we get:

\[
E\left(\left(r_{i,0}\right)^{10}e^{-\left(\alpha z_{i} + \beta z_{l}\right)/\gamma_{l}}\right) = r_{i,0}^{10} \int_{0}^{\infty} \int_{0}^{\infty} f_{\bar{z},z}(y, z) \Pr(BBS(z, x)) dz \, dy.
\]

Using the error function we get

\[
E\left(\left(r_{i,0}\right)^{10}e^{-\left(\alpha z_{i} + \beta z_{l}\right)/\gamma_{l}}\right) = r_{i,0}^{10} \int_{0}^{\infty} \int_{0}^{\infty} f_{\bar{z},z}(y, z) \left(\frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{y^{2}}{2\sigma^{2}}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(1 + \frac{1}{2} \text{erf}\left(\frac{y - 10\log T_{j}}{\sqrt{2b\sigma}}\right)\right) d\bar{z} d\sigma\right) dz \, dy.
\]

and using equation (4.75) we get

\[
E\left(\left(r_{i,0}\right)^{10}e^{-\left(\alpha z_{i} + \beta z_{l}\right)/\gamma_{l}}\right) = r_{i,0}^{10} \int_{0}^{\infty} \int_{0}^{\infty} \left(1 + \frac{1}{2} \text{erf}\left(\frac{y - 10\log T_{j}}{\sqrt{2b\sigma}}\right)\right) d\bar{z} d\sigma.
\]

Lastly we evaluate the fourth and final term in (4.38), expand using (4.33) as well as condition upon event \textit{BBS} to get

\[
E\left(\left(M_{N}r_{i,0}\right)^{10}e^{-\left(\alpha z_{i} + \beta z_{l}\right)/\gamma_{l}}\right) = \int_{0}^{\infty} \int_{0}^{\infty} \left(1 + \frac{1}{2} \text{erf}\left(\frac{y - 10\log T_{j}}{\sqrt{2b\sigma}}\right)\right) d\bar{z} d\sigma.
\]

Expanding out the integration using (4.47) we get
Using the error function we get

\[
E\left(\left(M_N r_{1,G}^{4} 10^{-\left(\frac{-d_0 + b_0}{10}\right)}\right)(r, \theta)\right) = 
\frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right) \int_{-\infty}^{\infty} 10^{-\frac{x}{10}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx
\]

Using (4.75), we get

\[
E\left(\left(M_N r_{1,G}^{4} 10^{-\left(\frac{-d_0 + b_0}{10}\right)}\right)(r, \theta)\right)
= \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right) \int_{-\infty}^{\infty} 10^{-\frac{x}{10}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx
\]

Using (4.75), we get

\[
E\left(\left(M_N r_{1,G}^{4} 10^{-\left(\frac{-d_0 + b_0}{10}\right)}\right)(r, \theta)\right)
= \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right) \int_{-\infty}^{\infty} 10^{-\frac{x}{10}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx
\]

Using (4.75), we get

\[
E\left(\left(M_N r_{1,G}^{4} 10^{-\left(\frac{-d_0 + b_0}{10}\right)}\right)(r, \theta)\right)
= \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right) \int_{-\infty}^{\infty} 10^{-\frac{x}{10}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx
\]

and using equation (4.75) we get

\[
E\left(\left(M_N r_{1,G}^{4} 10^{-\left(\frac{-d_0 + b_0}{10}\right)}\right)(r, \theta)\right)
= \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right) \int_{-\infty}^{\infty} 10^{-\frac{x}{10}} \exp\left(-\frac{x^2}{2\sigma^2}\right) dx
\]

Using (4.76), (4.90), (4.94) and (4.98) the second moment of \( f_{p,l} \) at the given position \((r, \theta)\) (4.38) can now be expressed as
At this juncture we have expressions for the first and second moment of $f_{p,l}$ that take into account the best BS selection criteria (Event BBS) and are conditioned upon a specific position $(r, \theta)$. The next step is to average over all feasible values of $(r, \theta)$ to yield expressions that can more readily be calculated albeit numerically.

### 4.3.4 Averaging Over All Positions

As discussed in Section 4.3.1, the effect of the best BS selection should be included in the distribution of the position of user $l$ for an exact analysis. In our case BS $G$ represents the best BS and thus user $l$ is connected to it. $f_{r, \theta}(r, \theta | \text{BBS})$ is the conditional distribution of the position of user $l$ given that it is connected to best BS $G$. With considering the best BS selection and using [pp. 84, Papoulis 1991] this conditional distribution may be expressed as:

$$f_{r, \theta}(r, \theta | \text{BBS}) = \frac{\Pr(BBS | r, \theta) f_{r, \theta}(r, \theta) \int \Pr(BBS | r, \theta) f_{r, \theta}(r, \theta) \, dr \, d\theta}{\Pr(BBS)}$$

(4.100)

where $f(r, \theta)$ is the joint pdf of $(r, \theta)$ over the possible positions of user $l$ region regardless of the connected BS and $A_0$ is the entire region that is feasible for the selection of BS $G$. To simplify the analytical procedure the region of BS $G$ is restricted to the sector of radius $D_A$ ($1 \frac{1}{2}$ times the distance between BSs) and of angle $\frac{\pi}{6}$ ($1/12$th of $2\pi$) as shown in the figure below. By symmetry, the relative position of users and BSs is the same throughout as for the sector of the figure. In our analysis we consider 11
BSs near BS \( G \) which are influential in the received other cell interference of users located on region \( \Omega_0 \) and connected to BS \( G \).

Figure 4-1 Cell Site deployment model

With a uniform distribution of users we have:

\[
f(r, \theta) = \begin{cases} 
\frac{12r}{\pi D_A^2} & 0 < r \leq D_A \text{ and } 0 \leq \theta < \pi/6 \\
0 & \text{otherwise}
\end{cases}
\]  

(4.101)

The uniform distribution is simply the inverse of the region of integration i.e. area of a circle. Since we integrate over only \(1/12\) of the circle we must multiply by 12 and \(r\) is the Jacobian to take care of the change of variables from Cartesian co-ordinates to polar co-ordinates. As defined previously in (4.77) the probability of selecting BS \( G \) at the given position is given by:

\[
Pr(BBS|(r, \theta)) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{x^2}{2\sigma^2}} \prod_{j=1}^{K} S_j(x, 0) dx
\]

(4.102)
and using the pdf defined in (4.101) and integrating over the area $A$, we can then express the probability of choosing the best BS (Event BBS) as:

$$
Pr(BBS) = \int_{0}^{D_D} \int_{0}^{\sqrt{2\pi\sigma}} \frac{1}{e^{e^{2\sigma}}} \prod_{j=1}^{K} S_j(x,0) \left( \frac{12r}{\frac{\pi D^2_A}} \right) dxdrd\theta 
$$

(4.103)

We can then use the above equations (4.101), (4.102) and (4.103) and substitute back into the conditional distribution (4.100) to yield

$$
f(r,\theta|BBS) = \frac{Pr(BBS|r,\theta)f(r,\theta)}{Pr(BBS)}
$$

$$
= \int_{0}^{\sqrt{2\pi\sigma}} \frac{1}{e^{e^{2\sigma}}} \prod_{j=1}^{K} S_j(x,0) \left( \frac{12r}{\frac{\pi D^2_A}} \right) dxdrd\theta
$$

(4.104)

0 < r \leq D_D \text{ and } 0 \leq \theta < \frac{\pi}{6}

otherwise

From equation (4.36) $m_{\phi(r,\theta)}$ is the first moment of $f_{p,l}$ given a particular position. We require the value of $m_{\phi(r,\theta)}$ averaged over all possible positions of user 1 when connected to G. The mean value $m_{\phi}$ averaged over all positions and taking into account best BS selection is given by

$$
m_{\phi} = \mathbb{E}(f_{p,l}|BBS)
$$

$$
= CE \left( (r,\theta|BBS) \right) + \sum_{N=1}^{K} \mathbb{E}(M_N|BBS)
$$

(4.105)

Starting with the last term in (4.105) above and integrating over all possible values of $(r,\theta)$ we get

$$
\mathbb{E}(M_i|BBS) = \int \int \mathbb{E}(M_i|(r,\theta)) f((r,\theta)|BBS) dr d\theta.
$$

(4.106)

After substituting for the conditional pdf from (4.104) and using (4.76), with some manipulation we arrive at

$$
E(M_i|BBS)
$$

$$
= \frac{e^{-b^2\sigma^2/10}}{\Pr(BBS)} \int_{0}^{\sqrt{2\pi\sigma}} \int_{0}^{D_D} T_i \times f(r,\theta) \times 10^{-b^2} \times \frac{e^{e^{2\sigma}}} {\sqrt{2\pi\sigma}} \times S_i(x,0) \times \prod_{j=1,j \neq GU}^{K} S_j(x,0) dxdrd\theta
$$

(4.107)

and following a similar derivation from (4.81) we can express the mean path loss as:
From (4.105) using (4.107) and (4.108), \( m_{\beta^2} \) can now be expressed as

\[
m_{\beta^2} = C E\left( r_{\beta^2} | | BBS \right) + \sum_{N=1}^{K} E\left( M_{N} | | BBS \right)
\]

Similarly from (4.38) \( \psi_{\beta^2} \) is the second moment of \( f_{\beta^2} \) given a particular position and the second moment \( \psi_{\beta^2} \) averaged over all possible positions and taking into account best BS selection (Event BBS) is given by

\[
\psi_{\beta^2} = E\left( f_{\beta^2}^{2} | | BBS \right)
\]

where using (4.86) and the conditional pdf (4.104) we have

\[
E\left( M_{N}^{2} | | BBS \right) = \frac{e^{p^{2} \left( \ln(10) \right)^{2}}}{\sqrt{2\pi \sigma \Pr(BBS)}} \int_{0}^{\infty} \int_{0}^{\infty} T_{N}^{2} \times f(r, \theta) \times 10^{-5} \times e^{2\sigma r^{2}} \times S_{N}(x,2) \times \prod_{j=1,j \neq N}^{K} S_{j}(x,0) \ dx \ dr \ d\theta
\]

and similarly using (4.90) we have

\[
E\left( M_{N} M_{V} | | BBS \right) = \frac{e^{p^{2} \left( \ln(10) \right)^{2}}}{\sqrt{2\pi \sigma \Pr(BBS)}} \int_{0}^{\infty} \int_{0}^{\infty} T_{N} T_{V} \times f(r, \theta) \times 10^{-5} \times e^{2\sigma r^{2}} \times S_{N}(x,1) S_{V}(x,1) \times \prod_{j=1,j \neq N,V}^{K} S_{j}(x,0) \ dx \ dr \ d\theta
\]
and lastly using (4.98) we have

\[
E\left( \frac{-2(a_i^2 + b_i^2)^{1/10}}{10} \right)_{\text{BBS}} = \frac{2}{\sqrt{2\pi \sigma \Pr(BBS)}} \int_0^{10} \int_0^{e^{2\sigma^2}} \frac{r_{i,i}^3 \times f(r, \theta) \times 10^5}{6} \times e^{2\sigma^2} \times \prod_{j=1}^{K} S_j(x, 0) \, dx \, d\theta
\]  

(4.113)

From (4.110) and using (4.111), (4.112), (4.113) and (4.114) \( \psi_{\beta i} \) can now be expressed as

\[
\psi_{\beta i} = \sum_{N=1}^{K} E\left( M_N \right)_{\text{BBS}} + \sum_{N=1}^{K} \sum_{N=N_1,N_{\neq P}} E\left( M_N M_P \right)_{\text{BBS}} + C^2 E\left( r_{i,i}^4 \right)_{\text{BBS}} + C \sum_{N=1}^{K} E\left( \frac{-2(a_i^2 + b_i^2)^{1/10}}{10} \right)_{\text{BBS}}
\]

\[
= \sum_{N=1}^{K} \frac{e^{2\sigma^2} \ln(10)}{\sqrt{2\pi \sigma \Pr(BBS)}} \int_0^{10} \int_0^{e^{2\sigma^2}} \frac{r_{i,i}^3 \times f(r, \theta) \times 10^5}{6} \times e^{2\sigma^2} \times \prod_{j=1}^{K} S_j(x, 0) \, dx \, d\theta
\]

(4.114)

At this stage we have expanded expressions for both the mean \( m_{\beta i} \) (4.109) and second moment \( \psi_{\beta i} \) (4.115) for the other cell interference plus path loss for the \( i \)th user \( f_{\beta i} \), where we have taken into account the best BS selection criteria and averaged over all possible positions of user \( i \). These two expressions must be solved numerically, taking all BSs into account as it is not easy to obtain a closed form expression. The results of these two expressions will yield numerical values for \( m_{\beta i} \) and \( \psi_{\beta i} \) which will be used in the next chapter in our teletraffic analysis to determine the probability of accepting a new call. We use the conventional Wilkinson’s approximation shown in [Cho J and D. Hong, 2002] and [Beaulieu, 1995], to
approximate \( f_{p,i} \) as a lognormal random variable with mean and second moment given by (4.109) and (4.115) respectively.

4.4 Results

We briefly illustrate the effect of the best BS selection on the distribution of connected users to BS G to show that the closest BS is not necessarily the one that user \( I \) will connect to. In Figure 4-2 below we have plotted the conditional pdf from (4.104) where we show the distribution of user \( I \) connected to BS G with \( \theta = 0 \). Some of the parameters we have used are listed in Table 4-1 below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation ( \sigma )</td>
<td>8</td>
</tr>
<tr>
<td>Cell diameter ( D_{\text{cell}} )</td>
<td>1</td>
</tr>
<tr>
<td>Intersite distance ( D_{\text{BS}} = \sqrt{3} \times D_{\text{cell}} )</td>
<td>( \sqrt{3} )</td>
</tr>
<tr>
<td>Radius of the sector of interest ( D_{A} = 1.5 \times D_{\text{BS}} )</td>
<td>( 1.5 \times \sqrt{3} )</td>
</tr>
<tr>
<td>Coefficient of BS shadowing ( b )</td>
<td>( \sqrt{0.5} )</td>
</tr>
</tbody>
</table>

Figure 4-2 The conditional distribution of user \( I \) that is connected to BS G
Without the best BS selection criterion and assuming that the user connects to the closest BS, the probability of the user being outside the diameter of the cell and still connected to BS $G$ is zero. We can clearly see in Figure 4-2 that when we consider the best BS selection criterion instead of simply the closest BS the user distribution outside the diameter of the cell is too large to be neglected. This result thus confirms that the effect of the best BS selection should be included in the user distribution for an exact analysis. The result obtained for the user distribution in Figure 4-2 agrees with that presented in [Cho, J. 2001].

We also compare the lognormal pdf of $f_{p,i}$ generated using the mean and second moment by (4.109) and (4.115) from our developed analytical model with that from our simulation model from Chapter 3. Some of the parameters are listed in Table 4-2 below.

In Figure 4-3 below, we can see that the analytical result from the proposed model agrees with that from our simulation model for values of the pdf greater than approximately $10^{-7}$. Values outside this range have such a low probability of occurring that we ignore them for our purposes. This analytical model can now be used with confidence in our teletraffic performance analysis in Chapter 5 and can reasonably replace a simulation model for $f_{p,i}$, the other cell interference plus path loss.

---

**Figure 4-3** Histogram and pdf of other cell interference plus path loss

---

**Table 4-2** Parameters for the lognormal distribution
### 4.5 Summary

In this chapter we presented our load-based admission policy for a single class of service. Examining this admission policy in detail we needed to statistically characterise the other cell interference plus path loss in order to express our admission policy in a closed form to subsequently determine an admission probability. We proceeded to determine the first and second moment of the other cell interference plus path loss and then resorted to Wilkinson’s approximation to obtain the closed form expression. We incorporated into our analysis the best BS selection criteria where the user connects to the BS with the strongest path gain. Then we presented a favourable comparison between our simulation and analytical results for the other cell interference plus path loss as well as the justification for the best BS selection criteria. Based on these reasonable results we can then proceed with a certain level of confidence into the next chapter.
CHAPTER 5

ANALYSIS OF A MULTI-SERVICE LOAD-BASED CALL ADMISSION CONTROL POLICY

5.1 Introduction

In this chapter we extend our load-based call admission policy introduced in the previous Chapter to two service classes, viz. voice and data and develop a mathematical model for this system. The two classes of service that we consider differ in bitrate, \((E_b/N_0)\), activity factor, arrival rate and holding time. We introduce the concept of prioritising voice calls over data calls by using a resource reservation factor. A user is defined as being explicitly either a voice call or a data call and thus the term user and call are used interchangeably. Voice calls are prioritised since they are adversely affected by latency in the network and thus we must attempt to ensure that sufficient throughput is achieved.

We use the principles of mathematical modelling discussed in Chapter 1 to perform our teletraffic analysis. Using the analytical expressions for the other cell interference plus path loss, with Wilkinson's approximation and other assumptions, we derive expressions for the acceptance probabilities for both voice and data calls. We then model the system with a two-dimensional Birth-Death Markov model. The effects of the time varying capacity are incorporated into the arrival process through the acceptance probabilities such that our model reduces to a \(G/M/\infty\) system. From our model we determine the steady state distribution for this system and from this determine the blocking probabilities and mean number of calls in the system, for both voice and data calls, as a function of arrival rates.

This chapter is organised as follows. In Section 5.2 we present our multi-service load-based admission policy where we introduce two classes of service as well as resource reservation. We derive expressions for the admission condition as an extension from the previous chapter. In Section 5.3 we derive deterministic analytical expressions for the probability of accepting a new voice or data call using the new admission conditions as well as the statistical characterisation and assumptions from the previous chapter. Section 5.4 describes our system model where we perform a teletraffic analysis and in Section 5.5 we present our results, comparing our simulated model from Chapter 3 to the analytical results from this chapter. Lastly in Section 5.6 we summarise this chapter.

5.2 Multi-service Load-Based Admission Policy

We now consider a system with two types of services: voice and data, and that a single user is exclusively a voice or data call. What differentiates each type of service is bitrate, \(R_s\), bit energy
to noise density ratio, $\gamma_k$ and activity factor $\alpha_k$. We assume that all voice calls share the same $R_{\text{voice}}$, $\gamma_{\text{voice}}$ and $\alpha_v$ and similarly all data calls share the same $R_{\text{data}}$, $\gamma_{\text{data}}$ and $\alpha_d$. For the purposes of simplification we assume that all calls, within both voice and data service classes, in the system experience the same orthogonality factor, $p_k = p \forall k$. We define $N_v$ as the number of admitted voice calls currently in the system and $N_d$ as the number of admitted data calls currently in the system. The total number of calls in the system is $N_d + N_v$. We use $j$ to represent the $j^{th}$ voice user and $v$ to represent any parameter associated with voice users. Similarly we use $k$ to represent the $k^{th}$ data user as well as $d$ to represent any parameter associated with data users. With these assumptions we can then define the following constant for all voice calls from (4.5) as

$$A_v = \left( \frac{W}{\alpha_{\text{voice}} R_{\text{voice}} \gamma_{\text{voice}}} + p \right)^{-1}$$

and similarly for all data calls

$$A_d = \left( \frac{W}{\alpha_{\text{data}} R_{\text{data}} \gamma_{\text{data}}} + p \right)^{-1}$$

We can then express the load per individual voice user as in (4.13) to be

$$\eta_{\text{DL},v} = A_v (p + f_{j,v})$$

and similarly the load per individual data user as in (4.13) to be

$$\eta_{\text{DL},d} = A_d (p + f_{k,d})$$

As per (4.12) the current system load is given by

$$\eta_{\text{DL}} = \sum_{j=1}^{N_v} A_v (p + f_{j,v}) + \sum_{k=1}^{N_d} A_d (p + f_{k,d})$$

and the maximum system load is now

$$\eta_{\text{DL},\text{max}} = 1 - \sum_{j=1}^{N_v} A_v \left( \frac{C}{h_{j,v}} \right) - \sum_{k=1}^{N_d} A_d \left( \frac{C}{h_{k,d}} \right)$$

5.2.1 Admission Condition

Using our current system load (5.5), along with the maximum system load (5.6) and load per individual voice user (5.3), we can express the following admission constraint that must be satisfied in order to accept the new $(N_v+1)^{th}$ voice call, as in the simplified form shown in (4.23) to be
\[
\sum_{j=1}^{(N_v+1)} A_j f_{p,j} + A_v \rho(N_v+1) + \sum_{k=1}^{(N_d)} A_d f_{p,k} + A_d \rho(N_d) < 1. \tag{5.7}
\]

Similarly we can define the following admission constraint that must be satisfied to accept the new \((N_d+1)^{th}\) data call, as in the simplified form shown in (4.23) to be

\[
\sum_{j=1}^{(N_v)} A_j f_{p,j} + A_v \rho(N_v) + \sum_{k=1}^{(N_d+1)} A_d f_{p,k} + A_d \rho(N_d+1) < 1 \tag{5.8}
\]

5.2.2 Resource Reservation

The basic idea from [Narrainen 2000] is that the higher priority classes have privilege over the lower priority classes at call admission phase. This policy ensures that even under relatively heavy loads, the higher priority classes have more opportunities to be accepted, resulting in a low blocking probability for these higher classes at the expense of the lower classes.

In order to prioritise voice calls over data calls at admission we employ a resource reservation scheme. We reserve \((1-\beta)\) capacity by modifying the admission conditions (5.7) and (5.8) to include \(\beta\) as described below. \(\beta\) is some fixed value < 1. If \(\beta = 1\) then voice and data have equal priority since we do not reserve any of the maximum system load. We can now express the admission condition (5.7), including the resource reservation, for the admission of a new new \((N_v+1)^{th}\) voice call as

\[
Z_{N_v,N_d}^v \leq D_{N_v,N_d}^v \tag{5.9}
\]

where

\[
Z_{N_v,N_d}^v = A_v \sum_{j=1}^{(N_v+1)} f_{p,j} + A_v \rho(N_v+1) + A_d \sum_{k=1}^{(N_d)} f_{p,k} + A_d \rho(N_d) \tag{5.10}
\]

and

\[
D_{N_v,N_d}^v = 1. \tag{5.11}
\]

The admission condition (5.8), including the resource reservation for the admission of a new new \((N_d+1)^{th}\) data call is given by

\[
Z_{N_v,N_d}^d \leq D_{N_v,N_d}^d \tag{5.12}
\]

where

\[
Z_{N_v,N_d}^d = A_v \sum_{j=1}^{(N_v)} f_{p,j} + A_v \rho(N_v) + A_d \sum_{k=1}^{(N_d+1)} f_{p,k} + A_d \rho(N_d+1) \tag{5.13}
\]

and
\[ D_{Nd}^d = \beta. \] (5.14)

The above equations in effect mean that voice and data calls share a fraction \( \beta \), of the entire capacity = 1 and that voice calls only, have access to this reserved remainder of \((1-\beta)\) of the total capacity. The following figure illustrates this concept.

![Figure 5-1 Illustration of resource reservation](image)

### 5.3 Probability of Accepting a New Call

Given our admission conditions above which include resource reservation we can now define the probability of accepting a new voice call, given that there are \(N_v\) voice calls and \(N_d\) data calls currently admitted into the system and in progress to be

\[ E_{Nd}^v = \Pr\left( Z_{Nd}^v \leq D_{Nd}^v \right). \] (5.15)

We also define the probability of accepting a new data call given that there are \(N_v\) voice calls and \(N_d\) data calls currently admitted into the system and in progress to be

\[ E_{Nd}^d = \Pr\left( Z_{Nd}^d \leq D_{Nd}^d \right). \] (5.16)

In order to numerically determine the above probabilities to be used in our teletraffic analysis we model both \(Z_{Nd}^v\) and \(Z_{Nd}^d\) as lognormal random variables. We require numerical values for the mean and second moment of both \(Z_{Nd}^v\) and \(Z_{Nd}^d\) in order to use the lognormal distribution to determine an actual probability. Both \(Z_{Nd}^v\) and \(Z_{Nd}^d\) are functions of the random variable \(f_{pl,j}\) which we have statistically characterised in the previous chapter and assumed a lognormal distribution for. The other components of \(Z_{Nd}^v\) and \(Z_{Nd}^d\) are constants which can be readily determined.

Since \(Z_{Nd}^v\) and \(Z_{Nd}^d\) are in fact summations of \(f_{pl,j}\) and other constants and if we further assume independence between the components of \(Z_{Nd}^v\) and \(Z_{Nd}^d\) we can use Wilkinson’s approximation that the sum of independent lognormal random variables is another lognormal random variable [Cho, 2002], [Beaulieu, 1995]. The conventional Wilkinson’s approximation states that the sum of lognormal random variables, \(\sum L_i\) is another lognormal random variable \(L_\ast\). The mean and variance of \(L_\ast\) is determined by matching the first and second
moment of $\sum L_i$ with that of $L_i$. The mean and second moment of $Z_{Nv, Nd}$ and $Z_{Nv, Nd}^\prime$ is determined below using the mean and second moment of $f_{pl, j}$ derived in Chapter 4.

### 5.3.1 First Moment

Using Wilkinson’s moment matching approach [Beaulieu, 1995], and using the fact that you can distribute the expectation operator and that $f_{pl, j}$ is identically distributed for every user, upon taking the expectation of (5.10) and using the substitution for $E(f_{pl, j})$ from (4.105) we get

$$m_{Z_{Nv, Nd}} = E(Z_{Nv, Nd}^*) = E\left(\sum_{j=1}^{N_v} (f_{pl, j}) + A_v \rho (N_v + 1) + A_d \sum_{k=1}^{N_d} (f_{pl, k}) + A_d \rho (N_d)\right)$$

and taking the expectation of (5.13) and using the substitution for $E(f_{pl, j})$ from (4.105) yields

$$m_{Z_{Nv, Nd}^\prime} = E(Z_{Nv, Nd}^\prime) = \sum_{j=1}^{N_v} (f_{pl, j}) + A_v \rho (N_v) + A_d \sum_{k=1}^{N_d} (f_{pl, k}) + A_d \rho (N_d + 1)$$

### 5.3.2 Second moment

The second moment of $Z_{Nv, Nd}$ using (5.10) is then given by

$$\psi_{Z_{Nv, Nd}} = E\left(\left(\sum_{j=1}^{N_v} (f_{pl, j}) + A_v \rho (N_v + 1) + A_d \sum_{k=1}^{N_d} (f_{pl, k}) + A_d \rho (N_d)\right)^2\right)$$

which we simply to

$$\psi_{Z_{Nv, Nd}^\prime} = E\left(\sum_{j=1}^{N_v} (f_{pl, j}) + A_v \rho + A_d \sum_{k=1}^{N_d} (f_{pl, k}) + A_d \rho + (N_v + 1)A_v \rho + (N_d + 1)A_d \rho\right)^2.$$
\begin{align*}
a_i &= \sum_{j=1}^{(N_v+1)} (A_i f_{pl,i}) \\
b_i &= \sum_{k=1}^{(N_d)} (A_d f_{pl,k}) \\
c_i &= \left( (N_v + 1) A_{pl} + (N_d) A_{pl} \right)
\end{align*}

Starting with the first term we get

\begin{align*}
E(a_i^2) &= E\left( \sum_{j=1}^{(N_v+1)} (A_i f_{pl,i}) \right)^2 \\
&= A_i^2 \sum_{j=1}^{(N_v+1)} E(f_{pl,i}^2) + A_i^2 \sum_{j=1}^{(N_v+1)} \sum_{l=1}^{(N_v+1)} E(f_{pl,i}) E(f_{pl,l})
\end{align*}

and rewriting using our expression for the mean and second moment of $f_{pl,i}$, (4.105) and (4.110) we get

\begin{align*}
E(a_i^2) &= A_i^2 (N_v + 1) \psi_{pl} + A_i^2 (N_v + 1)(N_v) \mu_{pl}^2.
\end{align*}

Similarly the second term in (5.21) can be expressed as

\begin{align*}
E(b_i^2) &= A_d^2 (N_d) \psi_{pl} + A_d^2 (N_d)(N_d - 1) \mu_{pl}^2.
\end{align*}

and the third as

\begin{align*}
E(c_i^2) &= \left( ((N_v + 1) A_{pl} + (N_d) A_{pl} \right)^2.
\end{align*}

The fourth term in (5.21) is

\begin{align*}
E(2a_i b_i) &= A_i A_d (N_v + 1)(N_d) \mu_{pl}^2
\end{align*}

the fifth term,

\begin{align*}
E(2a_i c_i) &= 2 c_i (N_v + 1) A_{pl} \mu_{pl}
\end{align*}

and finally the sixth term is

\begin{align*}
E(2b_i c_i) &= 2 c_i (N_d) A_{pl} \mu_{pl}.
\end{align*}

Using the above expressions (5.21) through to (5.29) we can now substitute back into (5.20) to yield the second moment of $Z'_{\mu_{pl},N_d}$ to be

\begin{align*}
\psi_{Z'_{\mu_{pl},N_d}} &= E(a_i^2) + E(b_i^2) + E(c_i^2) + E(2a_i b_i) + E(2a_i c_i) + E(2b_i c_i) \\
&= A_i^2 (N_v + 1) \psi_{pl} + A_i^2 (N_v + 1)(N_v) \mu_{pl}^2 \\
&+ A_d^2 (N_d) \psi_{pl} + A_d^2 (N_d)(N_d - 1) \mu_{pl}^2 \\
&+ \left( (N_v + 1) A_{pl} + (N_d) A_{pl} \right)^2 \\
&+ A_i A_d (N_v + 1)(N_d) \mu_{pl}^2 \\
&+ 2 c_i (N_v + 1) A_{pl} \mu_{pl} \\
&+ 2 c_i (N_d) A_{pl} \mu_{pl}.
\end{align*}

Finally, the second moment of $Z'_{\mu_{pl},N_d}$ is

\begin{align*}
\psi_{Z'_{\mu_{pl},N_d}} &= A_i^2 (N_v + 1) \psi_{pl} + A_i^2 (N_v + 1)(N_v) \mu_{pl}^2 \\
&+ A_d^2 (N_d) \psi_{pl} + A_d^2 (N_d)(N_d - 1) \mu_{pl}^2 \\
&+ \left( (N_v + 1) A_{pl} + (N_d) A_{pl} \right)^2 \\
&+ A_i A_d (N_v + 1)(N_d) \mu_{pl}^2 \\
&+ 2 c_i (N_v + 1) A_{pl} \mu_{pl} \\
&+ 2 c_i (N_d) A_{pl} \mu_{pl}.
\end{align*}
The second moment of $Z_{(N_r,N_d)}$ is given by

$$
\psi_{Z_{(N_r,N_d)}} = \mathbb{E}\left( (Z_{(N_r,N_d)})^2 \right) = \mathbb{E}\left( \left( \sum_{j=1}^{N_r} (A_r f_{p,l,j} + A_d \rho) + \sum_{k=1}^{N_d+1} (A_d f_{p,l,k}) \right)^2 \right)
$$

which we simply to

$$
\psi_{Z_{(N_r,N_d)}} = \mathbb{E}\left( \left( \sum_{j=1}^{N_r} (A_r f_{p,l,j}) + \sum_{k=1}^{N_d+1} (A_d f_{p,l,k}) + (N_r) A_r \rho + (N_d + 1) A_d \rho \right)^2 \right)
$$

We again use the square of a trinomial rule and distribute the expectation operator and use the fact that $f_{p,l,j}$ is identically distributed for every user as below. We then have

$$
E(a_2 + b_2 + c_2)^2 = E(a_2^2) + E(b_2^2) + E(c_2^2) + E(2a_2b_2) + E(2a_2c_2) + E(2b_2c_2)
$$

with

$$
a_2 = \sum_{j=1}^{N_r} (A_r f_{p,l,j})
$$

$$
b_2 = \sum_{k=1}^{N_d+1} (A_d f_{p,l,k})
$$

$$
c_2 = (N_r) A_r \rho + (N_d + 1) A_d \rho
$$

Starting with the first term and using our expression for the mean and second moment of $f_{p,l,j}$, (4.105) and (4.110) we get

$$
E(a_2^2) = A_r^2 (N_r) \psi_{f_{p,l}} + A_r^2 (N_r)(N_r - 1) m_{f_{p,l}}^2.
$$

Similarly the second term in (5.33) can be expressed as

$$
E(b_2^2) = A_d^2 (N_d + 1) \psi_{f_{p,l}} + A_d^2 (N_d + 1)(N_d) m_{f_{p,l}}^2
$$

and the third as

$$
E(c_2^2) = (N_r) A_r \rho + (N_d + 1) A_d \rho)^2.
$$

The fourth term in (5.33) is

$$
E(2a_2b_2) = A_r A_d (N_r)(N_d + 1) m_{f_{p,l}}^2
$$

the fifth term,

$$
E(2a_2c_2) = 2(c_2)(N_r) A_r m_{f_{p,l}}
$$

and finally the sixth term is
Using the above expressions (5.33) through to (5.40) we can now substitute back into (5.32) to yield the second moment of $Z^d_{Nv,Nd}$ to be

$$E(2b_2c_2) = 2c_2(N_d + 1)A_d m_{fpl}.$$  

(5.40)

At this stage we have the first and second moments for both $Z^v_{Nv,Nd}$ and $Z^d_{Nv,Nd}$ given by (5.17), (5.18), (5.30) and (5.41) respectively, in a form that be easily evaluated using our numerical values for $m_{fpl}$ and $\psi_{fpl}$ that can be calculated from (4.109) and (4.115) respectively as described in Chapter 4.

Using a lognormal distribution and the above numerical values we can deterministically evaluate (5.15) and (5.16) to yield the probability of accepting a new voice or a new data call. The probabilities are a function of the random variable $f_{pl,l}$, the other cell interference plus path loss and the number of currently admitted voice and data calls. These admission probabilities are then incorporated into the rate of transitions between states as discussed in the section below.

5.4 System Model

We begin by modelling the system using state variables and a two dimensional state space. We determine all possible transition between states in this state space. We define the system state as $S = (j,k)$ where $j = N_v$, the number of admitted voice calls currently in the system, $k = N_d$, the number of admitted data calls currently in the system. The behaviour of the system is best described by the following state transitions.

5.4.1 Driving Processes and State Transitions

We begin with the generic state $S = (j,k)$ and then determine all feasible neighbouring states. Since at any given point in time only one call, either a voice or data call may be admitted or may depart the system we can significantly reduce the number of feasible neighbouring states. This means that from $S = (j,k)$ we can transition only from one state to the immediate neighbour by either incrementing or decrementing $j$ or $k$. The probabilities of transitioning to all other states are zero. The four possible state transitions that we have are:
- New voice call arrives and is accepted:
  \[ S = (j,k) \rightarrow S = (j+1,k) \]

- New data call arrives and is accepted:
  \[ S = (j,k) \rightarrow S = (j,k+1) \]

- Voice call in system departs:
  \[ S = (j,k) \rightarrow S = (j-1,k) \]

- Data call in system departs:
  \[ S = (j,k) \rightarrow S = (j,k-1) \]

Before we examine the probabilities associated with each of these state transitions above we describe our traffic processes as discussed in Section 1.3. Recall that we need to describe each traffic class, voice and data in terms of its arrival rate and holding time. The arrival rate determines how quickly calls arrive and the interarrival time, which is the inverse of the arrival rate, determines the time between calls. The service rate determines how quickly calls depart and the holding time, which is the inverse of the service rate, determines how long each call lasts. We make the conventional assumption that the random variable for the arrival rate follows a Poisson process and consequently the interarrival time becomes a negative exponential process. In addition we assume that the random variable for the service rate follows a negative exponential process [Narrainen 1999]. We define the total system arrival rate, \( \lambda_{\text{tot}} \), as the sum of the voice and data arrival rates such that

\[ \lambda_{\text{tot}} = \lambda_v + (1 - a_v) \lambda_d \quad 0 < a_v < 1. \]  

(5.42)

We also define the system service rate for voice calls as \( \mu_v \), the inverse of the call holding time for voice calls, and similarly we define the service rate for data calls as \( \mu_d \).

We now focus our attention on the rate of transitions for these states where we incorporate the admission probabilities from (5.15) and (5.16).

- New voice call arrives and is accepted:
  \[ S = (j,k) \rightarrow S = (j+1,k) \]

Without any admission control the rate of this transition would simply be the rate of arrival of new voice calls given by \( \lambda_v \), and if we assume some fixed number based capacity for voice users \( C_v \), the end state in the dimension \( j \) would then be \( S = (C_v,k) \). The state model in this dimension would then reduce to a fixed capacity model (M/M/C) as discussed in section 2.2.1.
We incorporate the admission probability for voice users from (5.15) to modify this rate transition to be

$$\omega_{j,k} = \lambda_v E^v_{j,k}.$$  \hspace{1cm} (5.43)

The end state in the dimension $j$ now becomes $S = (\infty, k)$ and the state model is now an infinite capacity model where the arrival process is described by a general distribution. Using Kendall’s notation the state model in dimension $j$ is now a $G/M/\infty$ model [Kendall 1953]. The probability of accepting a new voice call will asymptotically tend to zero as $j$ increases so in effect at some value of $j$ the probability of accepting a new voice call will cause the transition rate to tend to zero.

- New data call arrives and is accepted:

$$S = (j,k) \rightarrow S = (j,k+1)$$

Similarly for data calls we modify the rate of this transition to include the probability of accepting a new data call. The rate of this transition is then given by

$$E_{j,k} = \lambda_d E^d_{j,k}.$$  \hspace{1cm} (5.44)

- Voice call in system departs:

$$S = (j,k) \rightarrow S = (j-1,k)$$

The rate of this transition is determined by how quickly voice calls depart from the system and is thus governed by the service rate. We multiply the voice call service rate by the current number of voice calls to yield a rate of transition of

$$\sigma_j = j \mu_v.$$  \hspace{1cm} (5.45)

- Data call departs:

$$S = (j,k) \rightarrow S = (j,k-1)$$

Similarly for data calls we multiply the data call service rate by the current number of data calls to yield a rate of transition of

$$\alpha_k = k \mu_d.$$  \hspace{1cm} (5.46)

Figure 5-2 below summarises our feasible neighbouring states and rates of state transitions for state $S = (j,k)$. 


5.4.2 Steady State

Every state in the system can be described in terms of the flow in and the flow out of that state into all other states. The flow is basically the rate of transitions in and out of that state. When we
have reached steady state conditions the total flow into a state is equal to the total flow out of
the state [Gross and Harris, 1985]. This means that the system is in equilibrium and the net rate
of flow is zero for every state and we can thus determine the probabilities associated with every
state. We can now define the steady state probability of the system being in state \( S = (j,k) \) as \( \pi_{j,k} \).
In addition we have the constraint below since the total sum of all probabilities must equal one,
\[
\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \pi_{j,k} = 1.
\]

From Figure 5-2 above and assuming we are in steady state so that the total flow in is equal to
the total flow out, we can write the following flow balance equation for state \( S = (j,k) \) including
the probability of that state and its neighbouring states occurring as
\[
\left( \varepsilon_{j,k} + \alpha_k + \omega_{j,k} + \sigma_j \right) \pi_{j,k} = \alpha_{k+1} \pi_{j,k+1} + \varepsilon_{j,k-1} \pi_{j-1,k} + \sigma_{j+1} \pi_{j,k+1} + \omega_{j-1,k} \pi_{j-1,k}.
\]
We can then simplify the above to yield
\[
\begin{bmatrix}
\varepsilon_{j,k} + \alpha_k + \omega_{j,k} + \sigma_j \\
-\alpha_{k+1} \\
-\varepsilon_{j,k-1} \\
-\sigma_{j+1} \\
-\omega_{j-1,k}
\end{bmatrix}
\begin{bmatrix}
\pi_{j,k} \\
\pi_{j,k+1} \\
\pi_{j-1,k} \\
\pi_{j,k-1} \\
\pi_{j+1,k}
\end{bmatrix}
= [0].
\]

The above flow balance equation is now in the form of \( Ax = b \) where \( A \) is a vector of
constants, \( x \) is the vector of variables that we are trying to solve for and \( b \) is a vector of
constants which in this case is a zero vector.

At this stage we still have infinite values in our state space and thus in order to compute the
steady state probabilities we use a very large value \( L_j \) and \( L_k \) relative to the number of feasible
states in each dimension \( j \) and \( k \), to emulate an infinite value in our state space [Rajararatnam and
2001].

For every state \( S = (j,k) \), we can write the above flow balance equation in the form of (5.49). We
must take care when we determine the flow balance equations for the states at the limit of the
state space, to ensure that the relevant state flows are set to zero. Once we have flow balance
equations for each state, in the form of (5.49) we have a set of linear equations in the form of
\( A\pi = 0 \) where \( A \) is a square matrix as shown below including the emulated infinite values \( L_j \)
and \( L_k \). \( \pi \) is the vector of steady state probabilities that we are trying to solve for and \( 0 \) is zero.
vector. Note that the matrix has a dimension of \((L_j +1) \times (L_k +1)\) since it includes all flows from each state to every other state.

\[
\begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & \cdots & \cdots & A_{1,(L_j+1)(L_k+1)} \\
A_{2,1} & A_{2,2} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
A_{(L_j+1)(L_k+1),1} & \cdots & \cdots & \cdots & A_{(L_j+1)(L_k+1),(L_j+1)(L_k+1)}
\end{bmatrix}
\]

(5.50)

The relationship between the elements of \(A\) above and the flow for a particular state is shown below. We reference elements within \(A\) using the variables \((row, col)\) to identify rows and columns and map this to out state variables \(j\) and \(k\) as follows. Consider \(S = (j, k)\) and the four neighbouring states as shown in Figure 5-2.

For all the five state flow expressions below the initial values for \((row, col)\) as a function of \((j, k)\) are as follows

\[
row = (L_j +1) \times (L_j - j) + (L_k - k +1)
\]

\[
col = row
\]

- Flow into \(S = (j, k)\)

The value in \(A\) \((row = row, col = col)\) is given by the sum of the flow out of \(S = (j, k)\) into \(S = (j+1, k), S = (j-1, k), S = (j, k+1)\) and \(S = (j, k-1)\) given by

\[
A\left(row = row, col = col\right) = (\varepsilon_{j,k} + \alpha_k + \omega_{j,k} + \sigma_j).
\]

(5.52)

- Flow out of \(S = (j+1, k)\) into \(S = (j, k)\)

The value in \(A\) \((row = row, col = col - (L_k+1))\) is given by the flow out of \(S = (j+1, k)\) into \(S = (j, k)\) and is given by

\[
A\left(row = row, col = col - (L_k +1)\right) = \alpha_{k+1}.
\]

(5.53)

- Flow out of \(S = (j-1, k)\) into \(S = (j, k)\)


The value in $A$ \( (\text{row} = \text{row}, \text{col} = \text{col} + (L_k + 1)) \) is given by the flow out of $S = (j-1, k)$ into $S = (j, k)$ and is given by

$$A(\text{row} = \text{row}, \text{col} = \text{col} + (L_k + 1)) = \omega_{j-1,k}. \quad (5.54)$$

- Flow out of $S = (j, k+1)$ into $S = (j, k)$

The value in $A$ \( (\text{row} = \text{row}, \text{col} = \text{col} - 1) \) is given by the flow out of $S = (j, k+1)$ into $S = (j, k)$ and is given by

$$A(\text{row} = \text{row}, \text{col} = \text{col} - 1) = \alpha_{k+1}. \quad (5.55)$$

- Flow out of $S = (j, k-1)$ into $S = (j, k)$

The value in $A$ \( (\text{row} = \text{row}, \text{col} = \text{col} + 1) \) is given by the flow out of $S = (j, k-1)$ into $S = (j, k)$ and is given by

$$A(\text{row} = \text{row}, \text{col} = \text{col} + 1) = \epsilon_{j,k-1}. \quad (5.56)$$

This particular linear system in (5.50) is however underdetermined as one of the linear equations is a multiple of the other i.e. the rank of $A$ is less than the number of rows in $\pi$. We now have a system with more unknowns than equations which can lead to multiple solutions. In order to determine a unique solution we replace the last equation in (5.50) above with the constraint from (5.47). Using the form of (5.49) we can express the constraint from (5.47) as

$$[\begin{array}{cccccc}
\pi_{L_j,k} \\
\pi_{L_j,k-1} \\
\vdots \\
\pi_{L_j,0} \\
\pi_{L_j-1,k} \\
\vdots \\
\pi_{0,0}
\end{array}] = [1] \quad (5.57)$$

and include this into (5.50) to yield
We now have a square system that will yield an exact solution. We obtain the solution by using the traditional linear algebra technique of inverting matrix $A$ and left multiplying by the vector on the RHS of (5.58) as shown below

$$
\begin{bmatrix}
\pi_{L_j,0} \\
\pi_{L_j-1,0} \\
\vdots \\
\pi_{L_j-1,L_k-1} \\
\pi_{0,0}
\end{bmatrix} =
\begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & \cdots & \cdots & A_{1,(L_j+1)(L_k+1)} \\
\vdots & A_{2,1} & A_{2,2} & \cdots & \cdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \cdots & \vdots \\
\vdots & \vdots & \cdots & \ddots & \ddots & \vdots \\
1 & 1 & \cdots & \cdots & 1 & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{bmatrix}
$$

(5.59)

After plugging in the value for the elements of $A$ using (5.51) through to (5.56), inverting the matrix and multiplying by the vector on the RHS, we will have obtained the steady state distribution $\pi$ for all values of $(j,k)$ in the state space constrained by the emulated infinite values $L_j$ and $L_k$. We must then reconstruct this column vector of probabilities into a matrix of probabilities of dimension $(L_j + 1) \times (L_k + 1)$ to get the steady state probabilities in the following form to better illustrate $\pi_{j,k}$ as a function of number of current voice and data calls, $(j,k)$

$$
\begin{bmatrix}
\pi_{0,0} & \cdots & \pi_{0,k} & \cdots & \cdots & \pi_{0,L_k} \\
\vdots & \ddots & \ddots & \ddots & \cdots & \vdots \\
\pi_{j,0} & \pi_{j,k} & \pi_{j,L_k} & \cdots \\
\vdots & \ddots & \ddots & \ddots & \cdots & \vdots \\
\pi_{L_j,0} & \cdots & \pi_{L_j,k} & \cdots & \cdots & \pi_{L_j,L_k}
\end{bmatrix}
$$

(5.60)
5.4.3 System Model Output

At this stage we have a system that supports two types of calls, voice and data. Using the parameters that we defined in Table 4-1 and Table 4-2 we extend this to include the following parameters.

Table 5-1 Table of parameters and values for system model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (Voice)</th>
<th>Value (Data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitrate $R$</td>
<td>12.2Kbps</td>
<td>64Kbps</td>
</tr>
<tr>
<td>Activity factor $\alpha$</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>$(E_b/N_0)$</td>
<td>7dB</td>
<td>3.5dB</td>
</tr>
<tr>
<td>Emulated infinite value</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Figure 5-4 Surface plot of joint pdf $\pi_{j,k}$

We arrive at the emulated infinite value in Table 5-1 by empirically examining the steady state distribution as shown in Figure 5-4. From this figure we can see that value of the joint pdf tends to zero well before our emulated infinite values.
When there is no available capacity voice and data calls are blocked and lost to the system. Voice calls have priority over data calls by using a different admission criterion (resource reservation factor). Using our steady state distribution and the probability of accepting a new voice call (5.15) we can determine the blocking probability for voice calls as follows. Since a call is blocked if it not accepted the blocking probability of voice calls is given by the steady state distribution multiplied by one minus the probability of accepting a new voice call. The blocking probability, $P_{b,v}$, is then given by

$$P_{b,v} = \sum_{j=0}^{l_j} \sum_{k=0}^{l_k} \pi_{j,k} (1 - E'_{j,k})$$  \hspace{1cm} (5.61)$$

Similarly for data calls the performance metric is the blocking probability, $P_{b,d}$ and is given by

$$P_{b,d} = \sum_{j=0}^{l_j} \sum_{k=0}^{l_k} \pi_{j,k} (1 - E''_{j,k})$$ \hspace{1cm} (5.62)

We also calculate the mean number of voice calls in the system as

$$m_v = \sum_{j=0}^{l_j} \sum_{k=0}^{l_k} j \pi_{j,k}$$ \hspace{1cm} (5.63)

and similarly for data calls we have

$$m_d = \sum_{j=0}^{l_j} \sum_{k=0}^{l_k} k \pi_{j,k}$$ \hspace{1cm} (5.64)

5.5 Results

From the analytical model in this chapter, numerical results were generated and compared to simulation results obtained from the software simulation described in Chapter 3. We examine the blocking probabilities for voice and data calls from (5.61) and (5.62) respectively. The resource reservation factor $\beta$ is set to 0.8 and the relationship between voice and data arrival rates is given by (5.42) with $a_v = 0.5$.

There is a substantial difference between the analytical and simulation results for voice calls as the arrival rate increases. Possible causes for this are that for higher arrival rates more calls are generated and thus a wider range of values in terms of the other cell interference plus path loss. If we examine our result for the other cell interference plus path loss in Figure 4-3 we see that the analytical model starts to deviate from the simulation at higher values of $f_{pl,l}$ albeit at very low probabilities. Nevertheless it is assumed that this has an effect on our analytical results. The validity of our assumptions particularly Wilkinsons approximation must also be questioned as possible causes for deviation. Bear in mind that the expression for the sum of independent lognormal random variables is intractable and thus we must resort to approximation.
Figure 5.5 Blocking probability for voice and data call as a function of arrival rates ($\beta = 0.8, \alpha = 0.5$)

Figure 5.6 Mean number of voice and data calls as a function of arrival rates ($\beta = 0.8, \alpha = 0.5$)
The mean number of voice and data calls from (5.63) and (5.64) respectively is plotted in the Figure 5-6 as a function of arrival rates. For this metric results compare favourably however this metric is not generally used in radio planning.

We also examine the effect of varying the resource reservation factor $\beta$ on the blocking probabilities for both voice and data calls. We keep our total arrival rate fixed at 0.03 calls per second to produce Figure 5-7 below. The result below illustrates that as we decrease the resource reservation factor $\beta$, voice calls have a decreasing blocking probability and data calls have an increasing blocking probability. We are effectively prioritising voice calls at the expense of data calls. It is also evident that the blocking probabilities for data calls are severely impacted by varying $\beta$ and the blocking probabilities for voice calls are much less impacted. This can be seen by examining the different scales of the left and right axes in Figure 5-7 below. This method of resource reservation is thus only effective for values of $\beta$ close to 1. Smaller values of $\beta$ produce marginal decreases in voice call blocking probabilities with substantial increase in data call blocking probabilities.

![Figure 5-7 Blocking probabilities for voice and data calls as a function of $\beta$](image)

5.6 Summary

In this chapter we extended our load-based call admission policy introduced in the previous chapter to two service classes, viz. voice and data and developed a mathematical model for this
system. We introduced the concept of prioritising voice calls over data calls by using a resource reservation factor. Using the analytical expressions for the other cell interference plus path loss, with Wilkinson's approximation and other assumptions, we derived expressions for the acceptance probabilities for both voice and data calls. We then modelled the system with a two-dimensional Birth-Death Markov model. The effects of the time varying capacity were incorporated into the arrival process through the acceptance probabilities such that our model reduced to a $G/M/\infty$ system. From our model we determined the steady state distribution for this system and from this determined the blocking probabilities and mean number of calls in the system, for both voice and data calls, as a function of arrival rates. We presented our results illustrating some discrepancies between our analytical and simulation model and briefly attempted to explain this deviation. The possible causes for this deviation are the Wilkinson's approximation with respect to the assumptions regarding lognormal random variables. Bear in mind that the expression for the sum of independent lognormal random variables is intractable and thus we must resort to approximation. Furthermore the analytical model for the other cell interference plus path loss starts to deviate from the simulation model at higher values of $f_{pl}$ albeit at very low probabilities. It is assumed that this has an effect on our analytical results. We also investigated the effect of varying the resource reservation factor $\beta$ on the blocking probabilities for both voice and data calls. With this method we are effectively prioritising voice calls at the expense of data calls. This method of resource reservation is only effective for values of $\beta$ close to 1.
CHAPTER 6
CONCLUSION

6.1 Dissertation Summary

Next generation wireless cellular networks offer a myriad of voice, video, data and text based information services for the future multimedia and information society. With multiple services competing for the same resource and with the inherent soft capacity nature of CDMA, call admission control becomes a formidable task. The problem is further compounded by the introduction of priorities between classes. In this dissertation we focused on downlink call admission control in mixed service CDMA cellular networks. This work was prompted by the ever increasing adoption of CDMA as the wireless technology of choice and its potential to provide ubiquitous computing and communication capabilities.

Our objective, which we have achieved, was to present an analytical model that can successfully be used in teletraffic performance analysis. Our analytical model can be used to yield customer oriented grade-of-service parameters such as call blocking probability which is essential for network planning. In our analysis we incorporated a Birth-Death Markov queuing model. This mathematical model was verified though computer simulation and some discrepancies and well as the boundaries of accuracy between the two were briefly discussed. One of the shortcomings of our approach has been the assumptions regarding the independence of certain lognormal random variables as well as the intractable nature of the distribution of the sum of independent lognormal random variables.

We began this dissertation by introducing the different types of cellular networks and what characterises each generation. We then touched on admission control in cellular networks and finally we examined the basic principles of teletraffic modelling and performance analysis.

In our second chapter we reviewed the literature on call admission control in CDMA cellular networks starting with more details on the basic principles of admission control. We covered the different classes of admission policies and lastly justify our choice of a downlink load-based admission control algorithm. Some of the more common choices for downlink call admission control include number based as well as power based call admission policies. A load-based call admission policy was chosen as the maximum load threshold that can be supported varies with the state of the system and thus effectively models the behaviour of a soft capacity CDMA network.

The simulation model was examined in detail in Chapter 3. We began with the basic principles of simulation modelling and then described the basic design of our software simulator for a
generalised call admission policy. We incorporated a wrap around technique for the basic cellular structure such that cells are modelled so as to prevent them from being lost to the network. We then described the statistical distributions that we have assumed for the propagation gain followed by some of our assumptions for the simulation. Finally we described a high level flow diagram of the entire simulation where the main routine is split into several subroutines where each subroutine performs a task specific to a particular event. A basic flow diagram and pseudo code for each major subroutine was included.

In Chapter 4 we presented our proposed load-based admission policy for a single class of service for downlink CDMA networks. Examining this admission policy in detail we needed to statistically characterise the other cell interference plus path loss in order to express our admission policy in a closed form to subsequently determine an admission probability. We proceeded to determine the first and second moment of the other cell interference plus path loss and then resorted to Wilkinson’s approximation to obtain the closed form expression. We incorporated into our analysis the best BS selection criteria where the user connects to the BS with the strongest path gain. Then we presented a favourable comparison between our simulation and analytical results for the other cell interference plus path loss as well as the justification for the best BS selection criteria. Based on these reasonable results we proceeded with a certain level of confidence into the next chapter.

Chapter 5 extended our proposed load-based call admission policy introduced in the previous chapter to two service classes, viz. voice and data and we developed a mathematical model for this system. We introduced the concept of prioritising voice calls over data calls by using a resource reservation factor. Using the analytical expressions for the other cell interference plus path loss, with Wilkinson’s approximation and other assumptions, we derived expressions for the acceptance probabilities for both voice and data calls. We then modelled the system with a two-dimensional Birth-Death Markov model. The effects of the time varying capacity were incorporated into the arrival process through the acceptance probabilities such that our model reduced to a $G/M/\infty$ system. From our model we determined the steady state distribution for this system and from this determined the blocking probabilities and mean number of calls in the system, for both voice and data calls, as a function of arrival rates. We presented our results illustrating some discrepancies between our analytical and simulation model and briefly attempted to explain this deviation.

Despite some discrepancies between our analytical and simulation model, we have nevertheless presented an original analytical model that has built a foundation for further work as discussed below.
6.2 Future Work

- This analytical model can be extended to a lossless system where blocked calls are queued. A similar model can be developed based on [Rajaratnam 2001] who applied [Cobham 1954]'s splitting formula for queued calls in a lossless system. The basic idea is to use splitting formula to extend a single queued class of calls to multiple classes.

- The validity and effect of Wilkinsons approximation on this analytical model is another area of focus since the expression for the sum of independent lognormal random variables is intractable.

- The mobility model can also be extended such that intracell and intercell handover can be incorporated into the analytical model.

- Recent work has found that the data traffic in wireless data networks can be described statistically by self-similarity models. It is worth exploring the use of these models to represent data users.
REFERENCES


