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Abstract

One communication medium that has received a lot of interest in recent years is the power line channel, especially for the delivery of broadband content. This channel has been traditionally used to carry electrical power only. But with the recent advancements in digital signal processing, it is now possible to realize communications through the power grid, both in narrowband and broadband. The use of the power line network for telecommunication purposes constitutes what is referred to as powerline carrier communications or simply powerline communications (PLC). The biggest incentive for PLC technology use is the fact that the power line network is already in place, which greatly reduces the communication network set up cost, since no new cabling layout is required. PLC technology is widely applied in home networking, broadband internet provision and smart grid solutions. However, the PLC channel presents a very hostile communication environment. And as such, no consideration has been made in the design of traditional power line network to accommodate communication services. Of all the PLC channel impairments which include frequency-dependent attenuation, frequency selectivity, multipath and noise, noise is the biggest threat to communication signals. This noise manifests itself in form of coloured background noise, narrowband interference and impulsive noise. A thorough understanding of this noise distribution is therefore crucial for the design of a reliable and high performing PLC system. A proper understanding of the noise characteristics in the PLC channel can only be realized through noise measurements in live power networks, and then analyzing and modeling the noise appropriately. Moreover, the noise scenario in power line networks is very complex and therefore cannot be modeled through mere analytical methods. Additionally, most of the models that have been proposed for the PLC noise previously are mere adaptations of the measured noise to some existing impulsive noise models. These earlier modeling approaches are also rigid and model the noise via a fixed set of parameters.

In the introductory work in this thesis, a study of orthogonal frequency division multiplexing (OFDM) as the modulation of choice for PLC systems is presented. A thorough survey of the salient features of this modulation scheme that make it the perfect candidate for PLC modulation needs is presented. In the end, a performance analysis study on the impact of impulsive noise on an OFDM based binary phase shift keying (BPSK) system is done. This study differs from earlier ones in that its focus is on how the elementary parameters that define the impulsive noise affect the system, a departure from the usual norm of considering the overall noise distribution. This study
focuses on the impact of interarrival times (IAT), pulse amplitudes as well as pulse widths, among other parameters.

In the first part of the main work in this thesis, results of an intensive noise measurement campaign for indoor low voltage power line noise carried out in various power line networks, in the Department of Electrical, Electronic and Computer Engineering buildings at the University of KwaZulu-Natal, Howard campus are presented. The noise measurements are carried out in both time and frequency domains. Next, the noise measurements are then analyzed and modeled using two very flexible data modeling tools; nonparametric kernel density estimators and parametric alpha stable (α-stable) distributions. The kernel method’s ability to overcome all the shortcomings of the primitive histogram method makes it very attractive. In this method, the noise data structure is derived straight from the data itself, with no prior assumptions or restrictions on the data structure, thus effectively overcoming the rigidity associated with previous noise models for power line channels. As such, it results in density estimates that “hug” the measured density as much as possible. The models obtained using the kernel methods are therefore better than any parametric equivalent; something that can always be proven through goodness of fit tests. These models therefore form an excellent reference for parametric modeling of the power line noise. This work forms the author’s first main contribution to PLC research.

As a demonstration of the kernel models suitability to act as a reference, parametric models of the noise distribution using the alpha stable (α-stable) distribution are also developed. This distribution is chosen due to its flexibility and ability to capture impulsiveness (long-tailed behaviour), such as the one found in power line noise. Stable distributions are characterized by long/fat tails than those of the Gaussian distribution, and that is the main reason why they are preferable here since the noise characteristics obtained in the kernel technique show visible long/heavy tailed behavior. A parameter estimation technique that is based on quantiles and another on the empirical characteristic function are employed in the extraction of the four parameters that define the characteristic function of the α-stable distribution. The application of the α-stable distribution in other signal processing problems has often been over-simplified by considering the symmetric alpha stable distribution, but in this thesis, the general α-stable distribution is used to model the power line noise. This is necessary so as to ensure that no features of the noise distribution are missed. All the models obtained are validated through error analysis and Chi-square fitness tests. This work forms the author’s second main contribution to PLC research. The author’s last contribution in this thesis is the development of an algorithm for the synthesis of the power line as a Levy stable stochastic process. The algorithm developed is then used to generate the PLC noise process for a
random number of alpha stable noise samples using the alpha stable noise parameters obtained in the parametric modeling using stable distributions. This algorithm is generalized for all admissible values of alpha stable noise parameters and therefore results for a Levy stable Gaussian process are also presented for the same number of random noise samples for comparison purposes.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full name/ Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLC</td>
<td>Powerline communications</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary phase shift keying</td>
</tr>
<tr>
<td>IAT</td>
<td>Interarrival times</td>
</tr>
<tr>
<td>α-stable</td>
<td>Alpha stable</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>TCM</td>
<td>Turbo Coded Modulation</td>
</tr>
<tr>
<td>DSO</td>
<td>Digital storage oscilloscope</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>RLC</td>
<td>Resistor-inductor-capacitor</td>
</tr>
<tr>
<td>EMC</td>
<td>Electromagnetic Compatibility</td>
</tr>
<tr>
<td>EMI</td>
<td>Electromagnetic interference</td>
</tr>
<tr>
<td>NB-PLC</td>
<td>Narrowband PLC</td>
</tr>
<tr>
<td>BB-PLC</td>
<td>Broadband PLC</td>
</tr>
<tr>
<td>BER</td>
<td>Bit error rate</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to noise ratio</td>
</tr>
<tr>
<td>SRC</td>
<td>Series resonant circuit</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive white Gaussian noise</td>
</tr>
<tr>
<td>AM</td>
<td>Amplitude modulation</td>
</tr>
<tr>
<td>GIR</td>
<td>Gaussian-to-impulse noise power ratio</td>
</tr>
<tr>
<td>BPF</td>
<td>Band Pass Filter</td>
</tr>
<tr>
<td>MLSE</td>
<td>Maximum likelihood estimator</td>
</tr>
<tr>
<td>APP</td>
<td><em>a posteriori probability</em></td>
</tr>
<tr>
<td>MAP</td>
<td><em>maximum a posteriori</em></td>
</tr>
<tr>
<td>LLR</td>
<td>log likelihood ration</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code-Division Multiple Access</td>
</tr>
<tr>
<td>SF</td>
<td>Spreading factor</td>
</tr>
<tr>
<td>MCSS</td>
<td>Multicarrier Spread Spectrum</td>
</tr>
<tr>
<td>THSS</td>
<td>Time Hopping spread spectrum</td>
</tr>
<tr>
<td>DSSS</td>
<td>Direct Sequence Spread Spectrum (DSSS)</td>
</tr>
<tr>
<td>FHSS</td>
<td>Frequency Hopping Spread Spectrum</td>
</tr>
<tr>
<td>IDFT</td>
<td>Inverse discrete Fourier transform</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse fast Fourier transform</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>EMS</td>
<td>Electromagnetic susceptibility</td>
</tr>
<tr>
<td>EME</td>
<td>Electromagnetic emission</td>
</tr>
<tr>
<td>CE</td>
<td>Conducted emission</td>
</tr>
<tr>
<td>RE</td>
<td>Radiated emission</td>
</tr>
<tr>
<td>CS</td>
<td>Conducted susceptibility</td>
</tr>
<tr>
<td>RS</td>
<td>Radiated susceptibility</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>CISPR</td>
<td><em>Comité International Spécial des Perturbations Radioélectriques</em></td>
</tr>
<tr>
<td>TVSS</td>
<td>Transient voltage surge suppressor</td>
</tr>
<tr>
<td>pdf</td>
<td>probability density function</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full name/Meaning</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>cdf</td>
<td>cumulative frequency distribution</td>
</tr>
<tr>
<td>MISE</td>
<td>mean integral square error</td>
</tr>
<tr>
<td>AMISE</td>
<td>asymptotic MISE</td>
</tr>
<tr>
<td>DF</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>SL</td>
<td>significance level</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>i.i.d</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>DSP</td>
<td>digital signal processing</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MoM</td>
<td>method of moments</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
</tbody>
</table>
Chapter One

1. Introduction

1.1 General introduction

Communication technologies have evolved over the years; both wired and wireless. This evolution has been driven by the desire to develop faster and more reliable communication networks as well as reduce costs. One such communication technology which has received a lot interest from researchers and industry players is power line communications (PLC). PLC entails the utilization of power lines for the transfer of information from the transmitter to the receiver. This technology is attractive due to the fact that no additional network layout is required to be able to send information; apart from coupling devices. Thus, it is possible to carry both voice and data traffic together with electricity in the same channel using this technology. PLC technologies are mainly classified into two; narrowband and broadband, depending on the frequency band of operation. Usually, broadband PLC operate in the frequency range between 1 MHz to 300 MHz. Narrowband PLC operate in the frequency range between 3 KHz to 500 KHz [1]. Power lines terminate at almost every home and this enables the use of the low voltage network as a last mile access solution for communication purposes. PLC is useful in automation of meter reading services, pre-paid billing services, automation of fault detection, load management, high data rate internet access and home Television carrier services. PLC networks also form part of local area networking solutions [2, 3]. The PLC channel is defined by attenuation, channel transfer function, noise as well as multipath.

Different channel modeling approaches have been fronted in an effort to demystify the complexity associated with PLC channels. These models are mainly based on a bottom up approach in describing the channel in terms of the constituent power line components by employing scattering parameters or four pole impedance and admittance matrices. These models utilize detailed knowledge of the power line network components to determine the necessary matrix elements. Their main drawback is the large number of parameters required to build the matrices, which often is hard to determine with sufficient accuracy. Other channel models have been fronted which employ a top down approach; in which case the communication channel is treated as a black box and then its transfer characteristics are determined from channel measurements [4-9]. Some PLC
standards that are currently in use include the CENELEC standard, IEEE 1901 Standard, ITU-T G.hn and HomePlug AV [1].

However, the PLC channel is however a hostile environment for use as a communications media. This is primarily so because the channel characteristics are highly varying with frequency, time, loads and topology. The channel is also plagued with different sources of noise which are difficult to effectively describe both parametrically and nonparametrically. The main noise types in PLC include background noise, narrowband interference and impulse noise. As again, the channel characteristics of the PLC network are difficult to model parametrically in terms of the network elements as the complexity of such a task grows magnificently as the network size increases. The channel impedance also varies with the number of loads and is also frequency dependent. Also the signal is attenuated as it traverses the channel from the transmitter to the receiver. This attenuation is mainly dominated by frequency selective fading. Of all the PLC channel impairments, noise is the biggest threat to communication signals. This noise in all its form is detrimental to communication signals; especially during impulsive noise events where data is lost in bits or bursts. This noise therefore affects the channel performance as well as reliability. In this thesis, the main focus is to study the PLC noise in indoor low voltage PLC networks through measurements, analysis, modeling, characterization, and synthesis. The noise is modeled both parametrically and nonparametrically and then synthesized as a Levy stable stochastic process [8-14].

1.2 Motivation

The power line network provides a ready medium for communication, owing to its extensive coverage, both outdoor and indoor. This in turn greatly reduces the cost of rolling out a communication network. The use of the PLC network as a communication medium brings with it a lot of challenges since the power line network is originally designed to carry electrical power. These challenges range from noise impairments, difficulties in properly characterizing the channel non-parametrically and parametrically, implementation of robust error control techniques and modulation schemes, and proper coupling of the signal to the network. Until now we still don’t have any universal models that can be used to model and characterize the frequency, amplitude, phase, impedance and noise characteristics of the PLC channel.

PLC channels are time-varying and have frequency-dependent loads connected and is also plagued by different noise types. One of the biggest problems in PLC channels is the impulsive nature of the noise which is usually a direct consequence of switching ON or OFF of the electrical appliances on
the network as well as transients generated during faults. All in all, the complex environment provided by power networks for communication purposes calls for the proper understanding of the channel characteristics so as to ensure that the error performance and reliability of the network is improved while at the same time not comprising on other key performance metrics like throughput and delay.

Currently, all the models that have been proposed for modeling noise in PLC channels are parametric. These models are derived using fixed and limited forms of distributions which renders them rigid. This rigidity means that the fitting of measured noise data using such models could lead to some of the salient features of the noise distribution being missed out. To counter this shortcoming associated with parametric models, in this thesis, a novel application of nonparametric kernel density estimators for the modeling of noise measured in low voltage indoor PLC networks is presented. The density estimate in this technique is obtained directly from the data without any restrictions being imposed and/or making any assumptions pertaining the underlying data structure. The kernel density technique is the most popular and robust nonparametric estimator. The models derived using this modeling tool are seen to “hug” the measured noise very closely, and going by the error statistics obtained as well as consistency results obtained using the Chi-square tests, these models are reference models. They are reference models in that they model the data as it is, without forcing it to fit into some form of known parametric distribution.

And again, to demonstrate the ability of the kernel models to act as reference models, and to further investigate the long-tailed behavior observed in the kernel models, a very flexible stochastic modeling tool is applied to model the noise data parametrically. This tool is a four parameter distribution that is able to model very impulsive (evident from the heavy tails observed in the kernel models) to non-impulsive Gaussian cases. As such, the distribution is loosely a generalized Gaussian distribution. This modeling tool is the alpha (Levy) stable distribution. Alpha stable distributions are characterized by long/heavy tails and are therefore the perfect choice for investigating the long tails of the noise distribution. This work constitutes the author’s second contribution to PLC research. Also, to generalize and further understand the PLC noise process, to the extend that we no longer resort to noise measurements to characterize the long-tailed nature of PLC impulsive noise, there is need for a PLC noise synthesis process. Having confirmed that the noise in PLC networks can be modelled as an alpha stable process, a PLC synthesis framework for PLC noise as a Levy stable process is then very necessary. Thus, such a framework is developed in the last part of this thesis and a demonstration of its applicability to synthesize the PLC noise for a random number of alpha stable noise samples is also presented. This framework is applicable for
any level of noise impulsiveness that may be experienced in PLC networks. This framework is able to regenerate the noise process from the modelling results obtained from measurements. This work constitutes the author’s third contribution to PLC research.

PLC technology is expected to be the key driver of internet connectivity through the power grid, especially for connecting people living in rural/remote areas. The uptake of PLC technology has been slow due to lack of universal standards/models, especially in broadband PLC, and the incompatibility between the few available standards developed by different bodies.

1.3 Research questions

The following research questions have guided this research:

1. What are the inherent characteristics of the power line channel that hinder optimal communication through the channel?

2. How does the power line channel transfer characteristic behave and what influences it?

3. Which are the current power line noise models and what are their strengths and weaknesses?

4. What techniques can be applied for the development of better noise models for the optimization of the power communication channel?

5. Is it possible to develop a stochastic process for noise synthesis in PLC channels?

1.4 Research Objectives

The research areas to be looked into include (but not limited to) the following:

1. Study of parametric and non-parametric models of the PLC channel characteristics.
2. An assessment of the power line channel performance under various noise conditions.
3. Study and characterization of different types of noise inherent PLC channel.
4. Development of better noise models that applicable in the redesign and/or optimization of the power line communication channel both parametrically and non-parametrically.
5. Development of a noise synthesis algorithm for PLC channels
1.5 Research methodology

The following steps were adopted to ensure successful completion of this research work:

1. A thorough literature review of the PLC channel characteristics.
2. A literature survey of the different noise and channel models that have been proposed by different researchers in an effort to characterize the PLC channel.
5. Validation of all the models developed through error analysis and Chi-Square tests.

1.6 Contributions

The following are the main contributions to this important research field:

1. Development of novel nonparametric low voltage power line noise models derived from noise measurements using kernel density estimators.
2. Development of parametric low voltage power line noise models that are benchmarked on the most optimal nonparametric kernel models using stable distributions.
3. Development and testing of a novel Levy stable PLC noise synthesis framework

The following are minor contributions to the area of PLC research:

1. A performance evaluation study of impulsive noise on an OFDM-based BPSK system.
2. Development of a Rayleigh approximation channel model of the power line channel transfer function.

1.7 Thesis organization

The rest of this thesis is organized as follows:

In Chapter two, a survey of power line communications is provided. This survey covers the channel transfer function, power line noise, modulation, as well as EMC/EMI issues in PLC. Also, a performance evaluation study of impulsive noise on an OFDM-based BPSK system is done.

In Chapter three, the noise measurement procedures as well as the measuring equipment description are presented. The coupling circuit design as well as its transfer function is presented as well. Also,
the measurement environment where some of the noise measurements were done is described. Finally, a snap shot of a few of the noise measurement results is presented at the end of the chapter.

In Chapter four, a novel application of nonparametric kernel density estimators for the modeling of the noise data obtained in Chapter three is presented. The features and properties of this flexible nonparametric stochastic tool are outlined before its application in the derivation of reference models for the measured noise characteristics in both time and frequency domains. The models tests for goodness of fit and reliability are also presented.

To demonstrate the kernel models ability to act as reference models, and to further investigate the long tails observed in the kernel models, in Chapter five, the very flexible stable distribution is applied in the modeling of the measured noise characteristics. This distribution is used because of its superior flexibility compared to other impulsive noise models, as well as its ability to capture the impulsive nature of power line noise. The impulsiveness found in many phenomena results in heavy/long tails in their marginal distributions; something that stable distributions are well-known to capture perfectly. All the models in this chapter are referenced on their optimal kernel models counterparts, and therefore their fitness as well as consistency test results are presented as well.

Upon confirmation that the noise process in PLC systems is actually an alpha stable (Levy) process as seen in the results in Chapter five, in Chapter six, a PLC noise synthesis framework is developed based on the nonlinear transformation of an independent exponential variable and an independent uniform variable, as well as the proof of equality in law of a skewed random variable. All results are compared to those obtained from measurements in Chapter five, and therefore their stability/reliability as well as goodness of fit results are also presented.

In Chapter seven, an executive summary of the contents of this thesis is presented together with possible directions for future work.

Chapter references


Chapter Two

2. Powerline Communications Survey

2.1 Introduction

Power lines are designed to carry electric power. However, the extensive coverage that the power lines have reached in recent years has attracted the attention of communication engineers who see it as the cheapest medium for modern day communications. This has led to the emergence of power line communications [PLC]; which essentially refers to the transfer of voice, data and video signals between the transmitter and the receiver over the electrical power network. PLC technology is primarily attractive because the power line network is already in place, which greatly brings down the cost of setting up a communications network. Hence, many research efforts have been fronted that are geared towards the investigation of the characteristics of the PLC channel. These efforts range from the study of the channel frequency response, attenuation, noise characteristics, multipath effects, throughput as well as coding and modulation options that best suit this channel [1-20]. A simplified diagram of a power line communication network is shown in Figure 2-1.

![Figure 2-1: A simplified block diagram of a power line communication network](image)

Currently, PLC applications can be are categorized into two broad categories: the “last mile” and the “last inch” access. The “last mile” application in networking solutions refers to the use of the PLC channel in providing a communications link between the last point of connection at the distribution layer (may be the local distribution transformer) and the customer premises. Fig. 2-2 below shows an example of such an application. On the other hand, the “last inch” application refers to the use of PLC technology in providing networking communication channel inside the
customer premises; see Fig. 2-3 for an illustration. PLC technology is not necessarily better than other communication technologies, neither are these other technologies without challenges of their own, or to put in other words; superior to PLC technology. However, PLC has a clear edge over the other technologies owing to the fact that a socket terminates at every room in every house that is connected to the power grid, thus providing readily available medium of communication [1, 15]. The power line network is by far be the most expansive and ubiquitous in the world both at the core, distribution and access layers.

Figure 2- 2: The “last mile” broadband connection to homes and offices from a local distribution center [16]

PLC technology is broadly divided into two categories depending on the frequency band and the data throughput rate. These are the narrowband and broadband PLC. Narrowband PLC (NB-PLC) operates in the frequency band 3-500 KHz while broadband PLC (BB-PLC) usually operates at
frequencies between 1-300 MHz. Further, NB-PLC can be sub-classified into low data rate and high data rate applications. NB-PLC applications have a throughput that is limited to a few kbit/s and are also based on single carrier technology. This category of PLC system is mainly applied in automation of metering solutions, low data rate interconnections and control of home appliances through power sockets in every room, street lighting control, ground-lights control in airport runways, home automation and application in control data communication with 40 kbit/s in street car/subway systems on 750V direct current networks. BB-PLC data rates are in the megabit per second range. Broadband PLC networks are an ideal solution for advanced information technology applications such as high speed data transfer, real-time video streaming and high definition television (HDTV) as well as voice connections [1, 17-21].

![Diagram of in-house networking](image)

**Figure 2-3:** The “last-inch” access or in-house networking [16]

The fact that the power lines were designed with the primary goal of transmitting electrical power means that the channel is not that favorable for communication purposes. Thus the PLC channel is
hostile in as far as communication needs are concerned. This is so because the channel is plagued by impedances that vary both with time and frequency, attenuation that is frequency dependent, multipath effects that arise from multiple branches and nodes, different noise types as well as electromagnetic compatibility issues that limit the transmit power [17,19]. Thus there is need to study and understand the channel behavior in different loading conditions and noise types. The studies would range from obtaining the channel transfer function, throughput analysis and modeling, noise measurements and modeling, and study of the channel response when different coding and modulation schemes are used to enhance the channel performance [6, 12, 15, 17-19, 22]. The channel performance can be measured in terms of the bit error rate (BER) and the signal to noise ratio (SNR).

However, the biggest problem in the characterization of the PLC channel properties would be to come up with a model that describes all the channel characteristics and incorporates all the measurements into a mathematical model, and still remains physically meaningful in terms of the distribution both in space and time, and also remains simple to the point that any required statistics can be extracted for solving any problem to do with signal transmission and reception. Thus the characterization of the PLC channel, like any other communication channel, is a tradeoff between system complexity and performance. All in all, there is no universally accepted channel and noise models for the PLC channel currently, and efforts to get some are an on-going exercise. Different researchers and academicians have proposed models of the PLC channel base on analytical derivations and/or from measurements.

2.2 Powerline channel modeling

2.2.1 PLC channel modeling approaches

Power line networks differ in terms of structure, topology and the physical properties from other transmission media such as coaxial cables, fiber-optic cables and twisted pair cables, and wireless channels, among other media. The power line environment is hostile when used for data and voice communication. The channel is very dynamic both in time and space, which means that the channel properties are hard to accurately predict and/or model. For practical purposes, models of the channel frequency response, channel availability and reliability as well as noise models are of interest. In contrast though, most of the models developed to define the above channel characteristics are very limited in terms of their practical value [6].
For the channel transfer characteristics (frequency response), most of the models are limited due to the fact that they are based on bottom-up approaches which means that the network behavior is described in terms of a large number of distributed components. Normally, such components are described in form of matrices which describe their properties, based on either scattering parameters or admittance and four-pole values [6, 22, 23]. This means that the details of all the network components, that is, cables, connected devices and joints (nodes) are needed for the setting up of the above matrices. But, from a practical perspective, it would be impossible to determine all the parameters associated with each of these network elements with sufficient precision.

On the contrary, a more practical approach would be to measure the channel transfer function between the input and the output by assuming that the network is a black box. This approach is usually referred to as the top-down method. This approach is the one adopted in [4-6, 24]. In [24], an attenuation and noise model is presented based on measurements. This model is narrowband in that its frequency range is restricted to below 150 KHz. The model described in [6] describes the channel transfer characteristics in the range of frequencies between 500 KHz and 20 MHz; thus this model can be used for broadband applications. The model describes the channel multipath properties in very few relevant parameters, as compared to complexity associated with the bottom-up strategy. The channel parameters are derived from measurements. The basic idea in this approach were first explored in [4] and at the same time a less precise though simpler multipath model derived in [5].

Only in the simplest of cases, that is a single branch network, can the physical explanation for the measured results be identified in terms of the cable losses, transmission as well as reflection factors. In real networks, comprising of many branches and nodes, the back-tracing of the observed results to the physical nature of the network would be an impossible task. Thus the top-down methodology is a more realistic and simpler approach.

### 2.2.2 PLC Channel Models

The power line channel is one of the most complex channels to describe in terms of the constituent elements in the network as described above. Thus, most of the models that are in existence today are based on the measured network response which is then related to particular known electric or electronic phenomena. Alternatively, the phenomena are used to predict the PLC channel response and then measurements are done to test how close the measurements and predictions come. Earlier models of the channel frequency response are the multipath model of Zimmermann and Dostert [4,
6], the echo model of Philipps [5], Meng et al. model [9], Anatory et al. model [7, 25] and the Esmaillian model [26], among others.

### 2.2.2.1 Zimmermann and Dostert Multipath Model

A typical power distribution network consists of numerous branches and nodes. If the power network is used as a communication channel, the signal is bound to suffer from multiple reflections and at the end of the day, it will undergo multipath propagation. The various nodes (interconnection points) within the network act as possible scattering/reflection points for the signal. Thus the signal travels back and forth before reaching the final destination. This is primarily so because the different branches that are interconnected from one node have different complex impedances. It is on this basis that Zimmermann and Dostert [4, 6] proposed a multipath model for the powerline channel.

If we consider the signal that travels through a complex power line network, it becomes rather obvious that there is no direct line of sight path between the transmitting and receiving antenna. Thus, different copies (echoes) of the signal that are attenuated and delayed in different proportions arrive at the receiving antenna. The kind of fading experienced in this case is frequency selective. The model was first developed by considering the simplest of a power network that can be; a single node network with one branch. This is illustrated in Fig. 2-4 below. The network consists of three elements (1), (2) and (3) with lengths $L_1$, $L_2$ and $L_3$ and the characteristic impedances $Z_{L1}$, $Z_{L2}$ and $Z_{L3}$ respectively. With the assumption that points A and C are matched, which makes $Z_A = Z_{L1}$ and $Z_C = Z_{L2}$, the reflection points are B and D, with the reflection coefficients $r_{1B}$, $r_{3B}$, $r_{3D}$ and the transmission coefficients are $t_{1B}$, $t_{3B}$.

![Diagram](image-url)

Figure 2-4: Multipath propagation: Cable with one tap [6].
With these assumptions in place, the link may have an infinite number of propagation paths. Each path $i$, has a weighting factor $g_i$ which represents the product of the reflection and transmission coefficients along the particular path. In [27], Gotz et al. have shown that after a reasonable number of paths, typically between 5-50 paths, the weight factor becomes negligible and the model is computed with a finite number of paths. From complex channel transfer function measurements, the authors came up with the following expression for the channel frequency response as a multipath environment [6]:

$$H(f) = \sum_{i=1}^{N} g_i \cdot e^{-(a_0 + a_1 f^k) d_i} \cdot e^{-j2\pi f \tau_i}$$ (2.1)

Where, $N$ is the number of propagation paths, $g_i$ is the weighting factor, $a_0$, $a_1$ and exponent $k$ are the parameters that define the frequency-dependent attenuation, $d_i$ is the path length, $\tau_i$ is the path delay given by the following expression:

$$\tau_i = \frac{d_i}{v_p} = \frac{d_i \sqrt{\varepsilon_r}}{c_0}$$ (2.2)

Where $\varepsilon_r$ is the insulating material's dielectric constant, $c_0$ is the speed of light, $d_i$ is the length of a path and $v_p$ is the propagation speed. Thus we can see from (2.1) that the model is characterized by three different components; the weighting factor, the attenuation portion and the delay portion. The factor $e^{-(a_0 + a_1 f^k) d_i}$ determines the amount of attenuation that takes place during signal transmission in the PLC channel. The factor $e^{-j2\pi f \tau_i}$ is the delay portion. The transmission and reflection coefficients are always less than one, and so, it goes without saying that the net product of all the transmission and reflection coefficients is also less than one, viz a viz:

$$|g_i| \leq 1$$ (2.3)

The attenuation factor is obtained from the complex propagation constant by using transmission line analogy, that is:

$$\gamma = k_1 \sqrt{f} + k_2 f + jk_3 f$$ (2.4)

Where $k_1 \sqrt{f} + k_2 f$ is the attenuation constant and $k_3 f$ is the phase constant.
The constants $k_1$, $k_2$ and $k_3$ summarize the geometrical and material properties of the network. Thus it can be seen from (2.4) that the attenuation increases with frequency. The weighting and the delay factors are obtained when the frequency response of the PLC channel is converted into time domain. The weighting factor is inversely proportional to the delay factor. This is due to the reduction in signal power as the signal travels through different points of discontinuity. This is depicted in Fig. 2-5 below. For the single branch network, reflection coefficients are obtained from:

$$r_{1b} = \frac{Z_{L2}|Z_{L3} - Z_{L1}}{Z_{L2}|Z_{L3} + Z_{L1}}$$  \hfill (2.5)$$

$$r_{3d} = \frac{Z_0 - Z_{L3}}{Z_0 + Z_{L3}}$$ \hfill (2.6)$$

$$r_{3b} = \frac{Z_{L2}|Z_{L1} - Z_{L3}}{Z_{L2}|Z_{L1} + Z_{L3}}$$ \hfill (2.7)$$

Where $Z_0$ is the characteristic impedance.

Consequently, the transmission coefficients are obtained from:

$$t_{1b} = 1 - |r_{1b}|$$ \hfill (2.8)$$

$$t_{3b} = 1 - |r_{3b}|$$ \hfill (2.9)$$

Figure 2- 5: The impulse response of a single branch topology
However, it is noted that the complexity of this approach increases as the number of branches and nodes increases. Table 2.1 summarizes the expressions for obtaining the three components of the Zimmermann and Dostert model for \( N \) paths.

Table 2.1: Model parameters for an \( N \)-path network [4]

<table>
<thead>
<tr>
<th>path no.</th>
<th>signal direction</th>
<th>path length ((d_i))</th>
<th>weighting factor ((g_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A \rightarrow B \rightarrow C )</td>
<td>( l_1+l_2 )</td>
<td>( t_{1b} )</td>
</tr>
<tr>
<td>2</td>
<td>( A \rightarrow B \rightarrow D \rightarrow B \rightarrow C )</td>
<td>( l_1+2l_3+l_2 )</td>
<td>( t_{1b} \cdot r_{3d} \cdot t_{3b} )</td>
</tr>
<tr>
<td>3</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( N )</td>
<td>( A \rightarrow B \rightarrow (D \rightarrow B)^{N-1} \rightarrow C )</td>
<td>( l_1+2(N-1) \cdot l_3+l_2 )</td>
<td>( t_{1b} \cdot r_{3d} \cdot (r_{3d} \cdot r_{3d})^{N-2} t_{3b} )</td>
</tr>
</tbody>
</table>

**2.2.2.2 Philipps’ models**

The impedance characteristics of a PLC channel is highly variable with frequency and ranges between a few ohms to a few kilo ohms. The characteristics display the presence of both peaks and notches. At the peaks, the channel behaves like a parallel resonant circuit. In much of the frequency band, the impedance is either inductive or capacitive. The characteristic impedance of a powerline cable is around 90 Ohms. However, the net impedance in the network is determined by the topology of the network as well as the loads that are connected to it, whose impedances may be highly dependable on the frequency as well. Phillips also noted that the signal that is sent through the PLC channel will undergo reflections at points of impedance discontinuities and as a result echoes of the transmitted signal are produced. Thus, the powerline is regarded as an environment where multipath effects are prominent. This tallies with the views of Zimmerman and Dostert [4, 6].

Based on these observations concerning the powerline channel behavior, from extensive measurements by Philipps [28], two models were proposed for the PLC channel transfer characteristics; the echo model and the series resonant circuit model [5].
2.2.2.2.1 Echo model

The echo model is based on the multipath nature of the PLC channel which leads to direct as well as indirect transmission of the signal. Thus, the signal that gets to the receiver is a summation of several copies (echoes) of the transmitted signal, and not just one direct signal from the transmitter to the receiver. This means that different signals are delayed and attenuated differently. This fact led to the development of the echo model, which happens to be in good agreement with the parameters that constitute the network.

If we assume that there are \( N \) paths that the signal travels through to the receiver, then, on the path \( v \), the signal will suffer the amount of delay equal to \( \tau_v \) and also be attenuated by a complex factor \( \rho_v \). The complex path attenuation is given by [5]:

\[
\rho_v = |\rho_v| \cdot e^{-j\varphi_v} \tag{2.10}
\]

where:

\[
\varphi_v = \tan^{-1} \left( \frac{\text{Im}(\rho_v)}{\text{Re}(\rho_v)} \right) \tag{2.11}
\]

Then, the impulse response \( h(t) \) is obtained as a sum of \( N \) dirac pulses which are multiplied by \( \rho_v \) and delayed by \( \tau_v \), that is:

\[
h(t) = \sum_{v=1}^{N} \rho_v \cdot \delta(t - \tau_v) \tag{2.12}
\]

The channel transfer function is obtained as a Fourier transform of the impulse response, from which we have:

\[
H(f) = \sum_{v=1}^{N} |\rho_v| \cdot e^{j\varphi_v} \cdot e^{-j2\pi f \tau_v} \tag{2.13}
\]

The graphical representation of the echo model is shown in Fig. 2-6. For each path, there are three parameters that have to be defined. Hence, for a model with \( N \) paths, a total of \( 3N \) parameters will be required to completely define the model. These parameters are the delay factor \( \tau_v \), the phase shift \( \varphi_v \) and the attenuation factor \( \rho_v \). The said model can be optimized by using an evolutionary strategy as described in [5] which essentially minimizes the root mean square error and maximizes the correlation factor between the measured and modeled functions.
2.2.2.2 Series resonant circuit model

Electrical load impedance measurements have been shown to behave like one or few series resonant circuits whose constituent elements are a resistance $R$, inductance $L$ and a capacitance $C$. This is due to the fact that many appliances incorporate a capacitance at the input for preventing interference and also possess a feeder line that is both resistive and inductive. Since in most cases the loads are very much far apart, they do not influence one another. Hence it would be realistic to model the powerline channel as a cascade of series resonant circuits (SRC) that are decoupled. Fig 2-7 below shows a single RLC resonant circuit connected to line of a load impedance $Z$. 

![Figure 2-6: Graphical representation of the Echo model](image)
The frequency-dependent impedance of the series RLC resonant circuit is calculated as:

\[ Z_S = R + j \cdot 2\pi f \cdot L + \frac{1}{j \cdot 2\pi f \cdot C} \]  \hspace{1cm} (2.14)

At resonance, the capacitive and inductive reactances are equal, and the circuit is purely resistive (minimum impedance). The resonant frequency is then computed from:

\[ f_{res} = \frac{1}{2\pi \sqrt{L \cdot C}} \]  \hspace{1cm} (2.15)

Then, the channel frequency response is given by:

\[ H(f) = \frac{1}{1 + \frac{Z}{Z_S(f)}} \]  \hspace{1cm} (2.16)

The channel frequency response is shown in the Fig. 2-8 below; where we see that a notch occurs in the amplitude transfer function at resonance. The value of the amplitude characteristic at lower and high frequencies is almost 1. The depth of a notch is a function of the resistance R and the impedance Z.
The quality factor (Q factor) of the circuit is given by:

\[ Q = \frac{f_{res}}{2.\Delta f} = \frac{1}{R} \sqrt{\frac{L}{C}} \]  

(2.17)

The quality factor is a function of the notch width; the narrower the notch, the higher the quality factor. In the phase response, we see that there is a steep rise at resonance. The phase is capacitive at lower frequencies while it is inductive at higher frequencies. The overall frequency response characteristic is modeled as a series of cascaded decoupled series resonant circuits, and is given by:

\[ H(f) = \prod_{i=1}^{n} H_i(f) \]  

(2.18)

In order to fit the model, 3N parameters should be optimized. The same approach adopted for the echo model can be used for the optimization. Table 2.2 shows the parameters that were obtained for a maximum of five series resonant circuits; that have been determined by using the evolutionary strategy.
Table 2.2: Set of parameters of series resonance circuits model

<table>
<thead>
<tr>
<th>No</th>
<th>R (Ω)</th>
<th>L (μH)</th>
<th>C (nF)</th>
<th>( f_{res} ) (MHz)</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.4</td>
<td>0.137</td>
<td>10.8908</td>
<td>4.122</td>
<td>0.165</td>
</tr>
<tr>
<td>2</td>
<td>12.1</td>
<td>8.264</td>
<td>0.1334</td>
<td>4.793</td>
<td>20.640</td>
</tr>
<tr>
<td>3</td>
<td>67.9</td>
<td>18.919</td>
<td>0.0197</td>
<td>8.238</td>
<td>14.431</td>
</tr>
<tr>
<td>4</td>
<td>46.4</td>
<td>11.948</td>
<td>0.0103</td>
<td>14.324</td>
<td>23.183</td>
</tr>
<tr>
<td>5</td>
<td>19.6</td>
<td>1.008</td>
<td>0.0273</td>
<td>30.357</td>
<td>9.799</td>
</tr>
</tbody>
</table>

The frequency response of this kind of circuit is shown below.

Figure 2-9: Channel transfer characteristic for a five series resonant circuits model
2.1.2.3 Meng et al. model

Meng et al. [9] applied transmission line theory to come up with a transfer characteristic model of the power line for a low voltage network. To validate the model, a sample network comprising of several branches and connected to different household appliances was constructed and the channel measurements were done. A simplified in-house powerline network with \( N \) branches is shown in Fig. 2-10 below.

![Figure 2-10: A simplified in-house powerline network with \( N \) branches](image)

Four key parameters for the line are determined first, that is, the line resistance \( R \), the line inductance \( L \), the line capacitance \( C \) and the line conductance \( G \). These primary parameters are necessary in the determination of the two model parameters; the propagation constant \( \gamma \) and the characteristic impedance \( Z_0 \). The mathematical procedure for the primary line parameter determination is outlined below for each element:

1. Resistance

Due to skin effect, when there is an ac current flow in the conductor, where more current flows near the conductor surface as opposed to towards the center. This is caused by the self-inductance within the conductor [9, 29]. This phenomenon causes an increase in the cable resistance which even becomes worse as the frequency of the current increases. Even though there is uniform current distribution throughout the cable cross section, when computing the cable resistance, it is normal to
make the assumption that all the current flows within the cable “skin depth”. The skin depth $\delta$ is computed as [9, 30]:

$$\delta = \frac{1}{\sqrt{\pi f \mu_c \sigma_c}}$$

(2.19)

Where $\mu_c$ is the permeability of the conductor, $\sigma_c$ is the conductivity of the conductor, and $f$ is the current frequency. Hence, for a transmission line consisting of two wires with a solid core conductor, its resistance is computed as:

$$R_{solid} = \frac{1}{\pi a \delta \sigma_c} \left(\frac{Ohms}{m}\right)$$

(2.20)

Where $a$ is the conductor radius. If however the conducting wires are stranded, then the current flow area is reduced due to the gaps between the wire strands. In such cases, the solid cable resistance is multiplied with a correction factor. This correction factor is given by [9]:

$$X_R = \left[\cos^{-1}\left(\frac{r_{wire} - \delta}{r_{wire}}\right) \times r_{wire}^2 - (r_{wire} - \delta) \times \sqrt{r_{wire}^2 - (r_{wire} - \delta)^2}\right] / (2 \times (r_{wire} \times \delta)$$

(2.21)

Where $r_{wire}$ is the a single wire strand radius, and $\delta$ is as defined in (19) above. Thus, the net resistance of the stranded conductor is given by [9]:

$$R = X_R \times R_{solid} \left(\frac{Ohms}{m}\right)$$

(2.22)

2. Inductance

For a transmission line comprising of two wires, its net inductance is a summation of the self-inductance per conductor and the mutual inductance between them. The self-inductance $L_s$ is calculated as follows [29]:

$$L_s = \frac{\mu_c}{8\pi} \left(\frac{H}{m}\right)$$

(2.23)

Also, the mutual inductance is computed using the following expression [29]:

$$L_m = \frac{\mu_c}{\pi} \ln\left(\frac{D - a}{a}\right) \left(\frac{H}{m}\right)$$

(2.24)

Where $D$ is the distance between the conductors. So, the net inductance is given as [29]:
\[ L = L_s + 2L_m = \frac{\mu_c}{\pi} \left[ \frac{1}{4} + \ln \left( \frac{D-a}{a} \right) \right] \left( \frac{H}{m} \right) \quad (2.25) \]

3. Capacitance

The two-wire cable capacitance is a function of the cable to cable capacitance per unit length, \( C_{\text{cable}} \), and the capacitance due to the coupling effects from both the metal conduit, \( C_{\text{conduit}} \) and the earth cable. The capacitance between the metal conduit and the earth cable is zero because both of them are grounded which means that the potential between them is zero also. The cable capacitance per unit length, \( C_{\text{cable}} \) is given by [29]:

\[ C_{\text{cable}} = \frac{\pi \varepsilon}{\ln \left[ \left( \frac{D}{2a} \right) + \sqrt{\left( \frac{D}{2a} \right)^2 - 1} \right]} \quad (F/m) \quad (2.26) \]

Where \( \varepsilon \) is the dielectric material permittivity between the conductors. The capacitance due to the coupling effects from the metal conduit, \( C_{\text{conduit}} \), is given by [9]:

\[ C_{\text{conduit}} = \lim_{N \to \infty} \sum_{k=1}^{N} \frac{1}{N} \times \frac{2\pi \varepsilon_k}{\ln \left( \frac{b_k}{a} \right)} \quad (F/m) \quad (2.27) \]

Where \( \varepsilon_k \) and \( b_k \) are dielectric material permittivity and the metal conduit inner radius for the sector \( k \). The net capacitance, \( C \) is then obtained from [9]:

\[ C = C_{\text{cable}} + \frac{C_{\text{cable}}}{2} + \frac{C_{\text{conduit}}}{2} = \frac{3C_{\text{cable}}}{2} + \frac{C_{\text{conduit}}}{2} \quad (F/m) \quad (2.28) \]

4. Conductance

From [29], we see that if the medium is homogeneous, then the following expression holds true:

\[ \frac{C}{G} = \frac{\varepsilon}{\sigma} \quad (2.29) \]

which implies that,

\[ G = \frac{\sigma C}{\varepsilon} \quad (2.30) \]
Where $\sigma$ is the dielectric material conductivity and $G$ is the cable conductance per unit length. In the approach taken by Meng et al., the dielectric material is assumed to be a mixed content and the space inhomogeneity is neglected to make the model more tractable.

Based on the lumped-element circuit model of the transmission line, the propagation constant $\gamma$ and the characteristic impedance $Z_o$ can be computed as [9, 29]:

$$\gamma = \alpha + j\beta = \sqrt{(R + j\omega L)(G + j\omega C)} \quad (2.31)$$

$$Z_o = \sqrt{\frac{R + j\omega L}{G + j\omega C}} \quad (2.32)$$

Where $\omega$ is the angular frequency. The real part of the propagation constant $\alpha$ is the attenuation constant while the imaginary part is the phase constant $\beta$. Thus we see that these parameters can be used to characterize any transmission line regardless of its length. The input impedance $Z_{in}$ of a transmission line whose length is $l$ and is terminated by a load impedance $Z_L$ is given by:

$$Z_{in} = Z_o \frac{Z_L + Z_o \tanh(\gamma \cdot l)}{Z_o + Z_L \tanh(\gamma \cdot l)} \quad (Ohms) \quad (2.33)$$

If the load is a short circuit, then $Z_L = 0$, which gives:

$$Z_{is} = Z_o \tanh(\gamma \cdot l) \quad (Ohms) \quad (2.34)$$

If however the load impedance is replaced by an open circuit, then $Z_L = \infty$, and we have:

$$Z_{io} = Z_o \coth(\gamma \cdot l) \quad (Ohms) \quad (2.35)$$

From the Equations (2.34) and (2.35), we can obtain the characteristic impedance and the propagation constant as follows:

$$Z_o = \sqrt{Z_{is}Z_{io}} \quad (2.36)$$

$$\gamma = \tanh^{-1} \sqrt{\frac{Z_{is}}{Z_{io}}} \quad (2.37)$$
The diagram shown in Fig. 2-11 is used for the s-parameters evaluation for a single-branch network. In the derivation that follows, the path line is defined as the direct path for the signal (excluding the branches). Line 1 is the path power line with line parameter $Z_o$, $\gamma$, Line 2 is the branch power line with line parameter $Z_o$, $\gamma$, Line 3 is the transmission line with 50\(\Omega\) characteristic impedance. By applying the theory of the transmission line, $Z_{in1}$, $Z_{in2}$, $Z_{in}$, $\Gamma_1$ and $\Gamma_2$ are determined as follows [9]:

\[
Z_{in1} = Z_o \frac{Z_L + Z_o \tanh(\gamma \cdot l_3)}{Z_o + Z_L \tanh(\gamma \cdot l_3)} \text{ (Ohms)} \quad (2.38)
\]

\[
Z_{in2} = Z_o \frac{Z_b + Z'_o \tanh(\gamma \cdot l_2)}{Z'_o + Z_b \tanh(\gamma \cdot l_2)} \text{ (Ohms)} \quad (2.39)
\]

\[
Z_{in} = \frac{Z_o (Z_{in1} / Z_{in2}) + Z_o \tanh(\gamma \cdot l_1)}{Z_o + (Z_{in1} / Z_{in2}) \tanh(\gamma \cdot l_1)} \text{ (Ohms)} \quad (2.40)
\]

Figure 2-11: Single-branch network diagram

Where $Z_s$ is the source impedance, $Z_L$ is the load impedance, $Z_b$ is the load impedance at the branch end, $Z_{in1}$ is the input impedance of the network on the right of the tap, $Z_{in2}$ is the input impedance of the branch network, $Z_{in}$ is the input impedance of the single branch network, $\Gamma_1$ is the reflection coefficient from path end, and $\Gamma_2$ is the reflection coefficient from tap point calculated as:
\[ I_1 = \frac{Z_L - Z_0}{Z_L + Z_0} \]  
(2.41)

And,
\[ I_2 = \frac{Z_{in1}||Z_{in2} - Z_0}{Z_{in1}||Z_{in2} + Z_0} \]  
(2.42)

The s-parameters \( S_{11} \) and \( S_{21} \) are obtained using the following equations [31]:
\[ S_{11} = \frac{Z_{in} - 50}{Z_{in} + 50} \]  
(2.43)
\[ S_{21} = 2 \frac{V_3}{E_g} \]  
(2.44)

The \( S_{21} \) parameter can also be calculated indirectly according to the following equation:
\[ S_{21} = 2 \frac{V_3}{V_2} \cdot \frac{V_2}{V_1} \cdot \frac{V_1}{E_g} \]  
(2.45)

Where,
\[ \frac{V_1}{E_g} = \frac{Z_{in}}{Z_{in} + Z_g} \]  
(2.46)

From [30], the shifting of reference planes yields the following:
\[ \frac{V_3}{V_2} = \frac{(1 + I_1) e^{-\gamma_{l_3}}}{1 + I_1 e^{-\gamma_{l_3}}} \]  
(2.47)
\[ \frac{V_2}{V_1} = \frac{(1 + I_2) e^{-\gamma_{l_1}}}{1 + I_2 e^{-\gamma_{l_1}}} \]  
(2.48)

After determining the S-parameters above, we can then obtain the scattering matrix for an entire network comprising several cascaded single branch networks. There are two methods that can be applied to do this. One is the use of signal flow graphs while the other one is the use of the chain scattering matrix (T-matrix). For ease of computation, the latter is used in this case. The overall T-matrix for the whole cascaded network is a product of the individual T-matrices for each single branch network. The following is the relationship between the S-matrix and the T-matrix [9]:
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\[
[T] = \begin{bmatrix}
\frac{1}{S_{21}} & -S_{22} \\
S_{11} & -\frac{S_{21}}{S_{11}S_{22}} \\
S_{21} & S_{12} - \frac{S_{11}}{S_{21}}
\end{bmatrix}
\] (2.49)

And then the total T-matrix for an entire network is calculated as [9]:

\[
[T] = \prod_{k=1}^{N}[T_k]
\] (2.50)

Where \(T_k\) is the T-matrix of the \(k^{th}\) cascaded element in network. The S-matrix for the whole network can then computed as [9]:

\[
[S] = \begin{bmatrix}
\frac{T_{21}}{T_{11}} & T_{22} - \frac{T_{21}T_{12}}{T_{11}} \\
\frac{1}{T_{11}} & -\frac{T_{12}}{T_{11}}
\end{bmatrix}
\] (2.51)

The \(S_{21}\) term gives the transfer function of the network.

### 2.2.2.3 Anatory et al. Model

The Anatory et al. model [7, 25] is based on the fact that at a particular node, part of the signal will be transmitted and another part will be reflected. The model also takes into consideration the loads connected to the network, their distances from the path line and the number of nodes. For a multiple branch transmission line at a single node as shown in Fig. 2-12, where \(Z_S\) is the impedance of the source, \(Z_n\) is the characteristic impedance of any terminal, \(V_S\) and \(Z_L\) are source voltage and load impedance respectively, Anatory et al. developed the following transfer function for the PLC channel [7, 25, 32, 33]:

\[
H_m(f) = \sum_{M=1}^{L} \sum_{n=1}^{N_T} T_{LM} \alpha_{mn} H_{mn}(f) \quad n \neq m
\] (2.52)

Where: \(N_T\) is the total number of branches connected at node B and terminated in any arbitrary load, \(n\) is any branch number, \(m\) is any referenced (terminated) load, \(M\) is the number of reflections (with a total \(L\) number of reflections),
Figure 2-12: Single node power line network with multiple branches [32]

$H_{mn}(f)$ is the transfer function between line $n$ and a referenced load $m$, and $T_{LM}$ is the transmission factor at the referenced load $m$, respectively. $\alpha_{mn}$ is the signal contribution factor given by:

$$\alpha_{mn} = P_{Ln}^{M-1} \rho_{nm}^{M-1} e^{-\gamma_n (2(M-1)L_n)}$$  \hspace{1cm} (2.53)$$

Where $\rho_{mn}$ is the reflection factor at node B between line $n$ and the referenced load $m$, and $\gamma_n$ is the propagation constant of line $n$ that has line length $L_n$. All terminal reflection factors $P_{Ln}$ in general are given by:

$$P_{Ln} = \begin{cases} 
\rho_S, & n = 1 \text{(source)} \\
\rho_{Ln}, & \text{otherwise}
\end{cases}$$ \hspace{1cm} (2.54)$$

except at the source where $\rho_{L1} = \rho_S$ is the source reflection factor. The authors extended the above results for any power line network with spread branches as shown in Fig. 2-13.
They obtained the transfer function of such a network as:

\[ H_{mM} (f) = \sum_{d=1}^{M_T} \sum_{M=1}^{L} \sum_{n=1}^{N_T} T_{LM} \alpha_{mn} H_{mn} (f) \quad n \neq m \]  

(2.56)

\[ \alpha_{mn} = \rho_s \rho_{Ln}^{-1} e^{-\gamma_n (2(M-1))} \]  

(2.57)

\[ P_{Ln} = \begin{cases} \rho_s, & d = n = 1 \text{(source)} \\ \rho_{Ln}, & \text{otherwise} \end{cases} \]  

(2.58)

Where all the parameters used have the same significance as mentioned above and, \( M_T \) is the total number of distributed nodes, \( d \) is any referenced node (1… \( M_T \)), and \( H_{mn} (f) \) is the transfer function from line \( n \) to a referenced load \( m \) at a referenced node \( d \).

### 2.2.2.4 Mulangu and Afullo model

Recently Mulangu and Afullo [34], investigated the effect of the number of branching nodes in a power line network and derived a PLC channel model that is based on Mie scattering theory [35]. The basis of this model is on the assumption of a multitude of scatterers that are randomly spread in the channel vicinity, requiring a sufficient number of impedance discontinuity points. The power line is considered as one single element, and then it is subdivided into a grid of scattering points.
(small areas) whose dimensions range from 0.5 to 3 mm. A power law mathematical formulation that relates specific attenuation in the channel to the number of branching nodes is then derived.

If an electromagnetic wave of known amplitude travels through a volume, containing $N$ scattering particles that are identical with diameter $D$, its amplitude decreases by the factor of $e^{-\gamma l}$, at any distance $l$. The coefficient of attenuation $\gamma$ is calculated as [34]:

$$\gamma = NQ_{\text{ext}}(D)$$  \hspace{1cm} (2.59)

The wave attenuation in dB is then given by:

$$A_{\text{dB}} = 10 \log \frac{1}{e^{-\gamma l}} = 4.343\gamma l$$  \hspace{1cm} (2.60)

While the specific attenuation in dB/km computed as:

$$A_s = 4.343\gamma$$  \hspace{1cm} (2.61)

$$A_s [\text{dB/km}] = 4.343 \times 10^3 \int_0^\infty N(D)Q_{\text{ext}}(D)dD$$  \hspace{1cm} (2.62)

Equation (2.62) can also be rewritten as:

$$A_s [\text{dB/km}] = 0.25\pi \int_0^\infty D^2 N(D)Q_{\text{ext}}(D)dD$$  \hspace{1cm} (2.63)

The power law form of the specific attenuation is given as:

$$A_s = \varphi K^\xi$$  \hspace{1cm} (2.64)

where $\varphi$ and $\xi$ are powerline specific coefficients and $K$ is the branching nodes number.

### 2.2.2.5 Zwane and Afullo model

A series of resonant circuits (SRCs) can be used to describe the power line channel [5]. From channel measurements, a correlation of the notch locations to the SRC branch parameters was obtained. The transmission line theory for two extreme cases, that is, short circuited and open circuited branches, was used. Through the analysis of the input impedance characteristics around a resonant wavelength $\lambda_r$, the short and open circuited circuits behaved like a series RLC circuit. For the open circuited end, the cable length is in odd multiples of $\lambda_r/4$ while for the short circuited end, the cable length is in even multiples of $\lambda_r/2$. Table 2.3 presents a summary of the series RLC parameters determination formulations obtained.
Table 2.3: Series resonance RLC parameters [36]

<table>
<thead>
<tr>
<th>Resonance</th>
<th>Quarter wavelength ($\lambda_r/4$)</th>
<th>Half wavelength ($\lambda_r/2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Open circuit</td>
<td>Short circuit</td>
</tr>
<tr>
<td>R</td>
<td>$\frac{1}{4}Z_0\alpha\lambda_r$</td>
<td>$\frac{1}{2}Z_0\alpha\lambda_r$</td>
</tr>
<tr>
<td>L</td>
<td>$\frac{\pi Z_0}{4 \cdot \omega_0}$</td>
<td>$\frac{\pi Z_0}{2 \cdot \omega_0}$</td>
</tr>
<tr>
<td>C</td>
<td>$\frac{4}{\pi \omega_0 Z_0}$</td>
<td>$\frac{2}{\pi \omega_0 Z_0}$</td>
</tr>
<tr>
<td>Q</td>
<td>$\frac{\beta_r}{2\alpha}$</td>
<td>$\frac{\beta_r}{2\alpha}$</td>
</tr>
</tbody>
</table>

Where in the above table, $Z_0$ is the characteristic impedance of the line, $\omega_0$ is the resonant angular frequency, $\alpha$ is the attenuation constant of the line, $\lambda_r$ is the wavelength at resonance and $\beta_r = \frac{\pi}{l}$. From Equation (2.16), each resonant circuit is described by a transfer function $H_{r_i}(f)$ and the overall transfer function is given as:

$$H(f) = A \prod_{i=1}^{n} H_{r_i}(f)$$

(2.65)

Where $n$ is the number of series resonant circuits forming the total transfer function and $A$ is the average path loss factor from transmitter to receiver distance determined by $e^{-\gamma d}$.

### 2.3 Noise in PLC Channels

The PLC channel is plagued by different noise types that are generated by different sources. These noise components vary in terms of their severity and features. Some of the noise components have power levels that vary with time for every second or minute or hour and they are broadly referred to as colored background noise. On the hand, we have noise components that are periodic impulses and either synchronous or asynchronous with the mains. The channel also suffers from non-periodic asynchronous noise [37]. Impulsive noise tends to be more dominant than the other noise types and its levels that are usually several decibels above the background noise. Impulsive noise is characterized by its amplitude, inter-arrival time and the width of the bursts.
PLC noise measurements and characterization has been studied by several authors [38-41]; but regardless of the measurement methodology and the equipment used, they have reported the presence of between three to five noise components. The authors have broadly classified the noise as background noise, narrowband interference and impulsive noise. From a telecommunications perspective, we therefore conclude that the PLC receiver is affected in the time domain by a superposition of all the noise components. Work done on PLC channel noise is limited as compared to that on channel transfer function measurements and modeling. The noise in PLC channel is different from the classic additive white Gaussian noise (AWGN). The noise in PLC has two main sources; noise generated by electrical appliances that are connected to the power network and that which is ingressed into the network from external sources either through radiation or conduction.

The following are the three broad classes of PLC channel noise [39, 40, 42-44]:

1. Impulsive noise: This category of noise is subdivided into different noise components depending on whether or not they are periodic or aperiodic and synchronous or asynchronous to the mains frequency. Impulsive noise is subdivided as follows:
   
a) *Impulsive noise that is synchronous with the mains frequency and is periodic*: This type of impulsive noise is cyclostationary and is synchronous with the mains frequency. It is generated by silicon controlled rectifiers in different power supplies.

   b) *Impulsive noise that is periodic but asynchronous with the mains frequency*: This category of impulsive noise is generated by periodic impulses whose repetition rates are between 50 to 200 KHz. However, repetition rates that are outside this range have been found in some other measurements [38]. On the other hand, apart from the high repetition rates, this kind of impulsive noise also exhibits an underlying period equal to the mains one, which then qualifies it to be categorized as cyclostationary.

   c) *Asynchronous impulsive noise*: This kind of impulsive noise is very unpredictable and is the most dominant. It exhibits no regular occurrence and mainly arises from transients that originate from the connection or disconnection of electrical appliances from the power line network. The impulses can last for between some microseconds and a few milliseconds with a random occurrence. The power
spectral density of this kind of noise can go as high as 50 dB above the background noise. It is also sometimes referred to as sporadic impulsive noise.

2. Narrowband interference: This type of PLC noise is formed by modulated or sinusoidal signals originating from different electrical devices with a transmitter or receiver that cause spurious disturbances, and also ingress from broadcast stations, etc. Its severity normally varies from hour to hour, and in some cases may also vary synchronous with the mains. Some of its components can also be treated as cyclostationary. This noise can be subdivided into two depending on the shape of the power spectral density, as follows:
   a) Narrowband interference with multiple discrete frequency components: The power spectral density of this type of narrowband interference is made up of several equally spaced components (less than 5 KHz bandwidth). However these components are not harmonically related, that is, denoting by \( f_j \), with \( j=0, 1, \ldots \), the frequencies of the spectral peaks, then, its happens that \( f_j - f_{j-1} = f_{j+1} - f_j \) but there is no \( f_0 \) that satisfies \( f_j = pf_0 \) for \( j=0, 1, \ldots \) and \( p \in N^+ \). This category of noise is observed above 4 MHz and frequency spacings up to 50 KHz have been observed. Fig. 2-14 shows an example of the estimated power spectral density of this kind of interference.

![Figure 2-14: Power spectral density of narrowband interference with multiple frequency components [42]](image)

This figure shows that this kind of interference has the shape of a double-sided modulation of a periodic signal. The corresponding time domain representation is shown in Fig. 2-15 below.
b) Single frequency component interference: The power spectral density of this kind of interference is comprised of a single narrowband term (bandwidth below 20 KHz) and is significantly higher than the background noise (by even more than 30 dB). This interference component is usually prominent below 2 MHz and above 20 MHz. Interference from commercial AM radio stations is one type of this interference.

Additionally, the interference can also be grouped into two categories depending on the statistical properties:

a) Stationary: This kind of interference may comprise of multiple equally space components or only a single component term but their levels do not change with the mains cycle. Much of narrowband interference fall under this category.

b) Cyclostationary: This type of interference may also comprise of a single or several equally spaced components. The key distinguishing feature is its synchronous behavior with the mains. Fig. 2-16 shows a time-domain diagram of this kind of noise. This diagram gives a detailed view of a 76 KHz cyclostationary narrowband interference that happens just before two periodic synchronous impulses with high amplitude. An AM interference with a smaller amplitude and carrier frequency of 88 KHz is also visible in the diagram.
3. Colored background noise: This kind of noise originates from various sources with low power spectral density that varies with frequency, and their origin is usually unknown. Some of these sources may even be situated outside the premises and in such a case the noise is ingressed into the network via radiation or conduction. This noise can also be assumed cyclostationary with a level that strongly depends on the type and number of the electrical appliances connected to the network. This noise has a power spectral density that varies over time in terms of minutes or even hours.

Colored background noise, narrowband noise and periodic impulsive noise asynchronous to the mains frequency are usually stationary over periods ranging between seconds and minutes or even hours, and can be generally referred to as background noise. However, impulsive periodic noise that is synchronous with the mains frequency and asynchronous impulsive noise are time variant from microseconds to milliseconds. During such impulses, the power spectral density of the noise rises significantly and may result in bit or burst errors during transmission of data [39, 43]. Thus, impulsive noise is the biggest threat to the optimal performance of PLC systems and is discussed further below.
2.3.1 Impulsive noise

When analyzing impulse noise from the perspective of its impact on the PLC channel in terms of data transmission, there are two key questions that must be answered; they are [43]:

(i) When do the impulses take place?
(ii) What is the strength of the impulses?

In order to address the first question, the assumption of an impulse that is rectangular in shape offers a reasonable and simple approach; which makes the characterization of the impulse possible with only a few parameters being used. These basic parameters are the impulse width $t_w$, arrival time $t_{arr}$ and interarrival time $t_{IAT}$ or the impulse distance $t_d$. The second question can be sufficiently dealt with by analyzing the amplitude of the impulse, energy of the impulse, and power or the specific power spectral density. These characteristics of the impulses are demonstrated in Fig. 2-17 with a rectangular envelope of some sample impulses.

![Figure 2-17: Time-domain impulse representation and envelope with characteristic parameters](image)

In this figure, $A = \max\{A_i^+, A_i^\text{-}\}$. The separation distance between two impulses is described by the impulse distance $t_d$ or interarrival time $t_{IAT}$ which are related according to the following expression [43]:
\[ t_{IAT} = t_w + t_d = t_{arr,i+1} - t_{arr,i} \]  

(2.66)

Using an general impulse function \( imp(t) \) with a unit amplitude and unit width, a train of impulses can be described by\[43\]:

\[ n_{imp\text{train}}(t) = \sum_{i=1}^{N} A_i \cdot imp \left( \frac{t - t_{arr,i}}{t_{w,i}} \right) \]  

(2.67)

Where \( n_{imp\text{train}}(t) \) is the train of impulses. The parameters \( A, t_w \) and \( t_{arr} \) are random variables whose statistical properties can be obtained through measurements. From these parameters, secondary parameters can be obtained that are crucial in analysis of impulse noise and studying its behavioral characteristics over time. One of these secondary parameters is the impulse rate, given by:

\[ r_{imp} = \frac{N_{imp}}{T_{win}} \]  

(2.68)

Where \( N_{imp} \) is the number of impulses that occur within a given window of observation \( T_{win} \). With the right choice of the window of observation, it is possible to determine the current frequency of the impulse events in terms of the number of impulses per second. A figure of the actually disturbed time can be determined from the “disturbance ratio”; which by definition is the ratio of the sum of the widths of all impulses generated within a window of observation, and the length of the window of obervation, that is \[43\]:

\[ \text{disturbance ratio} = \frac{\sum_{i=1}^{N_{imp}} t_{w,i}}{T_{win}} \]  

(2.69)

Impulse-free time percentage, which is the complement to the disturbance ratio, can then be derived from the above equation.

2.3.2 Analog and digital impulses mathematical concepts

Considering a pulse of unit area, \( p(t) \), as shown in Fig. 2-18 (a), the pulse tends to an impulse as its width, \( \varepsilon \), tends to zero \[38\]. The impulse function shown in Fig. 2-18 (b) is an infinitesimal time width pulse defined as \[15\]:
\[
\delta(t) = \lim_{\epsilon \to 0} p(t) = \begin{cases} 
1/\epsilon, & |t| \leq \epsilon/2 \\
0, & |t| > \epsilon/2 
\end{cases}
\quad (2.70)
\]

(a)                                             (b)                                                   (c)

Figure 2-18: (a) A pulse of unit area (b) An impulse as pulse width, \( \epsilon \to 0 \) for the pulse (c) The impulse function spectrum.

The impulse function integral is given by:

\[
\int_{-\infty}^{\infty} \delta(t) \, d(t) = \epsilon \times \frac{1}{\epsilon} = 1 
\quad (2.71)
\]

And, the impulse function Fourier transform is computed as:

\[
\Delta(f) = \int_{-\infty}^{\infty} \delta(t) e^{-j2\pi ft} \, d(t) = e^{0} = 1, \quad -\infty < f < \infty 
\quad (2.72)
\]

Where \( f \) is the frequency variable. An impulse that is digital, \( \delta(m) \), is defined as a signal with an “on” duration of one sample, and is expressed as follows:

\[
\delta(m) = \begin{cases} 
1, & m = 0 \\
0, & m \neq 0 
\end{cases} 
\quad (2.73)
\]

Where \( m \) is the discrete-time index. Making use of the Fourier transform relation, the digital impulse frequency spectrum is given by:
\[ \Delta(j\omega) = \sum_{m=-\infty}^{\infty} \delta(m)e^{-j2\omega m} = 1, \quad -\infty < \omega < \infty \] (2.74)

In a communication system, real noise that is impulsive lasts for a duration that is usually greater than one sample period. Impulse noise usually originates at particular time and space, and will then be propagated all the way to the receiver. Noise that is impulsive is a non-stationary, binary-state impulses sequence whose amplitudes are random and also occurs at random positions. This non-stationary nature of impulsive noise can be analyzed by considering the noise process power spectrum with a few impulses per second; the process has zero power when the noise is absent, and the noise power is the impulse power when the impulse is present. Hence, power spectrum and autocorrelation of impulsive noise are time-varying, binary state processes.

2.3.3 Impulsive noise statistical models

In this subsection, we review a number of statistical models that have proved useful in the characterization and modeling of impulsive noise processes. A sequence of impulsive noise, \( n_i(m) \), is made up of pulses that have short durations and have random amplitudes, random durations and random occurrence times, and may be modeled as a P-tap filter output, given by [45]:

\[ n_i(m) = \sum_{k=0}^{P-1} (h_k n(m-k)b(m-k)) \] (2.75)

Where \( b(m) \) models the occurrence time of the impulsive noise and is a binary-valued random sequence, \( n(m) \) models the amplitudes of the impulse and is a random process that is continuous-valued, and \( h_k \) models the each impulse duration and shape and is a filter impulse response. There are two popular statistical and basic processes that have been applied in impulsive noise modeling as a binary sequence that is amplitude-modulated, which are: the Bernoulli-Gaussian and Poisson-Gaussian processes. The two processes are discussed next.

2.3.3.1 Impulsive noise Bernoulli-Gaussian model

In this model of the impulsive noise, a Bernoulli process, \( b(m) \), is used to model the impulses random occurrence time and a Gaussian process is used to model the impulse amplitudes. A Bernoulli process, \( b(m) \), is a process that is binary-valued and takes a value of “1” with a probability of \( \alpha \) and a value of “0” with a probability of \( 1 - \alpha \). The mass function of the probability (pmf) of a Bernoulli process is hence given by [15]:

\[ P(b(m) = 1) = \alpha \]
\[ P(b(m) = 0) = 1 - \alpha \]
The random amplitude impulsive noise Gaussian probability density function (pdf) whose mean is zero is given as [15]:

$$p_N[n(m)] = \frac{1}{\sqrt{2\pi \sigma_n}} \exp \left\{ -\frac{n^2(m)}{2\sigma_n^2} \right\}$$  \hspace{1cm} (2.77)

Where $\sigma_n^2$ is the noise amplitude variance, and $\sigma_n$ is the noise amplitude standard deviation. Then, the Bernoulli-Gaussian model pdf of the impulsive noise, $n_i(m)$, is given by [15]:

$$p_{N}^{BG}[n_i(m)] = (1-\alpha)\delta[n_i(m)] + \alpha p_N[n_i(m)]$$  \hspace{1cm} (2.78)

Where $\delta[n_i(m)]$ is the Kronecker delta function. The function $p_{N}^{BG}[n_i(m)]$ is a mixture of a discrete probability mass function $\delta[n_i(m)]$ and a continuous pdf $p_N[n_i(m)]$.

### 2.3.3.2 Impulsive noise Poisson-Gaussian model

In this model of the impulsive noise, the impulsive noise event occurrence probability is modeled as a Poisson process, while a Gaussian process is used to model the random amplitude distribution of the impulsive noise. The Poisson process, described in [46], is a random-event counting process. The occurrence probability of $k$ impulsive events in a time interval $T$ in a Poisson model is given by:

$$P(k, T) = \frac{(\lambda T)^k}{k!} e^{-\lambda T}$$  \hspace{1cm} (2.79)

Where $\lambda$ is a rate function with the following properties:

(i) Probability of one impulse in a small time interval $\Delta t = \lambda \Delta t$

(ii) Probability of zero impulse in a small time interval $\Delta t = 1 - \lambda \Delta t$

The assumption here is that not more than one impulsive noise event can occur in a time interval $\Delta t$. In this model, the impulsive noise pdf in a small time interval $\Delta t$ is given as [15]:

$$p_{N}^{PG}[n(m)] = (1-\lambda \Delta t)\delta[n_i(m)] + \lambda \Delta tp_N[n_i(m)]$$  \hspace{1cm} (2.80)

Where $p_N[n_i(m)]$ is the Gaussian pdf as before.
2.3.4 PLC impulsive noise models

As earlier mentioned, PLC noise can be classified broadly into three; narrowband interference, background noise, impulsive noise and corona noise. Impulsive noise tends to be more dominant in low voltage networks, and slightly less in medium voltage networks. However, noise in high voltage networks tends to be dominated by corona noise. This types of noise has been previously modeled using different models; but, the most commonly used ones are derived from the two models discussed above. These models are the two-term mixture Gaussian model and the Middleton’s class-A impulsive noise model.

2.3.4.1 The two-term mixture Gaussian model

This model is popular in PLC due to its simplicity. This model is derived from the Bernoulli-Gaussian model discussed above. The impulsive noise occurrence probability is a random process which is Bernoulli while a Gaussian distribution controls the noise amplitudes. Another Gaussian distribution is used to model the background noise. Thus, the impulsive noise probability density function of the two-term mixture Gaussian model is given by [15, 47]:

\[ p_N(n) = (1 - \epsilon)N(0, \sigma^2) + \epsilon N(0, k\sigma^2) \]  

(2.81)

Where \( \epsilon \) is the impulse noise probability of occurrence, \( N(0, \sigma^2) \) is the zero-mean Gaussian distribution with a variance \( \sigma^2 \) that represents the background noise, \( N(0, k\sigma^2) \) models the impulsive noise component that is also Gaussian distributed but its variance is \( k \) times greater than that of the background noise. Even though this model is simple and is used frequently in the analysis of PLC systems [47-50], it is deficient in that it does not provide a very accurate representation of the true impulse noise. Another model, the Middleton’s class-A impulsive noise model, which is also widely used and counters the shortcomings of this model, is discussed next. The model is also limited in its ability to model long tailed processes, like PLC noise.
2.3.4.2 Middleton’s class-A noise model

This is a rather simple model based on Poisson-Gaussian model and incorporates both background and impulsive noise. This model, which is also widely referred to as the Middleton’s class-A impulsive noise model suggested in [51]. Due to its relative accuracy in the modeling and characterization of real impulsive noise, this model has been employed by several authors in the analysis of the performance of PLC systems [52-54]. This model represents the background and impulsive noise using the Poisson-Gaussian model. A Poisson random process is used to model the impulsive noise probability of occurrence; with the probability of having \( m \) impulsive noise events in a given interval \( T \) given by [15, 47, 51]:

\[
P = \frac{(\lambda T)^m}{m!} e^{-\lambda T}
\]  

(2.82)

A Gaussian random process is used to model the impulsive and background noise amplitudes. If we let \( A = \lambda T \) and simply refer to it as the impulsive index, then the pdf of Middleton’s class-A impulsive noise model is given by [47, 51]:

\[
p_A(n) = \sum_{m=0}^{\infty} e^{-A} \frac{A^m}{m!} \frac{1}{2\pi\sigma^2_m} \exp \left( -\frac{|n|^2}{2\sigma^2_m} \right)
\]  

(2.83)

Where \( \sigma^2_m = \sigma^2 \frac{m/A + \Gamma}{1+\Gamma} \) is the \( m \)th impulse power, \( \sigma^2 \) is the total noise power (inclusive of the powers of the Gaussian background noise and impulsive noise), \( \Gamma = \sigma^2_G/\sigma^2_I \) is the Gaussian-to-impulse noise power ratio (GIR), \( \sigma^2_G \) is the power of the Gaussian noise, and \( \sigma^2_I \) is the power of the impulsive noise. The impulsiveness of the noise reduces if \( A \) is increased, and the noise is very close to Gaussian in such a case. The above equation indicates that impulsive noise sources have a Poisson distribution, and for each source of impulse noise, a characteristic Gaussian noise with a different variance is generated. If we let \( N_o = 2\sigma^2 \) be the total white noise one-sided power spectral density, then the probability density function of the impulse noise can be written in terms of \( A, \Gamma \), and \( N_o \) as follows [15]:

\[
p_A(n) = \sum_{m=0}^{\infty} e^{-A} \frac{A^m}{m!\pi N_o} \frac{A(1+\Gamma)}{m + A\Gamma} \exp \left( -\frac{A(1+\Gamma)|n|^2}{m + A\Gamma N_o} \right)
\]  

(2.84)
However, this model does not tell us whether or not the noise is impulsive in the time domain. Also, it is limited in that it cannot model the fat tails in PLC systems sufficiently. Also, it was developed for general impulsive interference and not for PLC noise.

### 2.4 PLC Systems modulation

To optimize on the performance of PLC systems, techniques for combating the two key types of noise in PLC channels are necessary. Most of the techniques used in wireless communication systems afflicted by AWGN have been adapted for use in PLC systems. The performance of the PLC system under the application of these techniques can then be compared with one other, and even with the system performance without their application. The main techniques for enhancing system performance in the wired environment are coding and modulation. Different coding and modulation techniques or a combination of both improve the system performance in different ways. Some of the methods applicable in the PLC environment are discussed below.

#### 2.4.1 Single Carrier Quadrature Amplitude Modulation (QAM)

This modulation scheme is known to provide a spectral efficiency that is high in digital communication systems [55]. However its performance under the Middleton’s class-A impulsive noise environment was first explored in [56]. However the work reported in [56] suffers a serious drawback in that a conventional receiver (the receiver designed for AWGN channels) is employed in determining the impact of the impulsive noise on the error performance of a QAM system. The results clearly indicate that QAM performance is seriously degraded when the impulsive noise is very strong.

The performance of QAM in an impulsive noise environment was further explored in [52]. An optimum receiver for combating impulsive noise in a more effective manner was proposed by considering explicitly the statistical characteristics of class-A noise. The basic structure of this receiver is shown in block diagram form in Fig. 2-19. If during one symbol duration, $k$ samples are taken, then, the received symbol $r$ can be represented as:

$$ r = \{r_1, r_2, \ldots, r_k\} \quad (2.85) $$
Where B.P.F is Band Pass Filter, MLSE is Maximum likelihood estimator, $r_k$ is the received symbol $k^{th}$ sample. It is assumed here that the $k$ samples, $r_1, r_2, ..., r_k$, are statistically independent. In a similar manner, the transmitted symbol and the additive class-A noise are described by $s = \{s_1, s_2, ..., s_k\}$ and $n = \{n_1, n_2, ..., n_k\}$, respectively. The pdf of $r = s + n$, given that the symbol $s$ was sent, is given by:

$$p(r|s) = p(n = r - s) = \prod_{k=1}^{K} p_A(r_k - s_k)$$

(2.86)

Where $p_A$ is the probability density function of the class-A impulsive noise. Generally, the probability density given in Equation (2.86) is referred to as “likelihood”. For a given $r$ in this equation, a maximum likelihood detection receiver selects the symbol that maximizes the equation. This strategy minimizes the symbol error probability, and in this sense, a receiver that does maximum likelihood detection is known as an optimum receiver. If we make a substitution of the complex class-A impulsive noise above into Equation (2.86), the likelihood for class-A impulsive noise is computed as [15]:

$$p(r|s) = \prod_{k=1}^{K} \sum_{m=0}^{\infty} e^{-A} A^m \frac{1}{m!} \frac{1}{2\pi\sigma^2_m} \exp \left( -\frac{|r_k - s_k|^2}{2\sigma^2_m} \right)$$

(2.87)

Under class-A noise impulsive noise conditions, a receiver which performs maximum likelihood detection selects the symbol $s$ that maximizes $p(r|s)$ as the transmitted one. However, the complexity of the receiver based on this equation would make its implementation a difficult task.
The finite sum of the equation can be approximated by the first three terms, if the impulsive index $A$ is sufficiently small [52]. By making use of the optimal and sub-optimal receiver here, the authors have shown that the performance of impulsive QAM systems is much better than when conventional receivers are used. More specifically, the improvement in performance achieved is around 40 dB at the error probability of $10^{-2}$ for $A=0.1$ and $\Gamma = 10^{-3}$.

### 2.4.2 Binary Turbo Coded Modulation (Binary TCM)

Turbo codes that are iteratively decoded have shown superb error performance, and are therefore a good choice for single-carrier digital communication systems. Turbo code working principles were first presented by Berrou et al. [57] and have even discussed in a clearer way by Lin and Costello [58] for Gaussian noise channels. The first investigation of how turbo codes could be used to improve the error performance in channels affected by impulsive noise was reported in [48, 53]. The application of turbo codes in the elimination of the effects of impulsive noise in channels as presented in [53] is discussed next.

Figs. 2-20 and 2-21 show examples of turbo encoder and turbo decoder respectively. The turbo encoder shown in Fig. 2-20 uses two identical recursive systematic convolutional (RSC) codes. The encoder output includes $u = \{u_1, ..., u_N\}$, $v_1 = \{v_{11}, ..., v_{1N}\}$ and $v_2 = \{v_{21}, ..., v_{2N}\}$. The interleaver in this turbo encoder is a random block interleaver whose size is $N$.

![Figure 2- 20: Turbo encoder with two identical RSC encoders](image-url)
We denote the match filter’s outputs sequences as $y = \{y_1, ..., y_N\}$, $q_1 = \{q_{11}, ..., q_{1N}\}$ and $q_2 = \{q_{21}, ..., q_{2N}\}$ which correspond to $u$, $v_1$, $v_2$ respectively. The decoder has two *a posteriori* probability (APP) decoders which correspond to the two RSC codes in the encoder. Each APP is either an optimal or suboptimal *maximum a posteriori* (MAP) decoder. Extra details concerning the MAP decoder and the computation of the log likelihood ration (LLR) of the *a posteriori probability* are available in [53, 57, 59, 60].

In [53], Umehara et al. report that the conventional turbo coded system decoder differs from the one used in an impulsive noise channel in the way the channel value $L_c$ is determined. Particularly, the channel value for an impulsive turbo coded system takes into consideration the distribution attributes of the class-A impulsive noise. The channel value is thus calculated as:

$$L_c(y_k) = \ln \frac{p\{y_k|u_k = +1\}}{p\{y_k|u_k = -1\}} = \ln \frac{p_A(y_k - 1)}{p_A(y_k + 1)} \quad (2.88)$$

Where $p_A$ is the probability density function of the class-A impulsive noise. It is reported in [53] that the optimal or sub-optimal decoder implemented for impulsive noise channel greatly boosts the error performance of the system. For example, with $A=0.1$ and $\Gamma=0.1$ as the channel parameters, a coding gain of 10 dB at a bit error rate (BER) of $10^{-5}$ is achieved.
2.4.3 Spread spectrum modulation

Spread spectrum modulation is a kind of modulation in which the data is spread across the total available frequency band, in excess of the minimum bandwidth required to send information. This modulation was designed for wireless digital communication systems, specifically for dealing with jamming situations in case an adversary intended to disrupt communications. This modulation therefore has its origins tied to military needs and has also been used in hostile communication environments like PLC. This modulation is rather immune to selective attenuation and all manner of narrowband interference. The modulation also has a low power spectral density of the transmitted signal; which is a big advantage from an electromagnetic compatibility (EMC) perspective. As with Code-Division Multiple Access (CDMA), the total frequency band is open to each signal, and therefore, access does not have to be coordinated [27, 61].

In Fig. 2-22, an illustration of the spread spectrum principle is shown, where the information carrying signal, having a bandwidth $B$ and duration $T_s$, is converted through a pseudo-noise signal into a signal with spectrum occupation $W$, with $W \gg B$. Thus, there is a multiplicative factor of bandwidth expansion that is measured in terms of a spread spectrum parameter referred to as spreading factor (SF), also known as spreading gain or processing gain, and is given by [27, 61]:

$$SF = \frac{W}{B} = W.T_s$$

(2.89)

For military applications for example, the SF is between 100 and 1000.
Spread spectrum modulation has several advantages, among them resistance to multipath and fading effects, resistance to interference from other sources, inherent transmission security and redundancy. There are several spread spectrum technologies, which include: MultiCarrier Spread Spectrum (MCSS), Time Hopping spread spectrum (THSS), Direct Sequence Spread Spectrum (DSSS) and Frequency Hopping Spread Spectrum (FHSS). It is however possible to combine a number of these spread spectrum techniques to develop hybrid ones that have the advantages of each individual technique. Interested readers are referred to [61] for more on this modulation technique.

**2.4.4 Orthogonal Frequency Division Multiplexing (OFDM)**

This is another commonly used modulation method for the performance enhancement in both wireless and wired (PLC) communication systems. OFDM operates on the principle of a well-chosen linear transform at the transmitter and the use of the transform’s inverse at the receiver. The OFDM system draws its biggest strength from the fact that the signal, together with the noise is spread across a number of sub-channels (subcarriers). The signal that is transmitted goes through both transforms and therefore remains unaffected, but the noise signal goes through receiver’s
transform only. The individual noise impulses’ energy is therefore smeared or dispersed over the increased symbol duration [62, 63]. The error floor usually experienced in uncoded transmission systems plagued by impulsive noise is thus partially eliminated in this way.

The Fig. 2-23 shows a simplified block diagram of typical OFDM system. For an OFDM system with $N$ subcarriers, the symbol stream after the $M$-ary modulator is passed through a serial-to-parallel converter, whose output will be a set of $N$ $M$-ary symbols denoted by $\{S_0, S_1, ..., S_{N-1}\}$ corresponding to the symbols transmitted over each carrier. For the generation of the transmitted signal, the inverse discrete Fourier transform (IDFT) is performed on the $N$ symbols. Usually, $N$ is chosen to be a power of 2 and the IDFT in this case is implemented using the inverse fast Fourier transform (IFFT) algorithm. The OFDM symbol that is produced by the IFFT is a sequence given by $\{s_0, s_1, ..., s_{N-1}\}$, whose length is $N$, where

$$s_k = \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} S_i e^{j2\pi ki/N}, \quad 0 \leq k \leq N - 1$$

(2.90)

The symbols received after the filtering and sampling process, assuming that perfect synchronization and timing takes place, are expressed as follows:

$$r_k = s_k + n_k \quad 0 \leq k \leq N - 1$$

(2.91)

Where $n_k$ is the additive complex class-A impulsive noise. At the receiver’s side, an $N$-point fast Fourier transform (FFT) is performed on the received $N$ sequence symbols $\{r_0, r_1, ..., r_{N-1}\}$ yielding:

$$R_k = \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} r_i e^{-j2\pi ki/N}, \quad 0 \leq k \leq N - 1$$

(2.92)

Equation (2.92) can be simplified as:

$$R_k = S_k + n'_k \quad 0 \leq k \leq N - 1$$

(2.93)

where the noise samples $n'_k = \{n'_0, n'_1, ..., n'_{N-1}\}$ are the $N$-point FFT of the original impulsive noise samples $\{n_0, n_1, ..., n_{N-1}\}$, and they are given by:

$$n'_k = \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} n_i e^{-j2\pi ki/N}, \quad 0 \leq k \leq N - 1$$

(2.94)
Figure 2-23: Simplified block diagram of an OFDM system

The FFT outputs are then passed to a parallel-to-serial converter. The parallel-to-serial converter output is then passed on to a conventional M-ary demodulator that demodulates each of the sample $r_k$ for $0 \leq k \leq N - 1$. Conventional M-ary demodulator here means the demodulator designed for AWGN channels. The OFDM system’s additive noise spreading is the major difference between it and a single-carrier system. This is the main reason behind OFDM’s superior error performance as compared to single-carrier systems.

Of all the modulation schemes, OFDM outperforms all of them in most aspects. This can be seen in the comparative tabulation of the different modulation schemes performance for PLC applications as shown in Table 2.4 below and the reader is referred to the referenced material for further details.
2.4.5 OFDM-based BPSK system performance evaluation in an impulsive noise environment

From the above background study on OFDM which shows that it best suited for the PLC channel, a performance study was carried out to determine the impact of impulsive noise on an OFDM-based BPSK (binary phase shift keying) system. This work is motivated by the fact that the very characteristics of the impulse noise, namely; pulse width, amplitude and interarrival time, have not been studied at an elementary level in terms of their influence on the performance of the PLC channel. Here, the mathematics behind the impulse function is utilized in an attempt to fully characterize the impulse noise for the PLC channel. The performance of the PLC system is compared in terms of the bit error rate (BER) characteristics for given signal to noise ratio (SNR) values for different impulsive noise parameters.

In the study, amplitude of the noise impulses is assumed to be constant for ease of comparison; where we consider the maximum amplitude of the impulsive noise which also translates to maximum impulse power. A constant impulse width of 50µs is used while the interarrival time is varied between 100µs and 10000µs. The channel gains are assumed to be random. The performance of the system as the interarrival time is varied is then determined in terms of the bit error rate (BER) and signal-to-noise (SNR) ratio. The results for three different values of the interarrival time considered are shown in Figure 2-24. From this graph, the performance of the system is best when

---

<table>
<thead>
<tr>
<th>Modulation scheme</th>
<th>Spectral efficiency in b/(s·Hz)</th>
<th>Max. data rate in Mb/s</th>
<th>Robustness against channel distortions</th>
<th>Robustness against impulsive noise</th>
<th>Flexibility and adaptive features</th>
<th>System costs</th>
<th>EMC aspects, regulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spread spectrum techniques</td>
<td>&lt; 0.1</td>
<td>= 0.5</td>
<td>-</td>
<td>0</td>
<td>--</td>
<td>--</td>
<td>++</td>
</tr>
<tr>
<td>Single-carrier broadband, no equalizer</td>
<td>1-2</td>
<td>&lt; 1</td>
<td>--</td>
<td>+</td>
<td>--</td>
<td>++</td>
<td>--</td>
</tr>
<tr>
<td>Single-carrier broadband with equalizer</td>
<td>1-2</td>
<td>= 2</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Multicarrier broadband with equalizer</td>
<td>1-4</td>
<td>= 3</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>--</td>
<td>0</td>
</tr>
<tr>
<td>OFDM</td>
<td>&gt;&gt; 1</td>
<td>&gt; 10</td>
<td>++</td>
<td>0</td>
<td>++</td>
<td>--</td>
<td>+</td>
</tr>
</tbody>
</table>

---
IAT=10000 µs while the worst performance is obtained when the IAT=100µs. This means that the impact of the impulsive noise on the system is least when the interarrival time is greatest at a constant pulse duration and constant pulse amplitude. The reverse is also true. For example, at a BER value of $10^{-3}$, the SNR values for IAT=10000 µs, 1000 µs and 100µs are 15 dB, 19.5 dB and 21.5 dB respectively. Thus, a smaller value of interarrival time would translate to more frequent impulses and deteriorated system performance, and vice versa. It is interesting to note that a constant pulse width in a varying IAT translates to a varying impulse distance according to Equation (2.68). The impulse distance actually varies in direct proportion to the IAT at contestant pulse width.

The error statistics above show that the performance of the system is highly limited in the presence of impulsive noise in the channel. Thus, the SNR for example cannot improve beyond 19 dB for IAT=10000 while for IAT=1000, it cannot improve beyond 22 dB for the same BER. Thus to improve on the system performance, modern digital signal processing techniques should be implemented on the channel, although the gains achievable are limited by the associated system complexity. But, a performance-complexity trade-off is crucial for the realizations of a more reliable PLC system. These techniques, for example robust coding schemes, will be able to reduce and/or correct both bit and burst errors that occur due to the corruption of the OFDM signals by noise. An application of the models derived in later chapters in this work to such a system is of interest in future so as to benchmark the model’s performance against existing ones.

Figure 2- 24: Performance characteristics for different noise interarrival time values [C1]
2.5 Electromagnetic compatibility issues in PLC

The cables of any power supply grid have been designed to carry high-power low-frequency power signal at approximately 50Hz to 60 Hz. Therefore, from an electromagnetic point of view, the injection of a low-power high-frequency PLC carrier signal into the power lines makes them leaky resulting in an electromagnetic field being radiated into the environment. This therefore means that the power cables start behaving like linear antennas with low efficiency. This radiated field could interfere with other systems resulting in electromagnetic interference (EMI). For electromagnetic compatibility (EMC) to be realized between the PLC system and other communication systems, the EM field radiated by the PLC system should not exceed certain limits. Therefore, EMC refers to ability of the PLC system co-existing with other systems in the same environment without causing disturbance to their functionality and vice versa [61, 64-66]. Thus, for EMC requirements to be met, a system should be able to function satisfactorily in its environment without introducing intolerable EM disturbances in form of interference to other systems in the same environment, including itself. From this last definition, there are several notable aspects of EMC, and some are discussed next [61].

- *To function satisfactorily:* means that the device or system is tolerant of others. The device is not susceptible to EM signals that other devices emit to the environment. This EMC aspect is known as electromagnetic susceptibility (EMS).
- *Without producing intolerable EM disturbances:* meaning that the equipment or device does not bother others, which means that whatever EM signals a device produces does not cause EMI issues in other equipment present. This EMC aspect of causing disturbances is pointed out as electromagnetic emission (EME).

The different areas/aspects of EMC are summarized in Fig. 2-25 below.

![Different areas of EMC](image)

**Figure 2-25: Different areas of EMC [61]**

All in all, for a PLC system to co-exist with other systems without causing EMC/EMI issues, there are things that must be addressed, most importantly the transmit power of the communication
signals for all systems, which directly impacts on the EM fields radiated or conducted by other devices in the same environment. This falls under regulatory bodies, like the Federal Communications Commission (FCC), CISPR (Comité International Spécial des Perturbations Radioélectriques - international committee for radio interferences) and the IEEE, that are responsible for setting the necessary limits and standards [61, 67].

Possible systems that may be affected by PLC system EM field radiations are shown in Table 2.5, together with the frequency bands they occupy.

Table 2.5: Possible PLC EMC victims and their frequency band occupancy [61]

<table>
<thead>
<tr>
<th>Service classes</th>
<th>Services</th>
<th>Occupied bands (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcasting</td>
<td>Medium waves (MW) and Short waves (SW)</td>
<td>1.3–1.6; 3.9–4.0; 5.9–6.0; 6.0–6.2; 7.1–7.3; 7.3–7.35; 9.4–9.5; 9.5–9.9; 13.5–13.6; 13.6–13.8; 15.1–15.6; 25.6–26.1</td>
</tr>
<tr>
<td>Maritime mobile</td>
<td>Tactical/strategic maritime</td>
<td>1.6–1.8; 2.04–2.16; 2.3–2.5; 2.62–2.65; 2.65–2.8; 3.2–3.4; 4.0–4.4; 6.2–6.5; 8.1–8.8; 12.2–13.2; 16.3–17.4; 18.7–18.9; 22.0–22.8; 25.0–25.21</td>
</tr>
<tr>
<td></td>
<td>Maritime Mobile S5,90</td>
<td>1.6–1.8</td>
</tr>
<tr>
<td></td>
<td>Distress and Safety Traffic</td>
<td>1.8–2.0; 2.0–2.02</td>
</tr>
<tr>
<td></td>
<td>Naval broadcast communications</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maritime DGPS</td>
<td></td>
</tr>
<tr>
<td>Radio Amateur</td>
<td>Datamode, CW, fax, phone, etc.</td>
<td>1.81–1.85; 3.5–3.8; 7.0–7.1; 10.1–10.15; 14.0–14.2; 14.25–14.35; 18.0–18.16; 21.0–21.4; 24.8–24.9; 28.0–29.7</td>
</tr>
<tr>
<td>Military</td>
<td>NATO &amp; UK long-distance communications</td>
<td>2.0–2.02; 2.02–2.04; 2.3–2.5</td>
</tr>
<tr>
<td>Aeronautical</td>
<td>Aeronautical</td>
<td>2.8–3.0; 3.02–3.15; 3.4–3.5; 3.8–3.9; 4.4–4.65; 5.4–5.68; 6.6–6.7; 8.81–8.96; 10.0–10.1; 10.1–11.1; 21.0–22.0; 23.0–23.2</td>
</tr>
</tbody>
</table>
Some EMC standards that regulate the power injected by PLC systems include CENELEC EN 50561-1 [68] and CISPR 22 standard [69].

2.6 Chapter summary and conclusion

In this chapter, a comprehensive survey of PLC has been presented. The various aspects of PLC, which range from its merits and demerits, channel transfer function, channel noise, modulation as well as EMC issues have been studied. The channel modeling approaches in PLC can be widely divided into two: top-down and bottom-up techniques. On the other hand, PLC channel noise falls into three main classes which are: coloured background noise, narrowband interference/noise and impulsive noise. The noise models available in literature are all parametric, with the most popular ones being the two-term Gaussian mixture and Middleton’s class A models, even though these models were not originally developed for power line noise. Also, modulation schemes in PLC can be grouped into two: single-carrier modulation like QAM, multicarrier modulation like OFDM. OFDM is quite immune to impulsive noise and outperforms single carrier systems as well as other multicarrier systems in many respects. For this reason, a preliminary investigation of the impact of impulsive noise on an OFDM-based BPSK system was done. This study differs with earlier ones in that the impulsive noise impact is considered in terms its elementary characteristics. Additionally, there are EMC/EMI issues that are associated with PLC systems. The interference into or from PLC systems can be spread through radiation or conduction. PLC systems must operate in the communications environment without interfering with other communication systems and vice versa; what is referred to as EMC. There are stringent regulations in place that control the allowable interference from different communication systems and PLC is not an exception. All in all, PLC presents a viable and attractive technology that can supplement or even replace other communication technologies in certain areas of the communication network, for example in offering last-mile and last-inch communication access through the ubiquitous MV and LV power networks. Specifically, PLC is attractive in smart metering, power equipment monitoring, as well as in home automation and networking. This technology puts the power utility company in full control of the communication channel. And again, the synergy achieved through the use of various communication technologies for specific needs and specific reasons in the same communications network is usually unrivaled. In the next chapter, noise measurements are presented.

Chapter references


3. Powerline Noise Measurements

3.1 Introduction

Most of the models that have been developed for the channel transfer function as well as noise are based on measurements. This is primarily so because the PLC channel presents a very complex environment, from a communications point of view. Thus, to get a clear understanding of the power line channel transfer function as well as noise, there is need to do comprehensive measurements for both under different loading conditions and different network configurations. The conditions considered should be able to provide an average feel of the environment that the communication signal is to be sent through. Various efforts by different researchers toward this goal have been reported in Chapter two. The noise scenario in power line networks presents an interesting complex phenomenon. This is primarily so because the noise in power line networks differs from the classical AWGN found in many other communication systems. The noise in PLC channels is mainly influenced by the impulsive component which leads to a complete departure from the Gaussian behavior of the noise distribution in other systems. Thus, PLC noise needs to be studied thoroughly; especially through measurements and not just through mere analytical methods, so as to understand it properly for communication applications. The objectives of this chapter are:

1. To present a detailed description of the measurement equipment used in our noise measurement campaign.
2. To present a brief on the coupling circuitry designed
3. To describe the procedure used for the noise measurements as well as the environment where the measurements were carried out.
4. To present a brief summary of the noise measurements results (sample results) carried out in low voltage power line networks in an indoor environment.

3.2 Measurement equipment description

A Rhode and Schwarz FS300 spectrum analyzer and a four-channel Tektronix TDS 2024B digital storage oscilloscope (DSO) were used to do comprehensive noise measurements in various rooms in the two buildings at the Department of Electrical, Electronic and Computer Engineering, University of KwaZulu-Natal, Howard College in Durban, South Africa in both frequency and time
domains respectively. This section is dedicated towards the description of the two measuring devices.

**3.2.1 Rhode and Schwarz FS300 spectrum analyzer**

The Rhode and Schwarz FS300 (R&S®FS300) spectrum analyzer is a highly accurate spectrum analyzer that offers high quality measurements. The particular one used in our noise measurements is shown in Fig. 3-1 below, while a summary of the specific measurement characteristics of this instrument are summarized in Table 3.1 below.

![R&S®FS300 equipment](image)

**Figure 3- 1: The R&S®FS300 equipment in a set up for background noise measurement in the PLC Laboratory at UKZN**

Below is a more detailed description of the equipment’s key features and benefits:

1. Capability to perform high quality measurements

Relatively weak signals can be reliably detected by the device given that average noise level displayed is typically -120 dBm (300 Hz). This is feature is very crucial especially for harmonics and spurious measurements. No inherent distortions occur within the R&S®FS300 intermodulation-free dynamic range, which results in interference free measurements. At times when a high dynamic range is a requirement, this becomes particularly very useful, that is, simultaneous measurements of both low and high levels are to be done. The measurement trace points are displayed with an uncertainty level of <1.5 dB. This value is a key prerequisite for high accuracy in measurements.
2. 200 Hz to 1 MHz Resolution bandwidth

The R&S®FS300 can be adapted to best suit the measurement task by making use of the sixteen (16) digitally implemented resolution bandwidths that range from 200 Hz to 1 MHz. For overall measurements, short sweep times are ensured with wide resolution bandwidths.

### Table 3.1: R&S®FS300 specifications [1]

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>9 kHz to 3 GHz</td>
</tr>
<tr>
<td>Resolution bandwidths (–3 dB)</td>
<td>200 Hz to 1 MHz</td>
</tr>
<tr>
<td>Video bandwidths</td>
<td>10 Hz to 1 MHz</td>
</tr>
<tr>
<td>Displayed average noise level</td>
<td>&lt; –110 dBm, typ. –115 dBm (300 Hz)</td>
</tr>
<tr>
<td>Intermodulation-free range</td>
<td>&lt; –70 dBc at –36 dBm input level</td>
</tr>
<tr>
<td>SSB phase noise, 10 kHz offset</td>
<td>&lt; –90 dBc (1 Hz)</td>
</tr>
<tr>
<td>Level uncertainty</td>
<td>&lt; 1.5 dB, typ. 0.7 dB</td>
</tr>
<tr>
<td>Detector</td>
<td>peak</td>
</tr>
<tr>
<td>Measurement functions</td>
<td>TOI, TDMA power, frequency counter,</td>
</tr>
</tbody>
</table>

On the other hand, narrow bandwidths are best suited for low noise level and high frequency resolution measurements. The R&S®FS300 fulfills every measurement requirement that lies between the two extreme cases.

3. 1 Hz resolution frequency counter

In the whole frequency range, the frequency of the signal can be comfortably measured with the help of a frequency counter of 1 Hz resolution that is a built-in feature of the R&S®FS300. Hence, there is no need for extra frequency counter, which leads to big savings in terms of laboratory bench space.

4. Maximum level of input is +33 dBm

The maximum level of input of this spectrum analyzer allows for the measurement of signals that are way beyond common limits. It is possible to even connect mobile phones with a 2 W maximum output power directly to R&S®FS300 without the use external attenuators.

5. Locating EMC weak spots

Locating weak EMC spots on shieldings, integrated circuits, cables and printed boards, among other trouble spots can easily be done with the use of the R&S®HZ-15 near-field probes. For measurement of emissions from 30 MHz to 3 GHz, the R&S®HZ-15 Near-Field probe set is very
adequate. The sensitivity of the measurements is increased with the Preamplifier R&S®HZ-16 up to 3 GHz, with a gain of approximately 20 dB and a 4.5 dB noise figure. In combination with the R&S®FS300/FS315, the near-field probe set together with the preamplifier provide a very cost-effective way of analyzing and locating interference sources during development.

6. The user interface is ergonomic
All users of the equipment, including untrained ones can quickly obtain correct measurements since all operations are menu-guided. Navigation within the menus is simplified using very clear structures. Menu items from other Rohde & Schwarz instruments are included which makes the instrument user friendly; familiarity with other spectrum analyzers from Rohde & Schwarz means that users can easily adapt this version of spectrum analyzer. A 320*240 pixel resolution that gives a very bright TFT colour display allows for the reading of traces even at odd angles or under unfavorable incidence of light.

Figure 3-2: Illustration of EMC weak spots location kit [1]

7. USB Remote control
Another important characteristic of the R&S®FS300 spectrum analyzer is the USB remote-control interface. By simply establishing a USB connection, through a hot plug and play, a user can select external PC control even if it is during instrument operation. This is the first instrument which allows for remote-control via USB without any restrictions. Thus, with the USB cable help, the spectrum analyzer operation is possible even at positions that are difficult in terms of access, for example, in a shielded chamber. The R&S®FS300 comes with a Windows (2000/XP)-compatible driver for various development environments. For result display and recording, and remote control of the R&S®FS300, a PC software package is also available.

8. Compact housing with flexible handle
This spectrum analyzer has a very robust and compact design. Thus, it has very little space occupancy. For example, in a 19-inch rack, two series instruments can be comfortably
accommodated next to one another. Also, the adjustable handle performs several functions like carrying it around. The handle can be moved and locked in any required position for the recording of measurements. With the handle aid, the instrument can be set up in a tilted position so that the display can be viewed optimally.

9. High picture refresh rate

Smooth display of measurements is guaranteed with a refresh rate that is as high as 10 pictures per second. Parameters changes during module adjustment are thus quickly displayed which saves time in development and production.

10. Several measurement functions

For signal analysis support, this spectrum analyzer offers a number of marker and measurement functions. One normal and one delta maker or two normal markers are provided for the determination of the signal level. For instance, the normal marker can be positioned as a reference marker on the fundamental, while the delta marker is positioned on a harmonic. In this case, the difference between both levels is representative of the harmonic suppression. For measurement of the power density of noise, the delta or normal markers can be used as the noise markers. The $n$ dB signal bandwidth, for example, the 4 dB or 7 dB bandwidth measurements can also be easily done with this spectrum analyzer.

11. Settings and traces internal memory

In the internal memory of this spectrum analyzer, storage of as many as five traces and ten settings is possible. Hence, it is possible to call up settings that are frequently used and therefore the same parameters do not have to be set over and over again. This also helps prevent setting errors on the spectrum analyzer. The information stored in the equipment can be called up later for other uses, for example, external storage or printing.

3.2.2 Four-channel Tektronix TDS2024B digital storage oscilloscope

The four-channel Tektronix TDS2024B digital storage oscilloscope (DSO) is the most advanced of the 2000B digital storage oscilloscopes series. Compared to its predecessors, it has much more superior performance capabilities, as shown in Table 3.2 below. The four-channel Tektronix TDS2024B digital storage oscilloscope used for our noise measurements is shown in Figure 3-3 below.
Table 3.2: TDS2000B series digital storage oscilloscopes characteristics [3-4]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample rate on each channel</td>
<td>1.0 GS/s</td>
<td>1.0 GS/s</td>
<td>1.0 GS/s</td>
<td>1.0 GS/s</td>
<td>2.0 GS/s</td>
<td>2.0 GS/s</td>
</tr>
<tr>
<td>Bandwidth*2</td>
<td>60 MHz</td>
<td>60 MHz</td>
<td>100 MHz</td>
<td>100 MHz</td>
<td>200 MHz</td>
<td>200 MHz</td>
</tr>
<tr>
<td>Number of Channels</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Display(1/4 VGA LCD)</td>
<td>Colour</td>
<td>Colour</td>
<td>Colour</td>
<td>Colour</td>
<td>Colour</td>
<td>Colour</td>
</tr>
<tr>
<td>Time Base Range</td>
<td>5 ns to 50 s/div</td>
<td>5 ns to 50 s/div</td>
<td>5 ns to 50 s/div</td>
<td>5 ns to 50 s/div</td>
<td>2.5 ns to 50 s/div</td>
<td>2.5 ns to 50 s/div</td>
</tr>
<tr>
<td>Waveform Storage w/o USB Flash Drive</td>
<td>(2) 2.5K point</td>
<td>(4) 2.5K point</td>
<td>(2) 2.5K point</td>
<td>(4) 2.5K point</td>
<td>(2) 2.5K point</td>
<td>(4) 2.5K point</td>
</tr>
<tr>
<td>Record Length</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical Resolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External Trigger</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical Sensitivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC Vertical Accuracy</td>
<td>±3%</td>
<td>±3%</td>
<td>±3%</td>
<td>±3%</td>
<td>±3%</td>
<td>±3%</td>
</tr>
<tr>
<td>Vertical Zoom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Input Voltage</td>
<td>300 VRMS CAT II; derated at 20 dB/decade above 100 kHz to 13 Vp-p AC at 3 MHz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position Range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input Coupling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Base Accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal Zoom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I/O Interfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference Waveform Display</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waveform Storage with USB Flash Drive</td>
<td>96 or more reference waveforms per 8 MB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setups with USB Flash Drive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Save All with USB Flash Drive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*2 Bandwidth is 20 MHz at 2 mV/div
3.3 Measurement environment, set up and coupling circuits

Using a Rhode and Schwarz FS300 spectrum analyzer and a four-channel Tektronix TDS 2024B digital storage oscilloscope (DSO), comprehensive low voltage noise measurements were done in various rooms in the two buildings at the Department of Electrical, Electronic and Computer Engineering, University of KwaZulu-Natal, Howard College in Durban, South Africa in both frequency and time domains respectively. Some of the rooms where the measurements were done included computer LANs, staff offices, electrical laboratories, electronic workshops, and postgraduate research offices and laboratories, among others. The noise measurements were done during busy hours, between 8 am and 5pm and also during off-peak hours when most of the rooms had little or no activity going on. This was to enable the capturing of different noise scenarios and to be able to have a grasp of the different noise components especially the distinction between background noise and impulsive noise components. The measurements were done in a random manner from day to day, and hundreds of thousands of noise samples in both time and frequency domains were collected from thousands of measurements. Figs 3-4 to 3-7 are pictures of some of the rooms where the measurements were done.
Figure 3- 4: An electronic workshop

Figure 3- 5: Second year laboratory
Figure 3- 6: Machinery workshop

Figure 3- 7: RF communications laboratory
With no ready-made coupling circuit available for the noise measurements, we designed suitable couplers for our measurements. The schematic of the couplers that were designed for the measurements is shown in Fig. 3-8. The coupling circuit acts as an interface between the power line network and the measuring device. It provides a galvanic isolation between the ac mains and the measuring device.

The coupler is comprised of a broadband 1:1 transformer and a series capacitor. The leakage inductance of the transformer together with the series capacitance essentially creates a series resonant coupling circuit. Transient voltage surge suppressors (TVSSs) are placed on either side of the transformer; with a back-to-back zeners placed on the secondary side and a metal oxide varistor placed on the primary side. The function of the TVSSs is the suppression of voltage spikes that may be large enough to cause damage to the measuring device. Two fully fabricated couplers are shown in Fig. 3-9 below.

The coupler transfer characteristic is shown in Fig. 3-10. From Fig. 3-10, we see that the transfer characteristic is fairly flat between 1MHz to 30MHz, with about 1.60 dB loss as the worst case.

Figure 3- 8: Coupling circuitry schematic
Figure 3-9: Assembled couplers

Figure 3-10: Coupler transfer function
The overall noise measurement set up schematic is shown in Fig. 3-11 below while some actual noise measurement set ups are shown in Figs. 3-12 and 3-13.

Figure 3-11: Measurement set up schematic

Figure 3-12: Frequency domain noise measurement set up in the PLC laboratory
3.4 Noise measurement results and discussion

Due to space considerations, only a few measurements are shown. Some of the measured noise in the frequency domain for different rooms are shown in Fig. 3-14 to Fig. 3-16 while Fig. 3-17 to Fig. 3-19 show sample noise measured in the time domain.

![Graph showing noise measurement results](image)

Figure 3-14: Radio Frequency laboratory (R01) frequency domain noise
Figure 3-15: Electromagnetic laboratory (Room 501) frequency domain noise

\[ y = 0.0249x^2 - 1.9928x - 9.9143 \]

Figure 3-16: Postgraduates office (Room 132) frequency domain noise

\[ y = 0.0073x^2 - 1.0265x - 17.532 \]
Figure 3-17: Radio Frequency laboratory (Room R01) time domain noise

Figure 3-18: Electromagnetic laboratory time domain noise
For the frequency noise, we see that much of the noise is concentrated in the frequencies between 0 MHz and 15 MHz. A possible explanation for this observation could be the fact that most of the narrowband noise tends to be prevalent in the same band, as well as noise from switched mode power supplies, especially below 10 MHz. A simple trend analysis using polynomial fits show that, on average, as we go from 0 MHz towards 30 MHz, the noise decays. Also, the time domain noise measurements show that there are periodic features in the noise, as well as some aspects of randomness. The periodic nature of the time domain noise in some cases is such that its frequency is two times that of the mains power. Additionally, in other cases, the noise components remained periodic only for a few seconds to minutes, while others remained cyclic and stationary for long periods of observation.

From the sample noise measurements shown above, we observe that noise in power lines is complex and cannot be modelled and characterized using pure mathematical derivations. This is the reason why almost all existing noise models are derived from empirical measurements. In order to capture the random concentration of the noise distribution across different frequency bands in the frequency domain or the voltage level variation concentration (which is an indicator of the impulse power), statistical tools need to be employed to model and characterize the noise into certain probability density functions (pdfs) and cumulative frequency distributions (cdfs). This is crucial because, with the corresponding parameters derived from the noise measurements for the pdf or cdf plot, for example, the mean, variance and standard deviation as well as the associated errors, we can then give a full statistical description of the overall noise characteristics, as seen in the models discussed in Chapter two above. All the models presented in Chapter two are rigid and therefore we
introduce a flexible modelling tool for the noise measured in this study, based on nonparametric
kernel density estimators in the next chapter.

3.5 Chapter summary and conclusion

In this chapter, a detailed description of the measurement equipment used in our noise measurement
campaign has been presented. An outline of the procedures used for the measurements in this thesis
has also been presented. Measurements form a big part of the study in this thesis and in many other
research works in PLC. This is because, it is only through measurements that the actual channel
characteristics can be properly understood, from which analysis, modelling and characterization, as
well as the synthesis of the results obtained can be done. This is necessary for the derivation of the
overall phenomena trends, and to enable the researcher to come up with a conclusive deduction
regarding the variables studied; which is the focus of the next three chapters in this thesis. The
 coupling scheme used for the noise measurements has also been described. A pictorial
representation of some of the rooms where the measurements were done has also been presented. It
is important to note that the pictures are for demonstration only and do not represent the actual
settings under which the noise measurements were done. A decay of the noise in the frequency
domain has been observed as we go from 0 MHz towards 30MHz. Also, periodicity and as well as
randomness is observed in the time domain noise measurements. It is important to mention here
that only a few noise measurements are presented in the results due to space constraints. Overall,
we observe that noise in power lines is complex and cannot therefore be studied through mere
analytical derivations; hence the need for actual noise measurements in live power networks. In the
next chapter, nonparametric modelling of the noise measurements obtained in this chapter is
presented.
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4. Nonparametric Modelling and Characterization of Indoor Low Voltage Power Line Noise for PLC Applications

4.1 Introduction

Most of the published work on impulsive noise and its models is based on parametric modelling techniques. Even though these techniques are good in that they represent the noise using some parameters like the variance and mean, they have a big shortcoming in that their mathematical expressions that determine the underlying distribution are fixed. The fixed form of many parametric distributions therefore introduces rigidity in the form that the noise probability density function and cumulative distribution function may take. Thus, fitting measured noise data using parametric distributions may result in an overestimation of the actual data structure that may lead to some of the salient features of the noise distribution being missed. To overcome the rigidity associated with parametric estimators, the use of nonparametric techniques is necessary. In this chapter, a novel application of nonparametric kernel density estimators to develop reference models of the power line noise measured in low voltage indoor power networks in both time and frequency domain is presented. Nonparametric kernel density techniques estimate the underlying distribution of the noise directly from the measured data, without imposing any restrictions or making any assumptions as to the particular form of the data structure. As such, no fixed parameters are used to model the data, and therefore the data is modelled as it is. The kernel density method is the most efficient and popular nonparametric estimator. In fact almost all nonparametric algorithms are asymptotically kernel methods. It is continuous and overcomes the challenges of the other popular but primitive nonparametric estimator; the histogram. This estimator is very good going by the models developed and the validation results obtained. The objectives of this chapter are:

1. To present the definitions and features of nonparametric kernel density estimators as a stochastic and probabilistic modeling tool.
2. To proof that the said estimator is actually very suitable for modeling of power line noise, more so as a reference (baseline) modeling technique.
3. To introduce this wonderful technique to the PLC research community and therefore stimulate further research in line with the findings in this chapter as well as exploration of other nonparametric estimators.

4.2 PLC impulsive noise models

This subsection revisits PLC impulsive noise models briefly. As earlier highlighted in Chapter two, noise in PLC systems falls into three main categories: impulsive noise, coloured background noise and narrowband interference. Asynchronous impulsive noise that is periodic to the frequency of the mains power, as well as narrowband and coloured background noises usually tend to remain stationary for periods that range between seconds and minutes or even hours, and therefore are generally classified as background noise. However, impulsive noise that is asynchronous with the mains frequency, and synchronous impulsive noise that is periodic with the mains frequency are time variant from microseconds to milliseconds. The spectral density of the noise power rises significantly during impulsive events and may result in bit or burst errors during transmission of data [1-6].

Since narrowband interference is mainly ingressed into the network, its effect on the system performance is not as severe as compared to the other two. On the other hand, background noise is stationary and can be modelled as a classical Gaussian process. Additionally, impulsive noise; in all its three sub-classes poses the greatest threat to the performance of the PLC channel. This type of noise has been modelled using different parametric models; but, the most commonly used ones are the two-term mixture Gaussian model and the Middleton’s class-A impulsive noise model [5-13]. In two recent publications by Shongwe et al. [14, 15], a comprehensive study/survey of impulsive noise and its models was presented.

Even though the two-term mixture Gaussian model is simple and is used frequently in the analysis of PLC systems [16-18], it is deficient in that it does not provide a very accurate representation of the true impulse noise. Another parametric model, the Middleton’s class-A impulsive noise model, which is also widely used and counters the shortcomings of this model, is discussed next.

This is a rather simple model based on a Poisson-Gaussian process and incorporates both background and impulsive noise, and was first suggested in [19]. Due to its slightly higher accuracy in the modelling and characterization of the real impulsive noise, this model has been employed by several authors in their analysis of the performance of impulsive systems [20-22]. However, this
model was not designed for PLC systems and also does not tell us whether or not the noise is impulsive in the time domain.

Another very flexible model that has recently featured in the study of impulsive inference/noise is the alpha stable distribution. This distribution is characterized by tails that are much fatter/longer than those of the Gaussian distribution, a characteristic synonymous with impulsive processes, like PLC noise. It is also more flexible than the other two parametric noise models described in Chapter two. This distribution is able to capture the impulsive nature of the noise and can model very extreme cases; ranging from very impulsive noise cases to pure background noise since the Gaussian distribution is one of the limiting cases [4, 13, 23, 24]. This distribution is defined by its characteristic function $\Phi(t)$, given by [4, 13, 23, 24]:

$$\Phi(t) = \exp\{j\delta t - \gamma^\alpha |t|^\alpha [1 + j\beta \text{sign}(t) \omega(t, \alpha)]\}$$  \hspace{1cm} (4.1)

Where,

$$\omega(t, \alpha) = \begin{cases} \tan \frac{\pi \alpha}{2}, & \alpha \neq 1 \\ 2 \frac{-\log|t|}{\pi}, & \alpha = 1 \end{cases}$$  \hspace{1cm} (4.2)

$$\text{sign}(t) = \begin{cases} 1 & \text{for } t > 0 \\ 0 & \text{for } t = 0 \\ -1 & \text{for } t < 0 \end{cases}$$  \hspace{1cm} (4.3)

And;

$$-\infty < \delta < \infty, \gamma > 0, 0 < \alpha \leq 2, -1 \leq \beta \leq 1$$  \hspace{1cm} (4.4)

$\alpha$ is the characteristic index or exponent, $\delta$ is the location parameter, $\gamma$ is the dispersion or scale parameter and $\beta$ is the symmetry parameter.

The impulsive noise models discussed above, and virtually all literature on noise modelling in PLC systems is based on parametric methods. A few parameters, expressed in fixed parametric mathematical equations are used in all the cases to describe the noise distribution. These parametric
methods therefore introduce rigidity in the particular structure that the noise distribution may take. Thus, if these models are fitted straight to some measured noise data, as seen in [10] for example, the resultant models are just approximations to the measurements and may actually miss out on some of the salient features of the measured data distribution in most cases. Nonparametric density estimators are able to overcome the rigidity associated with parametric methods. To this end, in this chapter, we introduce an alternative reference power line noise modelling framework that is based on nonparametric kernel density estimation techniques. The density estimate is obtained straight from the data itself and therefore “hugs” the measured data almost 100%. Thus, these models are seen as reference models of the measured noise distribution, and give an actual feel of any data distribution. Also, kernel density methods are the most accurate and widely used nonparametric estimators. This modelling framework is applied to measured noise characteristics and found to produce very good baseline results.

4.3 Nonparametric density estimation

Existing PLC noise models, including the ones discussed in Subsection 4.2 are based on parametric statistical distributions. This is to say that the estimation of the probability density function (pdf) that defines a set of noise data is done via a fixed set of parameters, which introduces rigidity in the particular shape that a data structure can take. As such, these fixed parameters mean that a data set structure can only take an approximate parametric distribution fit. The function $f(x)$ is assumed to belong to some distributions that are parametric like Gamma, Rayleigh, Lognormal, Erlang, Gaussian and Exponential, among others. With the parametric data modelling technique, the estimation of the parameters that relate the data to a particular distribution is usually the main task. Some error analysis to validate the assumption is then done. For instance, if the Gaussian distribution is used to model some data set, then the estimator would be given by:

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-(x-\mu)^2/2\sigma^2}, \quad x \in \mathbb{R}$$

(4.5)

where, $\mu = \frac{1}{n}\sum_{i=1}^{n} x_i$ and $\sigma^2 = \frac{1}{n}\sum_{i=1}^{n} (x_i - \mu)^2$. Parametric data modelling is fine as long as the distribution that is assumed to fit the data is correct or not seriously wrong at the very least. This method is quite easy to apply in many cases, and gives rise to relatively stable estimates. But, the fixed forms of the parametric distributions render them rigid, and this comes across as the biggest disadvantage of this data modelling technique. The data can only be trained to take on a particular structure whose final outcome is fixed. This would imply that in most of the cases, key aspects of
the data structure like skewness, actual tail probabilities, peakiness and bimodality may be missed out and therefore a misinterpretation of the underlying data distribution occurs. For instance, the Gaussian estimator above gives rise to models that are symmetrical and dome-shaped, and therefore this renders it inappropriate for modelling data that is bimodal, heavily tailed, and/or skewed [8, 25].

To address the rigidity concerns associated with parametric distributions, nonparametric methods are used. These methods estimate the probability density straight from the raw data without any prior assumptions as to the characteristic structure for the underlying distribution. As such, no fixed parameters are used to model the data, and therefore the data is modelled as it is. The histogram was the only known nonparametric density estimation technique until the 1950s, when meaningful progress was made in both spectral density estimation and density estimation. However, the histogram suffers from serious shortcomings that include the sharp transitions (discontinuities) between the bins, which results in a step-like data structure that is usually difficult to interpret, as well as an exponential growth in bin numbers with the number of dimensions, and that the data structure also depends on the bins’ start and end points. For many practical cases, these shortcomings render histograms useless, and they are therefore only useful in quick visualizations of data in both one and two dimensions.

On the other hand, smooth nonparametric density estimation methods like kernel density estimators overcome the drawbacks associated with the histogram. One of the earliest papers on kernel density estimators is by Rosenblatt in 1956 [26]. The kernel density estimator is motivated as an averaged shifted histogram limiting case. Some of the techniques that can be applied in demonstrating its superior qualities, as well as providing a deeper understanding of it include numerical analysis and finite differences, smoothing by convolution and orthogonal series approximations. In fact almost all nonparametric algorithms are asymptotically kernel methods, a fact that was clearly demonstrated by Walter and Blum [27] and later proven in a rigorous way by Terrell and Scott [28]. The kernel density estimator for a random variable \( n \) is given as [28-30]:

\[
    f(n) = \frac{1}{kh} \sum_{i=1}^{k} K\left(\frac{n - X_i}{h}\right) = \frac{1}{k} \sum_{i=1}^{k} K_h(n - X_i) \tag{4.6}
\]

where \( k \) is the number of data points, \( h \) is the smoothing parameter, also referred to as the bandwidth or window width, \( X_i \) is the \( i^{th} \) data point and \( K(\cdot) \) is the kernel function. The kernel
function is symmetric in most cases which means that $K(u) = K(-u)$. A second order kernel function is defined by the following properties [28-30]:

$$\int_{-\infty}^{+\infty} K(u)du = 1 \quad (4.7)$$

$$\int_{-\infty}^{+\infty} uK(u)du = 0 \quad (4.8)$$

$$\int_{-\infty}^{+\infty} u^2 K(u)du > 0 \quad (4.9)$$

From Equations (4.8) and (4.9), we conclude that the kernel function has a zero first order moment and a finite second one respectively. Equation (4.7) on the hand shows that the kernel function is a true pdf. The kernel density estimate, as seen in Equation (4.6) is controlled by two main factors, the kernel function and the smoothing parameter. Optimal selection of the bandwidth is the most important aspect of modelling using kernel density estimators. A very small value of the smoothing parameter results in a very peaky (spiky) and spurious under-smoothed density estimate that is hard to interpret while a very large value of the same parameter results in over-smoothed densities that would mask the data structure. A simple illustration on how the density estimation is carried out in the kernel technique is shown in Fig. 4-1 below. From this figure, as well as from Equation (4.6), we conclude that the density estimate is a summation of "bumps" centred on every data point in the neighbourhood of the point of estimation. The bump’s shape is determined by the kernel function while the value of the bandwidth determines how spread (wide) they are.

Figure 4-1: Kernel density estimation illustration
There are several techniques that are used in the determination of the optimal value of the smoothing parameter. These include automatic techniques like plug-in and classical methods, and the reference to a distribution methodology. Plug-in methods refer to those ones that find a pilot estimate of the density using a pilot value of the smoothing parameter then use the estimated density to determine the error. Classical methods are basically extensions of methods used in parametric estimations and they include: least squares cross-validation, biased cross-validation, likelihood cross-validation and indirect cross-validation. Even though these optimal smoothing parameter selection methods have been explored by many authors, none is considered the best in every situation [29]. There are many second order and higher order kernels available in literature but some of the common second order kernels are shown in Table 4.1 below.

### 4.3.1 Bandwidth selection for kernel density estimators

Kernel density estimation effectiveness as a modelling tool is dependent on the choice of the smoothing parameter more than even the choice of the kernel function itself. The value of the smoothing parameter determines the biasness and the variance of the estimated model.

<table>
<thead>
<tr>
<th>Kernel function</th>
<th>Mathematical expression, $K(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epanechnikov</td>
<td>$K(u) = \begin{cases} \frac{3}{4\sqrt{5}}(1 - \frac{1}{5}u^2), &amp; -\sqrt{5} \leq u \leq \sqrt{5} \ 0, &amp; \text{elsewhere} \end{cases}$</td>
</tr>
<tr>
<td>Triangular</td>
<td>$K(u) = \begin{cases} (1 -</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$K(u) = \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}}, -\infty &lt; u &lt; \infty$</td>
</tr>
<tr>
<td>Rectangular</td>
<td>$K(u) = \begin{cases} \frac{1}{2}, &amp; -1 \leq u \leq 1 \ 0, &amp; \text{elsewhere} \end{cases}$</td>
</tr>
</tbody>
</table>

If the value of the chosen smoothing parameter is very small compared to the optimal one, the resulting model is usually under-smoothed and very spiky, and therefore difficult to interpret. On
the other hand, high values of the smoothing parameter results in density estimates that are over-smoothed, and therefore obscure the data structure. In practical applications, an optimal choice of the smoothing parameter is done based on the kernel function, number of data samples, as well as their variance. The common method used to determine a “rough estimate” of the optimal smoothing parameter is Silverman’s rule of thumb [31, 32] which assumes that the function \( f(n) \) is one of the standard distributions. For the Normal distribution with mean \( \mu \) and variance \( \sigma^2 \), the roughness of the kernel function \( K(u) \), \( R(f^{''}) \), is given by [33]:

\[
R(f^{''}) = \frac{3}{8\sigma^5\sqrt{\pi}}
\]  

(4.10)

If the kernel density estimator and the form of \( f(n) \) are known, the optimal bandwidth can be chosen. For the Gaussian kernel case, the respective values of \( R(K) \) and \( \mu_2^2(K) \) are calculated to be \( (2\sqrt{\pi})^{-1} \) and 1 respectively, and the optimal bandwidth is given by [25, 31]:

\[
h_{opt} = \sigma(4/3k)^{\frac{1}{3}}
\]

(4.11)

where \( \sigma \) is the standard deviation. The value of \( h_{opt} \) is quickly calculated by estimating \( \sigma \) from the observed data.

If the size of the sample data is small and the data density is close to the normal distribution, another bandwidth expression is used [34]:

\[
h_{opt} = 0.79(\hat{q}_3 - \hat{q}_1)k^{-\frac{1}{5}}
\]

(4.12)

where \( \hat{q}_3 \) and \( \hat{q}_1 \) are respectively the third quartile and the first quartile of the sample data. When the data density is not close to the normal distribution, the following expression is used:

\[
h_{opt} = 0.9 \min(\bar{\sigma}, \frac{q_3 - q_1}{1.349})k^{-\frac{1}{5}}
\]

(4.13)

where \( \bar{\sigma} \) is the standard deviation of the sample data.

All in all, extensive modelling with kernel density estimators shows that there is no single plug-in formula that is applicable in all situations. Usually, simple plug-in formulas are available for the “first rough estimate” of the smoothing parameter from the data set, from which other validation and goodness of fit tests can be applied to obtain the optimal model. To this end, the error between the kernel model and the measured data can be minimized with respect to the kernel under
consideration. Silverman showed that the optimal kernel is Epanechnikov kernel. Thus, the efficiency of any kernel is estimated by comparing it to that of the Epanechnikov kernel. But, in our modeling with kernel density estimators, we found out that the results obtained are almost the same as long as the optimization of all the models is carried out appropriately. The optimal bandwidths and efficiencies of some common kernel functions are given in Table 4.2. The value of sample variance $\sigma$ is estimated from the sample data with $k$ observations.

Table 4.2: Common kernel efficiencies and bandwidths plug-in formulae

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Efficiency (%)</th>
<th>Optimal bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epanechnikov</td>
<td>100</td>
<td>$\frac{2.34\sigma}{\frac{1}{k}}$</td>
</tr>
<tr>
<td>Triangular</td>
<td>98.6</td>
<td>$\frac{2.58\sigma}{\frac{1}{k}}$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>95.1</td>
<td>$\frac{1.06\sigma}{\frac{1}{k}}$</td>
</tr>
<tr>
<td>Rectangular</td>
<td>93</td>
<td>$\frac{1.84\sigma}{\frac{1}{k}}$</td>
</tr>
</tbody>
</table>

4.4 Nonparametric low voltage power line noise modeling

As can be seen in noise results presented in Chapter Three, noise in power lines is complex and cannot be modelled and characterized using pure mathematical derivations. This is the reason why almost all existing noise models are derived from measurements. In order to capture the random concentration of the noise distribution across different frequency bands in the frequency domain or the voltage level variation concentration (which is an indicator of the impulse power), statistical tools need to be employed to model and characterize the noise into certain probability density functions (pdfs) and cumulative frequency distributions (cdfs). This is crucial because, with the corresponding parameters derived from the noise measurements for the pdf or cdf plot, we can then give a full statistical description of the overall noise characteristics. As pointed out earlier, the models presented in Subsection 4.2 are rigid and hence are unsuitable for the reference modelling (initial fitting) of power line noise. In this research work therefore, we introduce a flexible
modelling tool for the power line noise measured in this study, based on the novel application of nonparametric kernel density estimators for the modelling of PLC noise.

The four kernels shown in Table 4.1 above are used in the derivation of simple nonparametric models that expresses the noise characteristics in form of some tractable mathematical forms. These models are optimized through an error-based optimization procedure. The determination of the optimum kernel models is based on the optimal choice of the bandwidth. The model optimization procedure developed in this study follows an iterative methodology that is described below:

1. From the bandwidth plug-in formula for each kernel as shown in Table 1, determine the first rough estimate of the bandwidth.

2. Derive the kernel models for each kernel and compute the error between the measured and modelled pdf.

3. Choose a slightly larger or smaller value of the bandwidth and repeat step 2.

4. Compare the errors calculated in step 2 and 3, and choose a smaller or larger value of the bandwidth.

5. Repeat step 2 to 4 until the error computed is minimum, determined when the otherwise diminishing error starts increasing.

6. The bandwidth that gives the minimum error is the optimal value.

Different global measures of accuracy can be used in the optimization of the kernel density estimates, but in this study we chose the mean integral square error (MISE), which is by far the most popular error criteria used in ensuring accurate results with kernel modelling.

From the basic definition of the MISE, we have:

$$MISE = E\left[ \int_{-\infty}^{\infty} [f(n) - f^*(n)]^2 dk \right]$$  \hspace{1cm} (4.14)

Where $f(n)$ is the measured pdf values and $f^*(n)$ is the kernel model values. The asymptotic MISE (AMISE) is given by:

$$MISE(f) = \frac{R(K)}{kh} + \frac{1}{4} h^4 \mu_k^2 R(f'')$$  \hspace{1cm} (4.15)
where \( k \) is the size of the sample data, \( R(K) = \int K^2(u) \, du \) is the roughness of \( K(u) \), \( \mu_2^2(K) = \int (u^2 K(u))^2 \, du \) is the second moment squared of the pdf defined by the kernel \( K(u) \), and \( R(f''') = \int (f'''(n))^2 \, dn \) is a roughness measure. A bias-variance trade-off ensures that the MISE obtained is minimum. Assuming the second derivative of the density is square integrable and absolutely continuous, then by a Taylor series expansion of \( f(n - yh) \) about \( n \) we obtain:

\[
f(n - yh) = f(n) - hyf'(n) + \frac{1}{2} h^2 y^2 f'''(n) + o(h^2)
\] (4.16)

From which, the bias of the density estimate is:

\[
Bias \left( f(n) \right) = \frac{h^2}{2} f'''(n) \mu_2(K) + O(h^2)
\] (4.17)

Also, the estimated function variance is given by:

\[
Var \left( f(n) \right) = \frac{1}{kh} \int K^2(y) f(n - yh) \, dy - \frac{1}{k} \left( E(f(n)) \right)^2
\] (4.18a)

\[
= \frac{1}{kh} \int K^2(y) \left( f(n) + O(1) \right) \, dy = \frac{1}{k} \left( f(n) + O(1) \right)^2
\] (4.18b)

\[
= \frac{1}{kh} K^2(y) \, dy f(n) + O \left( \frac{1}{kh} \right)
\] (4.18c)

\[
= \frac{1}{kh} R(K) f(n) + O \left( \frac{1}{kh} \right)
\] (4.18d)

Decreasing the bias leads to a very noisy estimate (large variance) while decreasing the variance leads to over-smoothed estimates (large bias). The variance-bias trade-off ensures consistency in the density estimation.

The time domain and frequency domain results obtained for the four kernels from the above procedure are shown in Table 4.3. In this table, we demonstrate the three special classes in power line noise modelling using kernel density estimation, namely: under-smoothing, optimal smoothing and over-smoothing. The first value of the bandwidth for each kernel is an under-smoothed case while the second is the optimal value, with last one representing an over-smoothed one. The errors
for each value of the smoothing parameter are shown; where we observe that the optimal bandwidth value gives the minimum error.

Table 4.3: Power line noise kernel modelling errors

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Time domain</th>
<th>Frequency domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h</td>
<td>MISE</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.03</td>
<td>0.0083</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.0058</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.0077</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.05</td>
<td>0.0079</td>
</tr>
<tr>
<td></td>
<td>0.163</td>
<td>0.0056</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0078</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>0.03</td>
<td>0.0081</td>
</tr>
<tr>
<td></td>
<td>0.1841</td>
<td>0.0052</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.0078</td>
</tr>
<tr>
<td>Rectangular</td>
<td>0.05</td>
<td>0.0084</td>
</tr>
<tr>
<td></td>
<td>0.189</td>
<td>0.0057</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

The minimum error for the optimal time domain models is obtained for the Epanechnikov kernel while the same is obtained for both the Gaussian and Rectangular kernels respectively for the frequency domain. This means that the kernels are equally efficient as long as the optimization is done right. Also we see that the error values are quite close across the four kernel used in the modelling, from which we conclude that the choice of the optimal value of the bandwidth has more weight on the resulting density estimate than the kernel function itself.

The time domain noise kernel model plots are shown in Figs. 4-2 to 4-5, while the frequency domain noise kernel models are shown in Figs. 4-6 to 4-9. From these noise models, we see that the time domain models are quite symmetrical (bell-shaped) while the frequency domain ones are clearly not. The frequency domain models actually exhibit long tails, with the tail probabilities representing the probability of occurrence of the impulsive noise. We see that much of the noise spectrum density is concentrated between -49.7 dBm and -45.5 dBm. This noise density band essentially represents the background noise density in this study. It also points to the fact that the background noise has a much higher probability of occurrence than impulsive noise, by comparing this noise band with the tails of the models. We note here that the measured noise is modelled as it is, which means that no effort has been made to separate the noise components.
Figure 4-2: Triangular kernel time domain models

Figure 4-3: Gaussian kernel time domain models
Figure 4- 4: Epanechnikov kernel time domain noise models

Figure 4- 5: Rectangular kernel time domain noise models
Figure 4-6: Triangular kernel frequency domain noise models

Figure 4-7: Gaussian kernel frequency domain noise models
Figure 4-8: Epanechnikov kernel frequency domain noise models

Figure 4-9: Rectangular kernel frequency domain noise models
Even though previously the performance of kernel models has traditionally only been evaluated via the MISE, in this research work, we go an extra mile to ascertain the stability and consistency of the optimal kernel noise models obtained in both time and frequency domains, by applying the Chi-square ($\chi^2$) statistics test. The $\chi^2$ statistics are computed as:

$$\chi^2 = \sum_{i=1}^{N} \frac{[f(x) - g(x)]^2}{g(x)}$$ (4.19)

where $f(x)$ is the measured data values, $g(x)$ is the optimal kernel data values, and $N$ is the sample data length. A tabulation of the different Chi-square test parameters is given in Table 4.4 below.

Table 4.4: Chi-square test parameters

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Time domain</th>
<th>Frequency domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>DF</td>
</tr>
<tr>
<td>Triangular</td>
<td>11.74</td>
<td>250</td>
</tr>
<tr>
<td>Gaussian</td>
<td>11.75</td>
<td>250</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>11.77</td>
<td>250</td>
</tr>
<tr>
<td>Rectangular</td>
<td>11.62</td>
<td>250</td>
</tr>
</tbody>
</table>

From the results in Table 4.4, we see that the computed $\chi^2$ values for both the time and frequency domains are very close to each other for all the four kernels, for the same degrees of freedom (DF) and significance level (SL). The $\chi^2$ values are also very small compared to the critical values (CV). Given that none of the $\chi^2$ values exceeds the CVs, we therefore accept the null hypothesis $H_0$ and reject the alternative hypothesis $H_1$ for all the cases. Thus, all the models are consistent with the measured data and, with a 95% confidence, we can say that there is no significance difference between the kernel models obtained with the optimum smoothing parameter and the models obtained from the measured data. This confirms that kernel models “hug” the measured data as close as possible, which means that they can even be used as an excellent approximation (reference models) of the measured data density, given the small errors and $\chi^2$ values obtained in Tables 4.3
and 4.4 above. This therefore implies that the optimal kernel models can be used as a reference for parametric modeling of power line noise.

4.5 Chapter summary and conclusion

In this chapter, we have presented an alternative technique (new approach) for the modeling and characterization of power line noise in low voltage indoor power networks. The nonparametric kernel density estimator applied models the data as it is, and therefore the resultant models can be used as a reference/benchmark in the application of parametric techniques to model similar noise. An error-based optimization procedure has been developed and applied to derive optimal kernel models, as can be seen in the errors in Table 4.3. We also observe that the optimal value of the smoothing parameter has more weight on the resulting estimate than the choice of a particular kernel function, going by the errors obtained for the various optimal kernel models. Also, the models have been tested for consistency using the Chi square fitness test. This fitness test results further confirm the suitability of kernel techniques in the modeling of power line noise. As such there is no significant difference between the $\chi^2$ values for the four kernels for both time and frequency domain cases. The computed $\chi^2$ values are very small compared to their corresponding CVs for the same SL and DF. This is a further demonstration of the suitability of this technique for nonparametric modeling of low voltage indoor power line noise, as long as the correct values of the optimal smoothing parameters for the various kernels are used. The time domain noise models are dome-shaped and rather symmetrical, while the frequency domain ones are clearly skewed with long tails (heavy tails), which points to the impulsive nature of the measured power line noise. Overall, we have studied noise characteristics in an indoor environment and proposed simple and tractable models that can be benchmarked upon for parametric modeling of indoor power line noise. In the next chapter, we will develop parametric models of the measured noise characteristics based on a very flexible stochastic modeling tool; the stable distributions, that are benchmarked on the kernel models developed in this chapter, and validate them appropriately.
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5. Parametric Modelling and Characterization of Indoor Low Voltage Power Line Noise for PLC Applications

5.1 Introduction

In this chapter, the suitability of the alpha stable distribution in the modelling of indoor power line noise is explored. Stable distributions have been shown to excellently capture long tailed behaviour of different phenomena (associated with impulsiveness) in other systems and therefore an investigation as to their suitability in modelling indoor low voltage power line noise is necessary. The greatest strength that this distribution has is its flexibility; an aspect that is brought about by the four parameters that define it. The distribution has the Gaussian distribution as one of the limiting cases, and therefore it can be applied to model non-impulsive phenomena as well. In this chapter, stable distribution is first studied, and then it is applied in the modelling of power line noise measured in indoor power networks. The models obtained are referenced on the kernel density estimator models obtained in Chapter four. The validity of the kernel models to act as reference models is proven through Chi-squared test and root mean square error analysis for the same dimensions. From the results obtained, the noise distribution models developed in Chapter four and this chapter for both time and frequency domain data match very well, a fact cemented by the validation statistics obtained. From a general perspective, the objectives of this chapter are:

1. To present the necessary properties, definitions and applications of alpha stable distributions to the PLC signal processing community and to help PLC researchers in understanding and utilizing stable laws to characterize, model and analyse power line noise/interference.
2. To illustrate the gains that can be obtained by modelling power line noise under the assumption that it is alpha stable.
3. To motivate further research in this area in line with the approach adopted in this chapter, for the development of robust and efficient signal processing algorithms relevant to the power line channel.
5.2 Parametric noise modelling and characterization

The main reason for the poor performance of PLC systems can be attributed to the fact that conventional and relatively old-fashioned signal processing algorithms that were developed for environments very different from PLC environment, like wireless systems, have been introduced into PLC. Therefore, the introduction of modern communication schemes that are adapted to suit the PLC environment is very necessary if superior performance is to be realized. For the development and introduction of such schemes, the PLC environment needs to be properly known, viz a viz the noise characteristics, channel frequency response, impedance variations and attenuation characteristics. The most critical of these characteristics in the design of coding and modulation schemes suitable for PLC systems is the non-white non-Gaussian noise. In the analysis and design of many digital systems, the noise model that is widely used is the stationary additive white Gaussian noise (AWGN). In PLC however, the noise features are totally non-Gaussian and are believed to be the cause of many poorly performing PLC systems. Actually, given that Gaussian noise has the highest entropy, this would imply that a communication system affected by non-Gaussian noise achieves a much higher performance than one affected by AWGN, if and only if the system is designed to adapt to the noise characteristics. Hence PLC systems still have the capacity to attain more superior performance than many other systems, if the noise is properly characterized and modelled and then the results taken into consideration in the PLC system design [1-9].

In order to fully understand communication systems in both man-made and natural noise environments, a simple model that expresses the noise characteristics in form of some tractable mathematical equation is necessary. One of the common models that define non-Gaussian noise is the Middleton’s class A model for electromagnetic interference. In this model, the noise probability density function is expressed as a sum of Gaussian functions. Using this model, different classes of impulsive noise can be expressed by a simple function with a small number of parameters. However, this model does not define the time domain features of the noise. The model also does not describe whether or not the noise is spiky or smooth in the time domain [7, 10].

The noise in power lines has a power spectral density (PSD) that is complicated. In [11], Voglsang et al. define the probability density function (pdf) of the noise by dividing the bandwidth into several sub-bands, and then sampling the noise voltages at each sub-band. The different pdf sets for each sub-band are then used to generate the overall noise pdf. In [2], Meng et al. use a similar approach where the pdf of each sub-band is approximated using Nakagami-m distribution. In [8], Zimmerman and Dostert study the time domain features of the noise using partitioned Markov
chains with multiple states. Also in [12], Cortes et al. have reported on noise measurements and classification in terms of the stationarity and impulsiveness of the noise components. In the recent past, Shongwe et al. have also presented a study of impulsive noise models [13, 14].

From all these previous studies, it goes without saying that, in order to capture the random behaviour of the noise at each individual frequency as well as the noise amplitude voltage variations in the time domain, statistical analysis methods should be used to model the noise distribution, that is: the pdf and the cumulative distribution function (cdf). This is necessary because, from the results of such modelling, and deductions and inferences thereof, we can then fully describe the statistical behaviour of the noise.

In this chapter, we first present a review of stable distribution, followed by a modelling framework for the measured indoor noise characteristics as summarized in Chapter three. This statistical tool is very flexible and captures impulsiveness very well through the characteristic exponent. We develop simple, accurate and realistic noise models that confirm that the noise in indoor PLC systems can actually be fully described by an alpha stable distribution stochastic process.

### 5.3 Stable distributions

An increasingly wide class of phenomena that are not Gaussian are encountered in practice like telephone accidental hits, atmospheric lightning, underwater signals in the case of ice cracking and seabed reflections, as well as power line noise. Most of these phenomena are characterized by impulsiveness. Noise and signals of this nature exhibit sharp spikes and random bursts that one would not expect from signals that are Gaussian distributed. As a consequence of their impulsiveness, the tails of their marginal distributions tend to decay less rapidly than those of their Gaussian counterpart. The tails for the density functions of such signals/noise are therefore heavy or long. As a well-known fact, noise in PLC has impulsive characteristics and is therefore not Gaussian distributed. Stable distributions have tails that decay at a slower rate than those of the Gaussian distribution and therefore are very suitable for modelling impulsive signals and noise. As a matter of fact, the stable law is obtained as a direct generalization of the Gaussian distribution, and therefore the Gaussian distribution is one of the limiting cases of stable distributions. Stable distributions share some of their defining characteristics like the central limit theorem and stability property with the Gaussian distribution [14-23]. It is for this reason, and the fact that results of a noise measurement campaign at the University of KwaZulu-Natal confirm the impulsive characteristics of the PLC noise, with heavier tails than those of the Gaussian distribution, that we have chosen the alpha stable distribution to model the noise [15-20]. In fact, the idea of using
alpha-stable distribution in the characterization and modelling of general impulsive interference is not new; see the paper by Kogon and Williams [22] and that of Tsihrintzis, and Nikias [21]. However, the use of alpha stable distribution in the characterization and modelling of power line noise appeared only recently, with the authors in [24] applying the distribution to study power line noise in an industrial environment, although their results are not validated through any criteria, and also the details of the suitability of such a method are very scanty from the work. Also, the authors applied the Maximum likelihood technique to study their noise. The purpose of this chapter is therefore to first give a comprehensive study of alpha stable distributions, followed by its application in the modelling of the noise measured in Chapter three; where a Fourier technique based on the empirical characteristic function and a quantile-based technique are used in the extraction/estimation of the alpha stable noise parameters. The two methods apply totally different approaches for the estimation of the noise parameters, something that brings diversity in the approach adopted in the current research work. Also, a numerical computation of integrals is applied in the calculation of the pdfs and the cdfs. The results obtained demonstrate that alpha stable distribution is appropriate in modelling the noise marginal distribution in indoor PLC networks and provides evidence that actually noise in indoor PLC networks is alpha stable. All the results obtained are validated, with the optimal kernel models in Chapter four acting as reference models.

An alpha stable (α-stable) distribution is a stable distribution that has the characteristic exponent α. α determines the tail thickness and is actually regarded as the distribution shape parameter. Its value would therefore be an indicator of how impulsive a process is. A smaller value of this exponent points to a very impulsive process and vice versa. If α = 2, the distribution is Gaussian. If α = 1 and β = 1, the distribution is a Cauchy distribution. Also, if δ = 0 and γ = 1, the stable distribution is referred to as standard stable distribution. We can see that if a random variable is stable, then \((X - \delta)/\gamma^{1/\alpha}\) is standard with skewness parameter β and characteristic exponent α. A standard stable density function is defined by [23]:

\[
f(x; \alpha, \beta) = \frac{1}{\pi} \int_{0}^{\infty} \exp(-t^{\alpha}) \cos[xt + \beta t^{\alpha} \omega(t, \alpha)] dt \quad (5.1)
\]

For \(\alpha \neq 1\), \(\beta > 0\) and \(\beta < 0\) represent left and right skewness respectively. Figure 5-1 below is a simulated result of showing how the different values of the characteristic exponent have an influence on the tail probabilities, for a symmetric alpha stable distribution (β = 0), with parameters γ = 1 and δ = 0.
Figure 5-2 is a simulated result for a close-up examination of how the tails of the pdfs shown in Figure 5-1 decay as the characteristic exponent changes. We see that the tail of $\alpha = 2$ decay fastest while that of $\alpha = 0.6$ decay slowest. A simulated result of the effect of the skew parameter is also shown in Figure 5-3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5-1.png}
\caption{Alpha-stable densities, $\beta = 0$, $\gamma = 1$, $\delta = 0$}
\end{figure}
Figure 5-2: Closer look at the tail densities for Fig. 5-1

Figure 5-3: Alpha-stable densities, $\beta = -0.5$, $\gamma = 1$, $\delta = 0$
5.3.1 Parameterization of stable distributions

Multiple parameterizations of the one-dimensional stable distribution exist. But in all the parameterizations, one common feature is that stable distribution is a four-parameter distribution. The four parameters that define the stable distribution, as earlier stated in Chapter four are the characteristic exponent $\alpha$, symmetry parameter $\beta$, scale parameter $\gamma$ and the location parameter $\delta$. For instance, there are different parameterizations that were proposed by Zolotarev [25], all of which are applicable to different problems. Since the closed form formula for most stable densities does not exist, except for a few known ones, the stable distributions are usually specified in terms of their characteristic functions. The characteristic function, according to Zolotarev can be formulated as:

\[
\Phi_0(t) = \begin{cases} 
\exp \left\{ j\delta_0 t - \gamma |t|^\alpha \left[ 1 + j\beta \tan \frac{\pi \alpha}{2} \text{sgn}(t)\left(|\gamma t|^{1-\alpha} - 1\right) \right] \right\} & \text{if } \alpha \neq 1 \\
\exp \left\{ j\delta_0 t - \gamma |t| \left[ 1 + j\beta \frac{2}{\pi} \text{sgn}(t) \ln(\gamma |t|) \right] \right\} & \text{if } \alpha = 1
\end{cases}
\]

(5.2)

Where the parameters in Equation (5.2) are as defined in Equations (4.1)-(4.4) except for $\delta_0$ which is translated to conform with the form given in Equation (4.1) as:

\[
\delta_0 = \begin{cases} 
\delta_1 + \beta \gamma \tan \frac{\pi \alpha}{2} & \text{if } \alpha \neq 1 \\
\delta_1 + \beta \frac{2}{\pi} \gamma \ln \gamma & \text{if } \alpha = 1
\end{cases}
\]

(5.3)

On the basis of Equations (5.2) and (5.3), a $S_1(\alpha, \beta, 1, 0)$ distribution corresponds to a $S_0(\alpha, \beta, 1, \beta \gamma \tan \frac{\pi \alpha}{2})$ distribution provided that $\alpha \neq 1$.

In some other cases, another parameterization is sometimes used [25]:

\[
\Phi_2(t) = \begin{cases} 
\exp \left\{ j\delta_1 t - \gamma_2 |t|^\alpha \exp \left[-j \frac{\pi \beta_2}{2} \text{sgn}(t)\min(\alpha, 2-\alpha) \right] \right\} & \text{if } \alpha \neq 1 \\
\exp \left\{ j\delta_1 t - \gamma_2 |t| \left[ 1 + j\beta \frac{2}{\pi} \text{sgn}(t) \ln(\gamma_2 |t|) \right] \right\} & \text{if } \alpha = 1
\end{cases}
\]

(5.4)

Where again the following translations are applicable in conformity to Equation (4.1):
\[
\beta = \cot \frac{\pi \alpha}{2} \tan \left( \frac{\pi \beta_2}{2} \min(\alpha, 2 - \alpha) \right) \tag{5.5}
\]

And

\[
\gamma = \gamma_2 \left[ \cos \left( \frac{\pi \beta_2}{2} \min(\alpha, 2 - \alpha) \right) \right]^{\frac{1}{\alpha}} \tag{5.6}
\]

On the other hand, Nolan [26, 27] defines a \( S^0_{\alpha}(\gamma, \beta, \mu^0) \) parameterization, by taking a standardized stable distribution in Zolotarev’s (M) parameterization given in Equation (5.2) as the basic quantity. By fixing \( \alpha \) and \( \beta \), and letting \( Z = Z_{\alpha, \beta} \) be a random variable, then, the characteristic function in Equation (5.1) reduces to [26, 27]:

\[
E \exp(jtZ) = \begin{cases} 
\exp \left\{ -|t|^\alpha \left[ 1 + j \beta \tan \frac{\pi \alpha}{2} \text{sgn}(t)(|t|^{1-\alpha} - 1) \right] \right\} & \alpha \neq 1 \\
\exp \left\{ -\gamma |t| \left[ 1 + j \beta \frac{2}{\pi} \text{sgn}(t) \ln(|t|) \right] \right\} & \alpha = 1
\end{cases} \tag{5.7}
\]

Next, a variation of Equation (5.2) is defined as a simple scale and location change of \( Z \): by taking \( X^0 = S^0_{\alpha}(\gamma, \beta, \mu^0) \) if \( X^0 \) has the same distribution as \( \gamma Z + \mu^0 \). Then the characteristic function of \( X^0 \) in this case is given by:

\[
E \exp(jtX^0) = \begin{cases} 
\exp \left\{ -\gamma^\alpha |t|^\alpha \left[ 1 + j \beta \tan \frac{\pi \alpha}{2} \text{sgn}(t)(|t|^{1-\alpha} - 1) \right] + j \mu^0 t \right\} & \alpha \neq 1 \\
\exp \left\{ -\gamma |t| \left[ 1 + j \beta \frac{2}{\pi} \text{sgn}(t) \ln(|t|) \right] + j \mu^0 t \right\} & \alpha = 1
\end{cases} \tag{5.8}
\]

Also, a random variable \( X \sim S_{\alpha}(\gamma, \beta, \mu) \) in the form of (4.1) can be expressed as:

\[
X = \begin{cases} 
\gamma \left( Z + \beta \tan \frac{\pi \alpha}{2} \right) + \mu & \alpha \neq 1 \\
\gamma \left( Z + \beta \frac{2}{\pi} \ln \gamma \right) + \mu & \alpha = 1
\end{cases} \tag{5.9}
\]
Where $\alpha, \beta$, and $\gamma$ have the same meaning as defined in all earlier Equations, while the location parameters of the two representations are related by the following equation:

$$
\mu = \begin{cases} 
\mu^0 - \beta \gamma \tan \frac{\pi \alpha}{2} & \alpha \neq 1 \\
\mu^0 - \beta \frac{2}{\pi} \gamma \ln \gamma & \alpha = 1
\end{cases}
$$

(5.10)

We note here that when the mean exists (iff $\alpha > 1$), it is $\mu$, not $\mu^0$, and then the density $f(x|\alpha, \beta, \gamma, \mu^0)$ has support :

$$
f(x|\alpha, \beta, \gamma, \mu^0) = \begin{cases} 
(\mu^0 - \gamma \tan \frac{\pi \alpha}{2}, \infty) & \alpha < 1, \beta = 1 \\
(-\infty, \mu^0 + \gamma \tan \frac{\pi \alpha}{2}) & \alpha < 1, \beta = -1 \\
-\infty, +\infty & \text{otherwise}
\end{cases}
$$

(5.11)

Of all the different parameterization defined by different authors, the most commonly used one is the one defined by Equations (4.1)-(4.4) [22, 23, 25, 28, 29], and this is the parameterization that is used in the current study.

### 5.3.2 Properties of stable distributions

Stable distribution as a statistical tool that can model phenomena that is impulsive is a generalization of the Gaussian distribution. This distribution is particularly appealing because it satisfies the generalized central limit theorem and is the only distribution that satisfies the stability property. The applicability of the stable distribution in modeling PLC noise is therefore based on the fact that the total noise is a summation of many noise terms that originate from sources that are independent of each other.

#### 5.3.2.1 Stability Property

A random variable is stable iff for any independent random variables $X_1, X_2$ with the same distribution as $X$, and for arbitrary constants $a_1, a_2$, there exist constants $a$ and $b$ such that [23, 28, 29]:

$$a_1X_1 + a_2X_2 = aX + b$$

(5.12)

Where “=” denotes that both sides of the equation have the same distribution. By making use of the stable distribution characteristic function, one can easily show a more general statement: if $X_1, X_2, \ldots, X_n$ are independent and follow stable laws with the same $(\alpha, \beta)$, then all linear combinations
of the form \( \sum_{j=1}^{n} a_j X_j \) are stable with the same parameters \( \alpha \) and \( \beta \). From the stability property consequence, it can be shown that stable distributions are the only possible limit distributions for sums of independent and identically distributed (i.i.d) random variables. This is known as the generalized central limit theorem and is discussed below.

### 5.3.2.2 Generalized central limit theorem

The generalized central limit theorem states that: \( X \) is stable iff it is the limit distribution of the sum [29-32]:

\[
S_n = \frac{X_1 + X_2 + \cdots + X_n}{a_n} - b_n
\]

(5.13)

Where \( X_1, X_2, \ldots, X_n \) are i.i.d random variables and \( n \to \infty \). Parameter \( b_n \) is real while \( a_n \) is real and positive. In particular, if the \( X_i \)'s are i.i.d and have finite variance, then the limit distribution is Gaussian. Of course, this is the result of the well-known central limit theorem.

The main cause of the difference in behaviors of the (non-Gaussian) stable and the Gaussian distributions is their tails. It can be shown that for an alpha stable random variable \( X \) with zero location parameter and dispersion parameter (location parameter) [33]:

\[
\lim_{\xi \to \infty} t^\alpha P(|X| > t) = \gamma C(\alpha)
\]

(5.14)

Where \( C(\alpha) \) is a positive constant that depends on \( \alpha \). Hence, stable distributions have inverse power, that is, algebraic tails, while in contrast the tails of the Gaussian distribution are exponential. This serves as proof that the tails of stable distributions are much heavier (thicker) than those of the Gaussian distribution. The smaller the value of \( \alpha \), the heavier the tails and vice versa.

### 5.4. Statistical noise modelling and characterization with alpha stable distributions

Noise in power lines is complex and cannot be modelled and characterized using pure mathematical derivations. This is the reason why almost all existing power line noise modelling attempts are based on empirical measurements, although some are mere approximations of models that were developed for interference/noise in other communication systems, like the Middleton’s models. In order to capture the random concentration of the noise distribution across different frequency bands in the frequency domain or the voltage level variation concentration/variations (which is an indicator of the impulse power), statistical tools need to be employed to model and characterize the noise into certain pdfs and cdfs. This is essential because, with the corresponding parameters
derived from the noise measurements for the pdf as well as the cumulative distribution function (cdf), we can then give a full statistical description of the overall noise characteristics, as well as determine an appropriate noise synthesis process for the noise found in any network.

In this chapter, we seek to parametrically model the measured noise power in the frequency domain and the noise voltage amplitudes in the time domain. We model the noise characteristics using the alpha stable distribution, which has been shown to model impulsive phenomena in other systems as earlier mentioned. This flexible and simple statistical tool has drawn a lot of interest among mathematicians/statisticians and the digital signal processing (DSP) community in the recent past; see for example [21-39].

The pdf of a stable random variable exists and is continuous, but, except for a few known cases, the closed form expression is non-existent. The closed form expression for the pdf is only known for the three special classes below [23, 26, 36]:

- The Gaussian distribution, \( S_2(\gamma, 0, \delta) = N(\mu, 2\sigma^2) \),
- The Levy distribution, \( S_{1/2}(\gamma, 1, \delta), S_{1/2}(\gamma, -1, \delta) \)
- The Cauchy distribution, \( S_1(\gamma, 0, \delta) \)

Where, \( S_\alpha(\gamma, \beta, \delta) \) denotes an alpha stable distribution, whose characteristic function is defined by Equation (4.1).

Thus, modelling with stable distributions is greatly hampered by the lack of closed form expressions for the density functions for all but the few cases listed above. Additionally, most of the traditional techniques in mathematical statistics, including maximum likelihood estimation procedure, cannot be directly utilized in this case since they depend on an explicit form for the density. However, several mathematical methods have been proposed in different literatures that are applicable in estimating the four parameters that define stable distributions.

### 5.4.1 Parameter estimation for stable laws

Different parameter estimation techniques for alpha stable distributions have been proposed. Some of them include the maximum likelihood (ML) method [36-38], sample quantile methods [35, 36, 39] and sample characteristic function methods [34, 36]. DuMouchel [37, 38] was the first person to obtain approximate ML estimates of \( \alpha \) and \( \gamma \), with the condition that \( \delta = 0 \). In his approach, he performed a multinomial approximation to the likelihood function. However, this method is computationally too intensive. On the other hand, Fama and Roll [39] were the first to propose a
quantile based solution for the estimation of the stable parameters. They provided estimates for the parameters of a symmetric stable distribution \((\beta = 0, \delta = 0)\) for \(1 < \alpha \leq 2\). They gave the following estimate for \(\gamma\):

\[
\gamma = \frac{x_{0.72} - x_{0.28}}{1.654}
\]

However, the above estimator of \(\gamma\) is based on the fortuitous observation that \(\frac{\left(x_{0.72} - x_{0.28}\right)}{\gamma}\) lies within 0.4\% of 1.654 for all \(1 < \alpha \leq 2\), when \(\beta = 0\), which enables one to obtain an estimate of \(\gamma\) using Equation (5.15) with less than 0.4\% asymptotic bias without first knowing \(\alpha\). But, when \(\beta \neq 0\), searching for an invariant change such as the one they found turns out to be futile. In their method, the characteristic exponent \(\alpha\) is estimated from the tail behaviour by using:

\[
S_\alpha = \frac{x_f - x_{1-f}}{1.654} = f
\]

They find that \(f = 0.95, 0.96, 0.97\) works best for obtaining estimates of \(\alpha\). Further details of this method can be found in [39]. This method is simple but is limited in that it suffers from a small asymptotic bias in \(\alpha\) and \(\gamma\). McCulloch [35] improved on this method and developed a more generalized quantile method. He provided consistent estimators for all the four parameters for \(0.6 < \alpha \leq 2\), while at the same time maintaining the same level of computational simplicity as Fama and Roll. After him, we define,

\[
v_\alpha = \frac{x_{0.95} - x_{0.05}}{x_{0.75} - x_{0.25}}
\]

Which happens to be independent of \(\gamma\) and \(\delta\). Also we define:

\[
v_\beta = \frac{x_{0.95} + x_{0.05} - 2x_{0.25}}{x_{0.95} - x_{0.05}}
\]

Which is also independent of both \(\gamma\) and \(\delta\). \(v_\alpha\) and \(v_\beta\) are functions of \(\alpha\) and \(\beta\). Thus, we can write:

\[
v_\alpha = \phi_1(\alpha, \beta), \quad v_\beta = \phi_1(\alpha, \beta) \quad (5.19)
\]

The kind of relationship in Equation (5.19) may be inverted to obtain:

\[
\alpha = \psi_1(v_\alpha, v_\beta), \quad \beta = \psi_2(v_\alpha, v_\beta) \quad (5.20)
\]

And similarly,
\[ \psi_1(v_\alpha, v_\beta) = \psi_1(v_\alpha, -v_\beta) \]  \hspace{1cm} (5.21)

Table 5.1 shows the variation of \( \alpha \) as a function of \( v_\alpha \) and \( v_\beta \), while Table 5.2 shows the variation of \( \beta \) as a function of \( v_\alpha \) and \( v_\beta \).

<table>
<thead>
<tr>
<th>( v_\alpha )</th>
<th>( v_\beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>2.439</td>
<td>2.000</td>
</tr>
<tr>
<td>2.5</td>
<td>1.916</td>
</tr>
<tr>
<td>2.6</td>
<td>1.808</td>
</tr>
<tr>
<td>2.7</td>
<td>1.729</td>
</tr>
<tr>
<td>2.8</td>
<td>1.664</td>
</tr>
<tr>
<td>3.0</td>
<td>1.563</td>
</tr>
<tr>
<td>3.2</td>
<td>1.484</td>
</tr>
<tr>
<td>3.5</td>
<td>1.391</td>
</tr>
<tr>
<td>4.0</td>
<td>1.279</td>
</tr>
<tr>
<td>5.0</td>
<td>1.128</td>
</tr>
<tr>
<td>6.0</td>
<td>1.029</td>
</tr>
<tr>
<td>8.0</td>
<td>0.896</td>
</tr>
<tr>
<td>10.0</td>
<td>0.818</td>
</tr>
<tr>
<td>15.0</td>
<td>0.698</td>
</tr>
<tr>
<td>25</td>
<td>0.593</td>
</tr>
</tbody>
</table>
Table 5.2: $\beta = \psi_2(v_\alpha, v_\beta) = -\psi_2(v_\alpha, -v_\beta)$

<table>
<thead>
<tr>
<th>$v_\alpha$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.439</td>
<td>0.000</td>
<td>2.160</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>2.5</td>
<td>0.000</td>
<td>1.592</td>
<td>3.390</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>2.6</td>
<td>0.000</td>
<td>0.759</td>
<td>1.800</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>2.7</td>
<td>0.000</td>
<td>0.482</td>
<td>1.048</td>
<td>1.694</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>2.8</td>
<td>0.000</td>
<td>0.360</td>
<td>0.760</td>
<td>1.232</td>
<td>2.229</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3.0</td>
<td>0.000</td>
<td>0.253</td>
<td>0.518</td>
<td>0.823</td>
<td>1.575</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3.2</td>
<td>0.000</td>
<td>0.203</td>
<td>0.410</td>
<td>0.632</td>
<td>1.244</td>
<td>1.906</td>
<td>1.000</td>
</tr>
<tr>
<td>3.5</td>
<td>0.000</td>
<td>0.165</td>
<td>0.332</td>
<td>0.499</td>
<td>0.943</td>
<td>1.560</td>
<td>1.000</td>
</tr>
<tr>
<td>4.0</td>
<td>0.000</td>
<td>0.136</td>
<td>0.271</td>
<td>0.404</td>
<td>0.689</td>
<td>1.230</td>
<td>2.195</td>
</tr>
<tr>
<td>5.0</td>
<td>0.000</td>
<td>0.109</td>
<td>0.216</td>
<td>0.323</td>
<td>0.539</td>
<td>0.827</td>
<td>1.917</td>
</tr>
<tr>
<td>6.0</td>
<td>0.000</td>
<td>0.096</td>
<td>0.190</td>
<td>0.284</td>
<td>0.472</td>
<td>0.693</td>
<td>1.759</td>
</tr>
<tr>
<td>8.0</td>
<td>0.000</td>
<td>0.082</td>
<td>0.163</td>
<td>0.243</td>
<td>0.412</td>
<td>0.601</td>
<td>1.596</td>
</tr>
<tr>
<td>10.0</td>
<td>0.000</td>
<td>0.074</td>
<td>0.147</td>
<td>0.220</td>
<td>0.377</td>
<td>0.546</td>
<td>1.482</td>
</tr>
<tr>
<td>15.0</td>
<td>0.000</td>
<td>0.064</td>
<td>0.128</td>
<td>0.191</td>
<td>0.330</td>
<td>0.478</td>
<td>1.362</td>
</tr>
<tr>
<td>25.0</td>
<td>0.000</td>
<td>0.056</td>
<td>0.112</td>
<td>0.167</td>
<td>0.285</td>
<td>0.428</td>
<td>1.274</td>
</tr>
</tbody>
</table>

From these tables, bi-linear interpolation to estimate $\alpha$ and $\beta$ is then carried out. Similarly, the location parameter $\delta$ and the dispersion parameter $\gamma$ are estimated using the corresponding tabulated functions and the previous estimates for $\alpha$ and $\beta$. The method by McCulloch [35] is therefore the quantile based technique we use in this research work, given its obvious advantages compared to its predecessors. We refer the reader to the paper by McCulloch for more details on this method.

Different methods based on the sample characteristic function have been proposed including the method of moments (MoM), minimum distance method, and regression methods [36]. Among these three, the regression method proposed by Koutrouvelis [34] is the most efficient and is also simpler to implement. For these reasons, this is the characteristic function based method employed in this work, and going forward, this is method we shall dwell on here. The parameter estimation technique is described next. This regression type estimation method is based on the following observation concerning the characteristic function:
\[ \log(-\log|\varnothing(t)|^2) = \log(c^\alpha) + \alpha \log|t| \]  
(5.22)

where \(c^\alpha = \gamma\), is the scale parameter, and the real and imaginary parts of \(\varnothing(t)\), \(\text{Re}\varnothing(t)\) and \(\text{Im}\varnothing(t)\), respectively, for \(\alpha \neq 1\), are:

\[
\text{Re}\varnothing(t) = \exp(-|ct|^\alpha) \cos \left[ \delta t - |ct|^\alpha \beta \text{sgn}(t) \tan \left( \frac{\pi \alpha}{2} \right) \right] 
\]  
(5.23)

\[
\text{Im}\varnothing(t) = \exp(-|ct|^\alpha) \sin \left[ \delta t - |ct|^\alpha \beta \text{sgn}(t) \tan \left( \frac{\pi \alpha}{2} \right) \right] 
\]  
(5.24)

Apart from principal values, from Equations (5.23) and (5.24), we deduce the following:

\[
\arctan \left( \frac{\text{Im}\varnothing(t)}{\text{Re}\varnothing(t)} \right) = \delta t - \beta c^\alpha \tan \left( \frac{\pi \alpha}{2} \right) \text{sgn}(t)|t|^\alpha 
\]  
(5.25)

Parameters \(c\) and \(\alpha\), which control Equation (5.22), are obtained by regressing \(y = \log(-\log|\varnothing_n(t)|^2)\) on \(\omega = \log|t|\) in the model given below:

\[
y_k = \mu + \alpha \omega_k + \varepsilon_k, \quad k = 1, 2, ..., K, 
\]  
(5.26)

Where \((t_k; k = 1, 2, ..., K)\) is an appropriate set of real numbers, \(\mu = \log(2c^\alpha)\), and \(\varepsilon_k\) denotes an error term. After determining the fixed values of \(c\) and \(\alpha\), \(\beta\) and \(\delta\) are obtained from (5.25), by regressing \(z = g_n(u) + \pi k_n(u)\) on \(u\) and \(\text{sgn}(u)|u|^\alpha\) in the model:

\[
z_l = \delta u_l - \beta c^\alpha \tan \left( \frac{\pi \alpha}{2} \right) \text{sgn}(u_l)|u_l|^\alpha + \eta_l, \quad l = 1, 2, ..., L 
\]  
(5.27)

Where \(\eta_l\) denotes the error term and \((\mu_l; l = 1, 2, ..., L)\) is an appropriate set of real numbers, integer \(k_n(u)\) is introduced to take care of any possible nonprincipal branches of the \(\arctan\) function, and

\[
g_n(u) = \arctan \left( \frac{\text{Im}\varnothing(t)}{\text{Re}\varnothing(t)} \right) 
\]  
(5.28)

The reader is referred to [34] for more details on this method. Several other methods have been proposed in literature as can be seen in the reference section of this chapter. Interested readers are referred to the publications listed in the reference list at the end of this chapter for more.
5.4.2 Evaluation of the pdf of alpha stable distributions

The pdf of stable random variables exists and is continuous but except for the three special classes listed earlier, they are not known in closed form. Therefore, without a closed form analytical expression of the pdf, practical applications of stable distributions is a nontrivial task. However, there a few useful numerical techniques that have been fronted in literature to deal with this challenge and are discussed below.

5.4.2.1 Direct numerical integration techniques

In [37], DuMouchel developed a procedure for approximating the cdf of the stable distribution using Bergstrom’s [40] series expansion and Zolotarev’s representation. In [41], four alternative procedures were developed by Holt and Crow for the approximation of an inversion integral for calculating the pdf values form the characteristics function. However, the algorithms presented by the Holt and Crow and DuMouchel methods are highly computationally intensive and time consuming as well, which renders the use of maximum likelihood for the estimation of parameters a very difficult task. Nolan on the other hand, using a variant of Zolotarev’s (M) parameterization proposed a formula for computing the stable density by carrying out a numerical evaluation of the following integral [26, 42]:

\[
p(x, \alpha, \beta) = \frac{1}{\pi} \int_0^\infty \cos[h(x,t;\alpha,\beta)]e^{\exp(-t^\alpha)}dt
\]  

(5.29)

where

\[
h(x,t;\alpha,\beta) = \begin{cases} 
xt + \beta \tan \frac{\pi \alpha}{2} (t - t^\alpha), & \alpha \neq 1 \\
\mu + \beta \gamma \frac{2}{\pi} \ln \gamma & \alpha = 1 
\end{cases}
\]  

(5.30)

For a more direct numerical integration for the case when \(\alpha > 1\), the pdf integral is replaced with the following approximation:

\[
p(x, \alpha, \beta) \approx \int_0^\Delta f(x,t;\alpha,\beta) dt
\]  

(5.31)

Where \(\Delta = \Delta(\alpha, \varepsilon)\) is the root of \(\Gamma \left( \frac{1}{\alpha}, \Delta^\alpha \right)\) and \(\varepsilon\) is the error term of Equation (5.31).
5.4.2.2 Fast Fourier Transform (FFT) method

An algorithm for computing the pdf of stable random variables that employs the FFT was presented in [43] by Mittnik et al. In terms of the characteristic function, the pdf can be calculated as:

\[
p(x, \alpha, \beta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ixt} \varphi(t) \, dt \tag{5.32}
\]

The integral is computed for \( N \) points that are equally spaced by distance \( h \), namely \( x_k = \left( k - 1 - \frac{N}{2} \right) h, \ k = 1, ..., N \). If we let \( t = 2\pi \omega \), (5.32) then becomes:

\[
p \left( k - 1 - \frac{N}{2} \right) h = \int_{-\infty}^{\infty} \varphi(2\pi \omega)e^{-i2\pi \omega(k-1-\frac{N}{2})h} \, d\varphi \tag{5.33}
\]

This integral can be approximated using the rectangle rule with spacing \( s \) as follows:

\[
p \left( k - 1 - \frac{N}{2} \right) h \approx s \sum_{n=1}^{N} \varphi \left( 2\pi s \left( n - 1 - \frac{N}{2} \right) \right) e^{-i2\pi \left( n-1-\frac{N}{2} \right)(k-1-\frac{N}{2})hs} \tag{5.34}
\]

5.4.2.3 Two quadratures method

In [44], a more “natural way” of evaluating the pdf integral over the interval \((0, \infty)\) would be a 96-points Laguerre quadrature given by:

\[
p(x, \alpha, \beta) \approx \frac{1}{\pi} \sum_{n=1}^{96} \omega_n \exp(t - t^\alpha) \cos \left( xt_n + \beta \tan \frac{\pi \alpha}{2} (t_n - t_n^\alpha) \right) \tag{5.35}
\]

Where the abscissas \( t_n \) are given by the roots of the Laguerre polynomial \( L_{96}(t) \), and the weights \( \omega_n = t_n \left( 97L_{97}(t_n) \right)^{-2} \). If a direct implementation of (5.35) does not yield pdf values that possess sufficient accuracy, then the oscillations in the pdf tails can be suppressed by decreasing the power of the exponent in the integrand. Greater precision is achieved using numerical integration methods at the cost of speed; which is not a problem given the supercomputing capabilities available in today’s computers.
5.4.3 Time and frequency domain alpha stable noise modelling

As stated in the above presentation on parameter estimation techniques for stable laws, we have chosen two techniques to estimate the alpha stable parameters of the total measured noise power spectra and noise amplitudes in frequency and time domains respectively. These methods are the McCulloch’s quantile method and Koutrovelis’ method. These two parameter estimation methods are chosen because of the differences in their estimation procedures, which present diversity in our approach, and also their merits compared to earlier similar methods as well as others that were developed much later. The choice of the alpha stable method for modelling the noise is informed by the long tailed characteristic observed in the measured noise pdfs shown in Chapter four as well its flexibility as a modeling tool. The alpha stable noise parameters determination procedures are described in subsection 5.4.1 above.

The time domain alpha stable distribution noise model parameters obtained are shown in Table 5.3 while the frequency domain ones are shown in Table 5.4. The results in Tables 5.3 and 5.4 show that regardless of the parameter determination technique, the parameters obtained are the same. This confirms the robustness of the techniques used.

Table 5.3: Time domain noise alpha stable parameters

<table>
<thead>
<tr>
<th>Time domain noise stable parameters</th>
<th>Method</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time domain noise stable parameters</td>
<td>McCulloch</td>
<td>1.469</td>
<td>0.238</td>
<td>0.844</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td>Koutrouvelis</td>
<td>1.469</td>
<td>0.238</td>
<td>0.844</td>
<td>0.231</td>
</tr>
</tbody>
</table>

Table 5.4: Frequency domain noise alpha stable parameters

<table>
<thead>
<tr>
<th>Frequency domain noise stable parameters</th>
<th>Method</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency domain noise stable parameters</td>
<td>McCulloch</td>
<td>1.72</td>
<td>1</td>
<td>4.29</td>
<td>-45.69</td>
</tr>
<tr>
<td></td>
<td>Koutrouvelis</td>
<td>1.72</td>
<td>1</td>
<td>4.29</td>
<td>-45.69</td>
</tr>
</tbody>
</table>

The pdfs and cdfs for the alpha stable noise parameters are then evaluated using a similar method to the direct numerical integration method proposed by Nolan in [26, 42] (refer to Subsection 5.4.2
above). The pdfs are shown in Figures 5-4 and 5-5 below, while the cdfs are shown in Figures 5-6 and 5-7. As observed in the kernel density models, the time domain model is bell-shaped, but not Gaussian; for a Gaussian stable distribution, $\alpha = 2$. The near symmetrical aspect of the pdf is well captured as well as location and tail probabilities. Also, the frequency domain model is visibly long tailed and non-Gaussian as well, with a characteristic exponent of 1.72. Also, in the frequency domain noise model, other important features like skewness and the location of the pdf are well captured. We note from Tables 5.3 and 5.4 that none of the two models is Gaussian. This confirms that noise in PLC channels in non-Gaussian and differs from the additive white Gaussian noise (AWGN) present in many other communication systems. Also, we see that the frequency domain model fails to capture the peaky nature of the data well, and this confirms that kernel models are the best for initial modeling of the power line noise data.

![Graph of alpha stable time domain noise model](image)

Figure 5-4: Alpha stable time domain noise model
Figure 5-5: Alpha stable frequency domain noise model

Figure 5-6: Alpha stable time domain cdf plot
Thus, both the kernel and alpha stable modelling approaches are a good fit to one another as well as the measured noise characteristics, and since the kernels model the data as it is, this proves that the stable distribution is an appropriate choice for modelling the indoor power line noise. The same non-Gaussianity noise features are evident in the cdf plots. Additionally, to test for the goodness of fit between the optimal kernel models in Chapter four and the alpha stable models developed here, we apply the root mean square error (RMSE) criteria as well as the Chi-square ($\chi^2$) test, with the kernel models acting as a reference models. The same data range (dimensions) is used in both cases in the computation of these statistics, in conformity with the results in Chapter four. These statistics are computed as follows:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} [f(x) - g(x)]^2}$$  \hspace{1cm} (5.36)$$

$$\chi^2 = \sum_{i=1}^{N} \frac{[f(x) - g(x)]^2}{g(x)}$$  \hspace{1cm} (5.37)$$

where $f(x)$ is the optimal kernel data, $g(x)$ is the alpha stable data, and $N$ is the sample data length. These computed statistics are shown in Table 5.5. The significance level used for the Chi-square ($\chi^2$) test is 0.05.
Table 5.5: Error and Chi-square statistics

(a) Time domain

<table>
<thead>
<tr>
<th>Kernel</th>
<th>RMSE</th>
<th>$\chi^2$</th>
<th>DF</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangular</td>
<td>0.0126</td>
<td>1.47</td>
<td>300</td>
<td>341.40</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.0138</td>
<td>1.59</td>
<td>300</td>
<td>341.40</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>0.0129</td>
<td>1.52</td>
<td>300</td>
<td>341.40</td>
</tr>
<tr>
<td>Rectangular</td>
<td>0.0139</td>
<td>1.59</td>
<td>300</td>
<td>341.40</td>
</tr>
</tbody>
</table>

(b) Frequency domain

<table>
<thead>
<tr>
<th>Kernel</th>
<th>RMSE</th>
<th>$\chi^2$</th>
<th>DF</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangular</td>
<td>0.0843</td>
<td>15.06</td>
<td>350</td>
<td>394.63</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.0846</td>
<td>15.16</td>
<td>350</td>
<td>394.63</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>0.0845</td>
<td>15.12</td>
<td>350</td>
<td>394.63</td>
</tr>
<tr>
<td>Rectangular</td>
<td>0.0853</td>
<td>15.36</td>
<td>350</td>
<td>394.63</td>
</tr>
</tbody>
</table>

From Table 5.5, we see that none of the calculated $\chi^2$ values exceeds the critical values (CV) of 341.40 and 394.63 for 300 and 350 degrees of freedom (DF) for the time and frequency domain models respectively. The $\chi^2$ values are actually very small compared to their critical values, an indication of how well the testing hypothesis is satisfied. Thus, the null hypothesis is accepted for both models, with at least 95% confidence that there is no significant difference between the kernel and alpha stable models. Also, the computed RMSEs are small, a further confirmation that the fitted models are in good agreement with each other and the measured pdfs as well. The Triangular kernel however outperforms all the others and is therefore the closest match to the alpha stable models for both time and frequency domains. But, a closer look at the results in Table 5.5 show that the values obtained are very close, which points to the fact that the optimal value of the smoothing parameter for the kernel models is much more important than the choice of the kernel function itself.

5.5 Chapter summary and conclusion

In this chapter, the salient features of the alpha stable distribution have been presented, as well as a demonstration of its suitability as a modelling tool for power line noise. The alpha stable distribution has been employed in the development of suitable models for noise measured in indoor power line channels. These models have been validated against the optimal kernel models obtained in Chapter four. The models are found to satisfactorily fit the data, going by
the goodness of fit test results obtained. The models obtained here are therefore a confirmation of the suitability of the alpha stable distribution in the characterization and modelling of indoor low voltage power line noise. As such, we propose the use of this method for modelling power line noise in low voltage, medium voltage as well as high voltage power networks due to its flexibility. This flexibility renders this distribution very applicable in modelling both impulsive (heavy tailed) and Gaussian phenomena. These models are therefore suitable for the optimization of communication through the power line network. As a future work, their performance against some of the other earlier proposed parametric noise models should be tested. In the next chapter, a PLC noise synthesis framework will be developed that makes use of the alpha stable noise parameters derived in this chapter. The developed framework is generalized for all admissible values of alpha stable noise parameters, from very impulsive to background cases.

**Chapter references**


6. Low Voltage Power Line Noise Synthesis

6.1 Introduction

In Chapters four and five, the nonparametric and parametric modelling of measured noise characteristics in both time and frequency domains was carried out. A long tailed characteristic of the measured noise was observed in the nonparametric noise models developed in Chapter four; something that was proven through alpha stable modeling in Chapter five. Thus the noise process in PLC systems can be considered a Levy (alpha) stable stochastic process that is clearly non-Gaussian. From the alpha stable noise models parameters and the models developed thereof, in this chapter, a noise synthesis stochastic framework is then developed. This is necessary because the outcome of such a synthesis process will eliminate the need to perform noise measurements in practical PLC systems in future. The objectives of this chapter are:

1. To develop a mathematical framework that is applicable in the synthesis of the noise process in practical PLC systems as a Levy stable process.
2. To develop an appropriate algorithm for PLC noise synthesis as a Levy stable process.
3. To synthesize the noise process for a PLC system using the alpha stable noise parameters obtained in Chapter five using the proposed algorithm for a random number of noise samples.
4. To validate the noise synthesis results appropriately using error analysis and Chi-square tests.
5. To stimulate further research in line with the concepts developed here amongst the PLC research community.

6.2 Background mathematical concepts for noise synthesis

The importance of stable distributions, otherwise known as Levy stable distributions cannot be overemphasized. They are fundamentally justified by the central limit theorem, as an approximation for normality. Actually, these distributions are the only limiting laws of normalized independent, identically distributed variables. These distributions are excellent for modelling phenomena that are characterized by high variability, like the one witnessed in powerline noise, where the impulsive noise can be as high as 50 dB above the background noise. With the confirmation that power line noise in indoor low voltage networks is actually alpha stable, there is need for an urgent development of a synthesizer of such noise. However, except for a few special classes of limiting distributions that include the Gaussian, Cauchy and
Levy distributions, the closed form expressions for the cumulative distribution inverse do not exist, and the inverse transform method cannot be used as well. A major breakthrough towards the development of a generator of stable random variables was proposed by Chambers et al [1], even though the journey towards the same was started by Kanter in 1975 [2]. The proposals in both papers have proven to be very useful and have also been applied in the generation of discrete stable and Linnik’s random variables, see for example [3, 4]. More recently, this method was revisited in [5, 6], where the equality in law of a skewed stable variable was proven together with a nonlinear transformation of an independent exponential variable and an independent uniform variable. The Chamber et al. method is based on the proofs. The power line noise synthesis framework developed is based on the equality in law of a skewed stable variable and the nonlinear transformation of an independent exponential variable and an independent uniform variable. This is because, the method proposed in [2] has been proven to be the most accurate and the fastest as well, even though other proposals have been found in literature [7]. It has also been widely studied with applications to other fields; see for example [8-13]. The mathematical basis/background for the algorithm proposed is described below.

From Zolotarev [14], through the transformation of both $\beta$ and $\sigma$, a standard random variable $N$ is stable if and only if its log characteristic function is given as:

$$\log \phi(t) = \begin{cases} -\sigma |t|^\alpha \exp \left[ -j\beta \text{sgn}(t) \frac{\pi}{2} K(\alpha) \right] + j\mu t & \alpha \neq 1 \\ -\sigma |t|^{\frac{\alpha}{2}} + j\beta \text{sgn}(t) \log|t| + j\mu t & \alpha = 1 \end{cases}$$

(6.1)

Where $\sigma$ is another notation for dispersion parameter while $\mu$ is the location parameter, and:

$$K(\alpha) = \alpha - 1 + \text{sgn}(1-\alpha) = \begin{cases} \alpha & \alpha < 1 \\ \alpha - 2 & \alpha > 1 \end{cases}$$

(6.2)

The new dispersion and symmetry parameters are related to those of Equation (4.1) by:

$$\tan \left( \beta \frac{\pi K(\alpha)}{2} \right) = \beta \tan \left( \frac{\pi \alpha}{2} \right), \quad \sigma_2 = \sigma \left( 1 + \beta^2 \tan^2 \frac{\pi \alpha}{2} \right)^{\frac{1}{\alpha}}, \quad \text{for} \quad \alpha \neq 1$$

(6.3)

And for $\alpha = 1$,

$$\beta_2 = \beta, \quad \sigma_2 = \frac{2}{\pi} \sigma$$

(6.4)

Corollary: Any two admissible quadruples of parameters $(\alpha, \beta, \sigma, \mu)$ and $(\alpha, \beta', \sigma', \mu')$ uniquely determine real numbers $a > 0$ and $b$ such that:

$$N((\alpha, \beta, \sigma, \mu)) = aN((\alpha, \beta', \sigma', \mu') + b$$

(6.5)
Where

\[
a = \frac{\sigma}{\sigma'}, \quad b = \begin{cases} 
\mu - \mu' \frac{\sigma}{\sigma'} & \alpha \neq 1 \\
\mu - \mu' \frac{\sigma}{\sigma'} + \gamma \beta \frac{2}{\pi} \ln \frac{\sigma}{\sigma'} & \alpha = 1
\end{cases}
\] (6.6)

If we then consider the standard stable distribution case, we can also transform it to the general case as:

\[N((\alpha, \beta, \sigma, \mu)) = aN(\alpha, \beta, 1, 0) + b\] (6.7)

With

\[
a = \sigma, \quad b = \begin{cases} 
\mu & \alpha \neq 1 \\
\mu + \sigma \beta \frac{2}{\pi} \ln \sigma & \alpha = 1
\end{cases}
\] (6.8)

Next the integral forms of the density and cumulative distribution functions of the parameters \(\alpha\) and \(\beta\) are determined. Consider the following three important expressions regarding the probability density function, cumulative density function and the characteristic function of alpha stable random variables respectively:

\[f(-n, \alpha, \beta) = f(n, \alpha, -\beta)\] (6.9)

\[F(-n, \alpha, \beta) = 1 - F(n, \alpha, -\beta)\] (6.10)

\[\phi(-t, \alpha, \beta) = \phi(t, \alpha, -\beta)\] (6.11)

If we assume that \(\phi(t, \alpha, \beta)\) and \(f(n, \alpha, \beta)\) are the characteristic and density functions of a standard random variable, then, according to the inversion formula of the characteristic function:

\[f(n, \alpha, \beta) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itn} \phi(t, \alpha, \beta) dt\]

\[= \frac{1}{2\pi} \left( \int_{0}^{\infty} e^{-itn} \phi(t, \alpha, \beta) dt + \int_{-\infty}^{0} e^{itn} \phi(-t, \alpha, \beta) dt \right)\] (6.12)

And, given that \(e^{-itn} \phi(t, \alpha, \beta) = e^{itn} \phi(-t, \alpha, \beta)\), then:

\[f(n, \alpha, \beta) = \frac{1}{\pi} Re \int_{-\infty}^{\infty} e^{-itn} \phi(t, \alpha, \beta) dt\]

\[= \frac{1}{\pi} Re \int_{0}^{\infty} e^{-itn} \phi(-t, \alpha, \beta) dt = \frac{1}{\pi} Re \int_{0}^{\infty} e^{itn} \phi(t, \alpha, -\beta) dt\] (6.13)

From which the stable density function in integral form, for \(\alpha \neq 1\) is given by:
\[ f(n, \alpha, \beta) = \frac{1}{\pi} \text{Re} \int_0^\infty \exp \left( -itn - t^\alpha \exp \left( -i\beta \frac{\pi K(\alpha)}{2} \right) \right) dt \quad (6.14) \]

And for \( \alpha = 1 \):

\[ f(n, 1, \beta) = \frac{1}{\pi} \text{Re} \int_0^\infty \exp \left( -itn - \frac{\pi}{2} t - i\beta t \ln t \right) dt \quad (6.15) \]

The cumulative function of a standard stable random variable for \( \alpha = 1, \beta > 0 \) is then given by:

\[ F(n, 1, \beta_2) = \frac{1}{\pi} \int_\frac{\pi}{2}^{\frac{\pi}{2}} \exp \left( -\exp \left(-\frac{n}{\beta_2} U_1(\gamma, \beta_2) \right) \right) d\gamma \quad (6.16) \]

And for \( \alpha \neq 1, n > 1, \)

\[ F(n, \alpha, \beta_2) = C(\alpha, \beta_2) + \frac{\epsilon(\alpha)}{\pi} \int_{\gamma_0}^{\frac{\pi}{2}} \exp \left( -N^\frac{\alpha}{1-\alpha} U_a(\gamma, \gamma_0) \right) d\gamma \quad (6.17) \]

Where:

\[ \epsilon(\alpha) = \text{sgn}(1 - \alpha), \quad \gamma_0 = -\beta_2^2 \frac{\pi K(\alpha)}{\alpha} \quad (6.18) \]

\[ C(\alpha, \beta_2) = 1 - \frac{1}{4} \left( 1 + \beta \frac{K(\alpha)}{\alpha} \right) \left( 1 + \epsilon(\alpha) \right) \quad (6.19) \]

\[ U_a(\gamma, \gamma_0) = \frac{\left( \sin(\gamma - \gamma_0) \right)^{\frac{\alpha}{1-\alpha}} \cos(\gamma - \alpha(\gamma - \gamma_0))}{\cos \gamma} \quad (6.20) \]

\[ U_1(\gamma, \beta_2) = \frac{\pi}{2} + \beta_2 \gamma \frac{1}{\cos \gamma} \exp \left( \frac{1}{\beta_2^2} \gamma + \beta_2 \gamma \tan \gamma \right) \quad (6.21) \]

From the above definitions, the random variable \( N \) is said to be a \( S_\alpha(1, \beta_2, 0) \) random variable if and only if for \( \gamma_0 < \gamma < \frac{\pi}{2} \) and \( n > 0 \):

\[ \frac{1}{\pi} \int_{\gamma_0}^{\frac{\pi}{2}} \exp \left( -N^\frac{\alpha}{1-\alpha} U_a(\gamma, \gamma_0) \right) d\gamma = \begin{cases} P(0 < N \leq n) & \alpha < 1 \\ P(N \geq n) & \alpha > 1 \end{cases} \quad (6.22) \]

Which can be proven as follows for \( 0 < \alpha < 1 \):

\[ F(n, \alpha, \beta_2) = P(N \leq n) = \frac{1 - \beta_2}{2} + \frac{1}{\pi} \int_{\gamma_0}^{\frac{\pi}{2}} \exp \left( -N^\frac{\alpha}{1-\alpha} U_a(\gamma, \gamma_0) \right) d\gamma \quad (6.23) \]
\[
\frac{1 - \beta^2}{2} + P(0 < N \leq n)
\]

Given that for \( \alpha < 1 \), \( \frac{1 - \beta^2}{2} = P(N \leq 0) \). Also for the case when \( 1 < \alpha < 2 \), we have:

\[
F(n, \alpha, \beta^2) = P(N \leq n) = 1 - \frac{1}{\pi} \int_{\gamma_0}^{\pi} \exp\left(-N^{\frac{\alpha}{1-\alpha}}U_\alpha(\gamma, \gamma_0)\right) d\gamma 
\]

\[
= 1 - P(N \geq n)
\]

Now, for \( \gamma_0 \) as defined above, we define the following theorem: If \( \gamma \) is uniformly distributed on \( (-\frac{\pi}{2}, \frac{\pi}{2}) \), and \( Z \) is another independent random variable that is exponentially distributed with a mean equal to 1, then, we can write:

\[
K = \sin(\gamma - \gamma_0) \left(\frac{\cos(\gamma - \alpha (\gamma - \gamma_0))}{Z}\right)^{1-\alpha} \]

(6.25)

Where \( K \sim S_\alpha(1, \beta^2, 0) \) for \( \alpha \neq 1 \), while for \( \alpha = 1 \):

\[
K = \left(\frac{\pi}{2} + \beta_2 \gamma\right) \tan \gamma - \beta_2 \log \left(\frac{Z \cos \gamma}{\frac{\pi}{2} + \beta_2 \gamma}\right)
\]

(6.26)

Where \( K \sim S_1(1, \beta^2, 0) \).

To prove the theorems represented by Equations (6.25) and (6.26), we proceed as follows: From Equations (6.25), we can have:

\[
K = \left(a(\gamma)/Z\right)^{1-\alpha} \]

(6.27)

where

\[
a(\gamma) = \frac{\sin(\gamma - \gamma_0)^{\frac{\alpha}{1-\alpha}} \cos(\gamma - \alpha (\gamma - \gamma_0))}{\cos \gamma}
\]

(6.28)

For \( 0 < \alpha < 1 \), Equation (6.25) has the implication that \( N \) is greater than zero if and only if \( \gamma > \gamma_0 \), and, since \( \frac{1-\alpha}{\alpha} > 0 \), then:

\[
P(0 < N \leq n) = P(0 < N \leq n, \gamma > \gamma_0)
\]

(6.29)
\[
\begin{align*}
&= P \left( 0 < \left( \frac{a(y)}{Z} \right)^{\frac{1-\alpha}{\alpha}} \leq n, y > y_o \right) = P \left( Z \geq n^{\frac{\alpha}{\alpha-1}} a(y), y > y_o \right) \\
\text{Therefore,} \\
P \left( Z \geq n^{\frac{\alpha}{\alpha-1}} a(y) \right) P(y > y_o) = E_y \exp \left( -n^{\frac{\alpha}{\alpha-1}} a(y) \right) 1_{\{y > y_o\}} \\
= \frac{1}{\pi} \int_{y_o}^{\pi} \exp \left( -n^{\frac{\alpha}{\alpha-1}} a(y) \right) dy
\end{align*}
\]

Given that \( a(y) = U_{\alpha}(y, y_o) \), this completes the proof that \( N \sim S_{\alpha}(1, \beta_2, 0) \).

Also, for the case of \( 1 < \alpha \leq 2 \), since \( \frac{1-\alpha}{\alpha} > 0 \), for \( n > 0 \), we can write that:

\[
\begin{align*}
P(N \geq n) &= P(N \geq n, y > y_o) \\
P \left( 0 < \left( \frac{a(y)}{Z} \right)^{\frac{1-\alpha}{\alpha}} \geq n, y > y_o \right) &= P \left( 0 < \left( \frac{Z}{a(y)} \right)^{\frac{\alpha-1}{\alpha}} \geq n, y > y_o \right) \\
&= P \left( Z \geq n^{\frac{\alpha}{\alpha-1}} a(y), y > y_o \right) \\
&= E_y \exp \left( -n^{\frac{\alpha}{\alpha-1}} a(y) \right) 1_{\{y > y_o\}} \\
&= \frac{1}{\pi} \int_{y_o}^{\pi} \exp \left( -n^{\frac{\alpha}{\alpha-1}} a(y) \right) dy
\end{align*}
\]

From which we conclude that \( N \sim S_{\alpha}(1, \beta_2, 0) \).

From the case of \( \alpha = 1 \), the right hand side of Equation (6.26) reduces to \( \frac{\pi}{2} \tan y \) with a Cauchy distribution. When \( \beta_2 \neq 0 \), Equation (6.26) can be written as:

\[
\beta_2 \log \left( \frac{a_1(y)}{Z} \right) \\
\text{Where}
\]
\[ a_1(\gamma) = \frac{\pi + \beta \gamma}{\cos \gamma} \exp \left( \frac{1}{\beta} \left( \frac{\pi}{\gamma} + \beta \gamma \right) \tan \gamma \right) \]  

(6.34)

For \( \beta > 0 \) we can then write:

\[
P(N \leq n) = P \left( \beta \log \left( \frac{a_1(\gamma)}{Z} / Z \right) \leq n \right) 
= P \left( Z \geq e^{\frac{-n}{\beta^2 a_1(\gamma)}} \right) 
= E_y \exp \left( - e^{\frac{-n}{\beta^2 a_1(\gamma)}} \right) 
= \frac{1}{\pi} \int_{\pi \over 2}^{\pi \over 2} \exp \left( - e^{\frac{-n}{\beta^2 a_1(\gamma)}} \right) d\gamma
\]

From which we draw the conclusion that for all admissible values of \( \beta \), \( N \sim S_1(1, \beta, 0) \), which completes the proof.

### 6.3. Proposed algorithm and noise synthesis results

From Equations (6.25) and (6.26) and the proofs thereof, a method for the synthesis of the PLC noise is proposed. The model is tested using the stable non-Gaussian noise models (and their parameters) developed in Chapter five. The following algorithm is proposed, after the Chambers et al. method:

1. For a standard alpha stable noise process with \( \alpha \in [0,2] \) and \( \beta \in [-1,1] \), generate \( V \), which is a randomly distributed uniform variable on \((-\frac{\pi}{2}, \frac{\pi}{2})\) and \( Z \), which is an independent random variable that is exponentially distributed with a mean equal to 1.
2. For \( \alpha \neq 1 \), compute

\[
N = S_{\alpha, \beta} \frac{\sin \left( \alpha(V + B_{\alpha, \beta}) \right)}{(\cos V)^{\frac{1}{\alpha}}} \left( \cos \left( \frac{V - \alpha(V + B_{\alpha, \beta})}{Z} \right) \right)^{\frac{1 - \alpha}{\alpha}}
\]

(6.36)

Where \( N \) is the variable that defines the standard stochastic power line noise process, and:

\[
S_{\alpha, \beta} = \left( 1 + \beta^2 \tan^2 \frac{\pi \alpha}{2} \right)^{\frac{1}{2\alpha}}
\]

(6.37)

\[
B_{\alpha, \beta} = \frac{\tan^{-1} \left( \beta \tan \left( \frac{\pi \alpha}{2} \right) \right)}{\alpha}
\]

(6.38)
3. Else, for \( \alpha = 1 \), compute:

\[
N = \frac{\pi}{2} \left( \frac{\pi}{2} + \beta_2 V \right) \tan V - \beta_2 \log \left( \frac{\pi}{2} \cos V \right)
\]
(6.39)

4. Generalize the stochastic alpha stable power line noise process by transforming the standard stable noise process as follows:

\[
N_1 = \begin{cases} 
\sigma N + \mu & \text{if } \alpha \neq 1 \\
\sigma N + \frac{2}{\pi} \beta \sigma \log \sigma + \mu & \text{if } \alpha = 1 
\end{cases}
\]
(6.40)

Where \( N_1 \sim S_{\alpha}(\sigma, \beta_2, \mu) \) defines the alpha stable powerline noise synthesis process.

From the alpha stable noise model parameters obtained in Chapter five, the synthesis of the power line noise process as a stochastic process is carried out for different random number of alpha stable noise samples \( N \). Results for 100, 1000, and 10000 alpha stable noise samples are presented here. The time domain synthesised power line noise series for 100, 1000 and 10000 noise samples are shown in Figures 6-1 to 6-3 respectively.

![Figure 6-1: Synthesised time domain alpha stable power line noise for 100 noise samples](image-url)
Figure 6-2: Synthesised time domain alpha stable power line noise for 1000 noise samples

Figure 6-3: Synthesised time domain alpha stable power line noise for 10000 noise samples
Similarly, the synthesised frequency domain power line noise series for 100, 1000 and 10000 noise samples are shown in Figs. 6-4 to 6-7 respectively.

Figure 6-4: Synthesised frequency domain alpha stable power line noise for 100 noise samples

Figure 6-5: Synthesised frequency domain alpha stable power line noise for 1000 noise samples
From both the time and frequency domain power line noise series, we see that high variability is observed in the synthesised noise series for the noise parameters that were obtained from our noise measurements. This kind of high variability is an indication of the impulsive nature of power line noise. Moreover, most of the noise power appears to be constrained to a small range, which indicates the background noise component in PLC systems. Also, we observe that the high power impulses are fewer compared to the background noise that is more prevalent. The background noise is known to be Gaussian distributed, characterized by a fairly flat spectrum, while impulsive noise is characterized by high variability, which leads to a long-tailed characteristic of its marginal distribution. The fact that the synthesised noise for all random samples in both domains clearly shows both background and impulsive noise events confirms that the framework developed is robust. The algorithm proposed is applicable for all admissible values of the alpha stable noise parameters; meaning it can be used for the study of highly impulsive to weakly impulsive PLC systems. Thus, using this algorithm, it is now possible to generate impulsive noise for the study and development of PLC systems without necessarily resorting to noise measurements. Overall, we observe that the higher the number of noise samples considered, the higher the variability (range) in the overall noise power or voltage. Also, a higher number of noise samples results in more powerful noise power/voltage.
spikes, an indication that the framework developed produces meaningful results. Thus, the algorithm works very well for our noise results in Chapter five. Also, the similarities between the synthesised noise and those obtained in the measurements in Chapter three cannot go unnoticed.

To prove that the algorithm works well for the noise results in Chapter five, the determination of the alpha stable parameters for the noise results shown in Figs. 6-1 to 6.6 was done, using the parameter estimation techniques in Chapter five. The alpha stable noise parameters obtained from the synthesised noise in Figs. 6-1 to 6-6 are shown in Tables 6.1 and 6.2 below.

Table 6. 1: Synthesised time domain noise alpha stable parameters

<table>
<thead>
<tr>
<th>Number of noise samples</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.58</td>
<td>0.531</td>
<td>0.928</td>
<td>0.478</td>
</tr>
<tr>
<td>1000</td>
<td>1.48</td>
<td>0.208</td>
<td>0.828</td>
<td>0.163</td>
</tr>
<tr>
<td>10000</td>
<td>1.47</td>
<td>0.254</td>
<td>0.822</td>
<td>0.231</td>
</tr>
</tbody>
</table>

Table 6. 2: Synthesised frequency domain noise alpha stable parameters

<table>
<thead>
<tr>
<th>Number of noise samples</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.848</td>
<td>1</td>
<td>4.167</td>
<td>-45.80</td>
</tr>
<tr>
<td>1000</td>
<td>1.90</td>
<td>1</td>
<td>4.334</td>
<td>-46.41</td>
</tr>
<tr>
<td>10000</td>
<td>1.733</td>
<td>1</td>
<td>4.248</td>
<td>-45.86</td>
</tr>
</tbody>
</table>

From these tables, we observe that the parameters obtained are close to those in Chapter five. Also we observe that a higher number of noise samples produces parameters that are closer to those in Chapter five; which in itself is a more practical scenario. To confirm that the synthesised noise has the same distribution as the one obtained from the measured noise, the pdfs and the cdfs of the synthesised noise parameters and those from measurements are plotted together. These are shown in Figs. 6-7 to 6-10.

From these figures, we observe that there is a very close match between the synthesised plots and the measured ones (those in Chapter five). Also, from the time domain plots, we see that the plot for the 100 noise samples provides the least match to the measured one. The frequency domain plots seem to all fit very well. Overall, the same shape and long-tailed behaviour of the pdfs as well as the cdfs is retained. However, to ascertain the accuracy of the overall noise synthesis process, RMSE analysis and Chi-square tests were done. These results present a
comparison between the alpha stable models in Chapter five and those developed from the noise synthesis in this chapter. The results of the tests are shown in Tables 6.3 and 6.4.

![Figure 6-7: Time domain alpha stable power line noise models](image1)

![Figure 6-8: Frequency domain alpha stable power line noise models](image2)
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Figure 6-9: Time domain alpha stable power line noise cdf plots

Figure 6-10: Frequency domain alpha stable power line noise cdf plots
Table 6.3: Time domain noise goodness of fit results

<table>
<thead>
<tr>
<th>Number of noise samples</th>
<th>Time domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>100</td>
<td>0.0104</td>
</tr>
<tr>
<td>1000</td>
<td>0.0026</td>
</tr>
<tr>
<td>10000</td>
<td>0.0022</td>
</tr>
</tbody>
</table>

Table 6.4: Frequency domain noise goodness of fit results

<table>
<thead>
<tr>
<th>Number of noise samples</th>
<th>Frequency domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>100</td>
<td>0.0109</td>
</tr>
<tr>
<td>1000</td>
<td>0.0079</td>
</tr>
<tr>
<td>10000</td>
<td>0.001</td>
</tr>
</tbody>
</table>

From the results in Tables 6.3 and 6.4, we see that the least RMSE is obtained for 10000 random noise samples, which means that a higher number of noise samples improves the algorithm prediction accuracy. Also, the highest \(\chi^2\) values are obtained for 100 noise samples which means that the algorithm reliability is slightly reduced when the noise samples are very small. The smallest \(\chi^2\) values are obtained for 1000 noise samples for the time domain while the same is obtained for 10000 noise samples for the frequency domain. However, at the 0.05 significance level used for this test, we see that the critical values (CVs) are much much higher than the computed \(\chi^2\) values, for the same degrees of freedom (DF). Therefore, the null hypothesis is accepted for all cases. Thus for all random noise samples, the PLC noise synthesis framework developed proves to be very reliable. Overall, we also see that all RMSEs are very small, which means the noise distribution prediction accuracy of the algorithm proposed is very high.

### 6.4 Chapter summary and conclusion

In this chapter, a framework for synthesizing noise in PLC systems has been developed. The mathematical background for the algorithm proposed has been presented as well. Results from the synthesis of the power line noise as an alpha stable stochastic process show that the random nature of the power line noise is well captured. High variability is observed in the synthesised noise series for both time and frequency domains, for a random number of alpha stable noise samples. Also, an ever present low power background noise component is observed in the
synthesised noise, coupled with a lesser number of high power impulses. The Levy stable noise parameters obtained from the synthesised power line noise are very close to those in Chapter five, for all random number of samples considered, an indication that the algorithm prediction accuracy is very good. Also, the synthesised noise has the same distribution as the measured noise. All goodness of fit and reliability test results obtained show that the algorithm accuracy is very satisfactory. Also, the algorithm is applicable for all admissible values of alpha stable parameters. Thus, the proposed algorithm is able to synthesise any level of impulsiveness raging from very impulsive noise processes to background noise cases, by considering the PLC noise process as a Levy stable stochastic process. Overall, the long-tailed behaviour as well as overall shape of the pdfs and cdfs is retained in all the synthesized noise models. Therefore, the PLC noise synthesis framework developed here is very crucial in the study and development of high performing and reliable PLC systems, as well as stimulating further research in PLC noise in general (for LV, MV and HV networks) in line with the outcomes presented in this chapter.
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Chapter Seven

7. Conclusion

7.1 Executive summary

In this thesis, a framework has been developed for PLC noise modelling, characterization and synthesis based on measurements, and parametric and nonparametric stochastic processes. The work covered in every chapter is summarized next.

In Chapter one, a general introduction about what power line communications entails was given; its definition, challenges, advantages and applications. A brief motivation for the research presented here was also presented. Also, outline of the research questions, objectives, methodology, as well as a list of both major and minor contributions that have been made to this research field were given.

In Chapter two, a survey of powerline communications in terms of the characteristics that define it was presented. A thorough review of the channel frequency response, noise as well as multipath propagation was given. The different channel modelling approaches were surveyed, where multipath propagation phenomena (echo scenario) was noted as the major contributor to the channel models proposed so far. This multipath propagation results in different copies of the signal that was send from the transmitter getting to the receiver through different paths, attenuated and delayed in different proportions. The channel models fall into two main categories: the top-down and bottom-up models. This classification is based on whether or not the PLC channel is considered as a black-box or not. On the other hand, PLC noise is divided into three major groups: narrowband interference, coloured background noise and impulsive noise. Various parametric models have been previously fronted in literature for the study of PLC noise; key among them Middleton’s Class-A model and the two-term Gaussian mixture model. These models are however rigid and limited in their applicability. The choice of appropriate modulation schemes for PLC was also discussed. Additionally, a study on the impact of the impulsive noise on an OFDM-based BPSK system was also presented based on the elementary parameters that define impulsive noise. Finally, EMC/EMI issues that pertain to PLC technology were presented; the key point being the fact that PLC systems must co-exist with other systems without causing interference to them and vice versa.

In Chapter three, a presentation was done on the noise measurements carried out in this study. The measurement environment was discussed together with the coupling circuitry used. Also, the noise measurement set up and the measurement equipment description was also presented.
Finally, sample noise measurements results in both time and frequency domains were also presented.

In Chapter four, models of measured indoor low voltage powerline noise in Chapter three are developed based on a nonparametric approach that is based on the kernel density estimation technique. These models were developed through a direct estimation of the density estimate from the data. That is, no assumptions were made as to the particular shape of the underlying data structure, neither were any restrictions imposed on the data structure. These models are highly flexible and overcome the rigidity associated with former parametric models of PLC noise. The kernel method estimation accuracy is determined more by the smoothing parameter than the kernel function, as seen from the results obtained. For this reason, a simple iterative procedure was adopted that ensured that optimal bandwidth value was used for each of the four kernels used. Thus optimal kernel models of the noise measured in both time and frequency domains were developed. For comparison purposes, both over-smoothed and under-smoothed models were also presented alongside the optimal ones. Error analysis and Chi-square tests were applied to ascertain the modelling certainty and accuracy. Since this approach models the data as it is, such models act as an excellent reference point for the development of parametric models of the same PLC noise. Also, a long-tailed characteristic was also observed on the pdfs developed, and therefore there was need to further investigate this behaviour of the noise process. Thus, a choice of a very flexible modelling tool for the development of appropriate parametric models of the noise data that captures this heavy/long tailed behaviour was necessary. This was also important in confirming the well-known fact that noise in PLC systems is non-Gaussian. Thus, this formed the task in Chapter five.

In Chapter five, a very flexible stochastic modelling tool (stable distribution) was employed in the development of parametric models of the noise measured in Chapter three. These models are referenced on the optimal kernel models developed in Chapter four. The highly flexible stable distribution was employed in the derivation of appropriate simple and tractable models of the measured noise characteristics. Two methods were used to determine the alpha stable noise models parameters; McCulloch’s quantile based and Koutrouvelis’ Fourier based iterative method. The four alpha stable noise parameters obtained using both methods were the same; an indication of the robustness of the estimation methodology adopted. The probability density as well as the cumulative distribution plots were then developed using the noise parameters obtained. The models developed showed non-Gaussian behaviour as witnessed from the parameters also. The long-tailed characteristic of the models developed is also clearly visible, something that results from the impulsive nature of the PLC noise. Alpha stable distributions are defined by heavier tails than those of the Gaussian distribution and were therefore best suited in modelling this impulsive phenomenon. Upon confirmation that the noise process in
PLC can be considered as an alpha stable process, there was need to develop an appropriate framework for the noise generation in PLC systems as an alpha stable process. This was the focus in Chapter six.

In Chapter six, a PLC noise synthesis framework as a Levy stable process was developed. This framework is based on the method proposed by Chambers et al. Also, the method is based on the equality in law for a skewed stable random variable. The important proof of the nonlinear transformation of an independent exponential variable and an independent uniform variable was also presented. Based on the above method and the proofs thereof, an algorithm for the noise synthesis in power line networks was proposed. This algorithm is applicable for all admissible values of the alpha stable noise parameters and can therefore be used to synthesise PLC noise for any level of impulsiveness. PLC noise synthesis results for the alpha stable noise parameters obtained in Chapter five were presented, where a random number of noise samples were chosen. It was noted that a higher number of noise samples results in higher impulsive power, and this confirms that the algorithm works well. For comparison purposes, results for a Gaussian alpha stable distribution were also presented. A fairly constant impulse power was observed in the Gaussian case as opposed to the high variability noted in the impulsive noise process generated using the parameters in Chapter five.

All in all, a full framework for the modelling, characterization and synthesis of low voltage (applicable to other power networks as well) power line noise has been developed; where a very flexible nonparametric approach starts off the modelling and characterization process followed by a very flexible parametric modelling of the same noise using Levy stable distributions, and finally a general PLC noise synthesis framework has been developed. This synthesis framework implies that it will no longer be necessary to perform noise measurements for one to understand the marginal distribution aspects of PLC noise.

### 7.2 Future work

Possible avenues for future research are:

1. A performance study of the developed noise models through their application in different coding and modulation schemes for PLC systems optimization and/or redesign purposes.
2. The application of the PLC noise framework developed here for the actual characterization of PLC noise in MV and HV networks through measurements.
3. The incorporation of a memory aspect in the models developed here is an interesting research to look into.