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ABSTRACT 

High pressure vapour-liquid equilibrium experiments were undertaken with 
a static high-pressure apparatus designed by Prof. J. D. Raal and com­
missioned by Prof. D. Ramjugernath. Isothermal VLE binary data data 
was measured at moderate temperatures and pressures ranging from atmo­
spheric to 7.2 bar. The equipment had a combined operating pressure and 
temperature limit of approximately 150 bar and 215° C respectively. The 
apparatus was initially designed for the measurement of gas-liquid binary 
systems- where one of the components was supercritical at the operating 
conditions. 

Test data were measured for the pentane + ethanol system at 100.41°C. 
The 2-methyl-2-butene + TAME, hydrocarbon + olefin system, was ob­
served at 70°C, 94.6°C and 104.5°C. The apparatus was modified for the 
measurement of binary systems containing sub-critical components at the 
operating conditions specified. An injection port was installed on the appa­
ratus assembly such that the second component of the binary system could 
be introduced into the equilibrium cell. 

The binary VLE data was regressed using various thermodynamic mod­
els. The direct method or phi-phi approach was considered. The equations 
of state models used in the regression were the Peng-Robinson-Stryjek-Vera 
(PRSV) and Soave-Redlich-Kwong (SRK). The 1-fluid van der Waals, Wong 
and Sandler mixing rules were selected to estimate binary interactions. The 
excess Gibbs energy equations coupled with the Wong and Sandler mixing 
rules were the NRTL and WILSON equations. 
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Chapter 1 

Introduction 

As we move into the future, the increasing demand for novel products sub­
sequently leads to the design of new chemical process concepts and therefore 
novel chemical technologies. The science of vapour-liquid equilibrium (VLE) 
is the foundation for a variety of separation methods which include: simple 
distillation, azeotropic distillation, extractive distillation and general flash 
operations. 

The use of process simulators for the design of unit operations and pre­
diction of process performance has become the norm of today. However 
these process simulator predictions must still be validated against real data 
and accuracy of the process design. Consequently there is an increasing 
demand for accurate experimental data. Accurate High-Pressure Vapour-
liquid-Equilibrium (HPVLE) data for many systems are still rare. This may 
be attributed to the difficulty in obtaining accurate VLE data at these ele­
vated pressure conditions. 

This project was an attempt to obtain accurate binary isothermal HPVLE 
data of the petrochemical industry, specifically in reactive distillation units 
(behavior of 2-methyl-2-butene with tert-amyl-methyl ether (TAME)). The 
study was undertaken at the Thermodynamics Research Group in the School 
of Chemical Engineering at the University of KwaZulu-Natal (Durban). 

In this study the binary systems were experimentally measured with a static 
equilibrium apparatus. The data were used to determine parameters of sev­
eral equations of state, correlations and thermodynamic models that are 
supported in process simulators. 



Chapter 2 

Literature Survey Of 
Experimental Equipment 

2.1 Equipment classification 

The type of equipment and experimental method chosen for a HPVLE study 
depends on the requirements of the research and the most reliable, accurate 
and cost-effective approach. In twin, these factors depend on the system 
investigated and the operating conditions of the study. Vapour liquid equi­
librium studies encompass a great variety of equipment and experimental 
methods. Several researchers have reported these methods and equipment. 
This chapter outlines the several experimental methods and equipment that 
have been developed for HPVLE studies. 

Experimental methods may be classified into two categories, synthetic 
methods and analytical methods. This classification of experimental meth­
ods has been reviewed by Deiters and Schneider (1986). A synthetic method 
is defined as the preparation of a mixture of known composition and its be­
haviour investigated as a function of temperature and pressure. Thereby, 
the problem of analyzing the equilibrium compositions, which is common in 
HPVLE studies is eliminated. In an analytical method, pressure and tem­
perature are changed to cause phase separation and an equilibrium sample 
is withdrawn and analyzed. Raal and Miihlbauer (1994) have given an ex­
cellent summary of experimental methods and the experimental equipment 
used in HPVLE studies. Figure 2.1 shows a simple classification of HPVLE 
equipment. 
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Figure 2.1: The general classification of HPVLE equipment 

The classification of experimental equipment depends upon the fluid dy­
namics of the equilibrium cell which in turn, is based on the circulation of 
either the vapour or liquid phase, or the simultaneous circulation of both 
phases. If circulation of phases takes place, the equipment is classified as 
dynamic or flow method. The static method is defined as one in which the 
system is charged into the cell and no circulation of phases occurs. 

The following sections in this chapter will focus only on the static method 
since the equipment (equilibruim cell) used in this HPVLE study is of the 
static type with internal circulation through the sampling valves. A compre­
hensive review of both types of equipment, dynamic and static is, presented 
in Ramjugernath (2000). Selected examples of static equipment that have 
similarities with the apparatus used in this project, are listed in the sections 
titled analytical and synthetic method below. 
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2.2 Analytical methods 

2.2.1 Features of the analytical m e t h o d 

Figure 2.2 on page 4 illustrates the main features of the analytical method 
for both dynamic and static methods. The main features of the analytical 
method are listed below: 

• Equilibrium cell where the vapour and liquid are in equilibrium 

• The equilibrium cell is housed in a temperature-controlled environ­
ment. Examples of environments that have been used: 

T Y P E 

air-baths 
copper jackets 

Reference 

(Miihlbauer, 1990) 
(Konrad, Swaid and Schneider, 1983) 

• An agitating mechanism to promote mixing of the cell contents. This is 
achieved by circulation of one or more of the phases in dynamic meth­
ods. In static methods mixing is achieved with an internal stirrer. The 
method of agitation used by (Ashcroft, Shearn and Williams, 1983) 
was an unorthodox method, where the equilibrium cell was rocked 
mechanically. 

• A method to sample the vapour and liquid phases. A sampling device 
is required for both the liquid and vapour phases in the static method. 

• Accurate analysis of the withdrawn samples. 

• Temperature and pressure measurement instruments. 

PRESSURE AND TEMPERATURE 
MEASURING DEVICE 

VAPOUR SAHPIMG 
SYSTEM ' — 1 

SAMPLING SYSTEM J 
r U Q U D SAMPLING-^ 

SYSTEM 

C0NTM]U£DENV«0NMENr 

Figure 2.2: Schematic of a static cell, Raal and Miihlbauer (1994) 
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2.2.2 Exper imenta l difficulties w i th the analytical m e t h o d 

Isothermal conditions 

It has been reported by Raal and Muhlbauer (1994) that a small even vertical 
temperature gradient in the equilibrium chamber of a static or a dynamic cell 
can cause significant error in the measurements. This problem was found 
to be severe particularly in the the measurement of volatile/non-volatile 
systems. Raal and Muhlbauer (1994) recommend that several temperature 
sensors be placed at different positions along the wall of the equilibrium cell, 
to determine the temperature profile in the equilibrium cell. Four tempera­
ture sensors were inserted into the wall of the equilibrium cell used in this 
project. Two of the sensors provide an indication of the liquid temperature 
and the other two provide an indication of the temperature within the vapour 
space of the equilibrium chamber. There are a several factors which may 
contribute to a temperature profile within the equilibrium cell; including 
conductive paths to and from the cell introduced by fittings and radiative 
energy exchange between the cell and bath heaters. A value of 0.2°C in 
temperature deviation has been reported to be acceptable by Ramjugernath 
(2000). 

The attainment of equilibrium 

A state of true equilibrium is probably never achieved because of small 
changes in the surroundings and also due to retarding resistances. Ramjuger­
nath (2000) states that the rate at which equilibrium is reached, decreases 
as equilibrium is attained. In phase equilibrium studies, high stirring rates 
are desired to promote the attainment of equilibrium. The problem with 
mechanical stirring of the equilibrium contents is fluid friction and hence 
a change in the internal energy of the system. This change in the internal 
energy must result in temperature gradients in the fluid. Temperature, pres­
sure, vapour and liquid compositions are variables that provide an indication 
of equilibrium. Measured fluctuations in the temperature and pressure over 
a period of time, have also been suggested by various researchers as an in­
dication of phase equilibrium. If composition is to be used as a criterion for 
phase equilibrium, repeated vapour and liquid sample composition analysis 
must produce reproducible results. 

Problems associated with sampling 

A major problem that many researchers have encountered during the sam­
pling of equilibrium phases results from the change in volume of the equi­
librium cell when a sample is withdrawn. Ramjugernath (2000) states that 
the disturbance of the equilibrium condition is directly proportional to the 
change in volume caused by sampling. 
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The change in volume can be related to the change in pressure of the equi­
librium, since volume and pressure are related. This problem associated 
with sampling was encountered by Muhlbauer (1990). Pressure changes of 
0.1 and 0.01 bar induced by sampling have been reported by Besserer and 
Robinson (1971). 

There are two types of volume changes associated with sampling in the 
static method which results in the disturbance of the equilibrium condition: 

i) the volume change associated with the withdrawn sample; 

ii) the volume change associated with the sampling method. 

The ideal method to minimize the effects of volume change is to have the 
smallest volume change introduced during sampling. This has been prac­
tically achieved by various researchers. A list of methods to achieve the 
smallest possible volume change during sampling are given below: 

• The ratio of the equilibrium chamber volume to the volume of the 
withdrawn sample must be large. A large ratio will decrease the volu­
metric disturbances as the cell volume is decreased. The disadvantage 
of a large equilibrium cell is the increase use of chemicals leading to 
increase in operational costs. Many researchers have reported the use 
of large equilibrium cells to minimize the percentage of volume lost 
during sampling; (Sagra et al., 1972), (Ashcroft et al., 1983), (Reiff et 
al., 1987) and (Muhlbauer, 1990). 

• The use of a rapid sampling method employing rapid-acting valves, as 
reported by Figuiere et al., 1980. Rapid-acting valves were used for 
sampling. 

• A method that eliminates the volume change attributed to the sam­
pling method employed. Rogers and Prausnitz (1970) used a sampling 
rod that traversed the entire equilibrium cell. 

• The use of a variable-volume cell wherein pressure change caused by 
sampling is compensated by adjusting the cell pressure. 

• The use of in-situ composition analysis techniques such that the con­
tents of the equilibrium cell are not disturbed. Konrad et al. (1983) 
and Besserer and Robinson (1971) used optical methods to determine 
the composition of the equilibrium phases. 
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Obtaining a homogeneous sample 

A major problem encountered during the sampling of the liquid phase, is the 
tendency of the more volatile component in the sample to flash, producing 
concentration gradient in the resultant vapour. Therefore, if the withdrawn 
sample is not genised, the composition analysis will be in error. A list of 
procedures that have been used to homogenise the sample is given below: 

• The use of a stirred homogenisation vessel situated in the sample line 
as used by Wagner and Wichterle (1987) 

• 

• 

• 

A forced circulation system to homogenise the vapourised liquid sam­
ple was employed by Nakayama et al., (1987). 

The jet mixer utilized by Miihlbauer (1990). The liquid sample is 
expelled into an evacuated jet-mixer where the swirling of the sample 
with a carrier gas (helium) promotes mixing and hence homogenisation 
of the sample. 

The method of analysing the more and less volatile components sep­
arately was employed by Rogers and Prausnitz (1970) and Inomata 
et al., (1986). The components in the sample had to be separated 
first, which was achieved by expansion into an evacuated vessel. A 
pressure calculation on the vessel would determine the amount of the 
more volatile component (which could be a supercritical fluid). The 
condensed components (less volatile) were then flushed with an organic 
solvent. The resulting mixture was then analysed by gas chromatog­
raphy and the composition determined with a calibration standard. 
This procedure is complex and seemed to be tedious. 
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• Chou et al., (1990) used microcells for the homogenisation of the with­
drawn samples. The equilibrium samples trapped in the microcells 
were placed into a microcell housing, in which the sample was anal­
ysed. 

Composition analysis of the withdrawn sample 

The general composition analysis methods used by researchers for HPVLE 
studies are gas chromotography(GC) and spectroscopy. Composition analy­
sis by analysis by refractive index in conjunction with GC analysis has been 
reported by Besserer and Robinson (1971). 

2.2.3 Gas chromotography 

Gas chromatography is used to separate the volatile components of a mix­
ture. The components of the mixture evaporate into the gas phase once 
inside the injector of the GC. A carrier gas, generally helium, flows through 
the injector and transports the sample onto the GC column or packing. 
After the components have passed through the column or packing, where 
separation takes place, the components are transported to a detector. The 
components reach the detector at varying times due to differences in the 
separation. The two most commonly used types of detectors in GC analysis 
are thermal conductivity detectors (TCD) and flame ionisation detectors 
(FID). The FID can only be used to detect organics, whereas the TCD can 
be used to detect hydrocarbons, non-hydrocarbons and organics. The FID 
is more sensitive than the TCD detector. The disadvantage of analysis by 
GC is that the state at which the sample enters the GC (high-pressure state) 
differs from the state at which the sample is withdrawn. Deiters and Schnei­
der (1986) state that the problem with GC analysis is not the quantitative 
determination of composition but the handling and preparation of the sam­
ple. 

The calibration of GC detectors continues to be a problem in the analy­
sis of gas mixtures or gas-liquid mixtures. This problem can be overcome 
with a precision volumetric calibration device (Raal and Muhlbauer, 1998). 
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2.2.4 Spectroscopic or photochemical methods 

These methods make use of in-situ composition analysis to overcome the dif­
ficulties associated with sample preparation for GC analysis are overcome. 
Konrad et al. (1983) use infrared spectroscopy to determine the phase com­
positions. The difficulties associated with spectroscopic methods are given 
below: 

• extensive calibration procedures, 

• these methods are restricted to specific groups of compounds e.g.ultraviolet 
spectroscopy is restricted to aromatics or coloured compounds and 

• the possibility of the absorption bands of different compounds over­
lapping. 

Tempera tu re and pressure measurement 

There are various types of temperature sensors; platinum resistance ther­
mometers (Pt-lOOfi), thermocouples, thermistors and quartz thermometers. 
The most common types of pressure sensors used are pressure transducers, 
differential manometers and Bourdon-type pressure gauges. Pressure trans­
ducers with temperature compensation over wide ranges-these are favoured. 

Degassing of components 

Degassing is a purification operation whereby impurities (dissolved gases) 
are removed from the respective liquid component. If this process is not 
carried out adequately, competition between the dissolved gases and the 
more volatile component in the liquid will occur at low concentrations of 
the more volatile component. The degassing procedure is important when 
the two components of a binary system are partially soluble. Figuiere, Horn, 
Laugier, Renon, Richon and Szwarc (1980) and Legret et al., (1980) have 
stated that degassing has a significant impact on the accuracy of VLE data. 
Ramjugernath (2000) states that liquid degassing is usually executed in-situ 
or before the sample is introduced into the equilibrium cell. Equipment used 
for degassing is described by Miihlbauer (1990). 
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2.3 Static type apparatus 

Static equilibrium cells have been used in a variety of configurations for 
HPVLE measurement. Static cells are generalized into two categories based 
on the sampling method, analytic or synthetic. The analytic method samples 
both the vapour and liquid phase compositions. The synthetic method does 
not require the sampling of the equilibrium phases. Raal and Muhlbauer 
(1994) state that the synthetic method is least accurate for systems where 
the isobars and isotherms have large gradients. For mixtures with more 
than two components the information obtained by the non-analytic method 
(synthetic method) is limited. 

2.3.1 Stat ic analytical m e t h o d 

Figure 2.2 on page 4 illustrates the general features of a static apparatus. 
The components are charged into the equilibrium cell. The liquid compo­
nents are transported into the equilibrium chamber by flushing (with volatile 
component) or by the use of a pump or a compression type device. The con­
tents of the cell are agitated to promote mixing and contact between the 
phases. Temperature and pressure readings are taken after equilibrium has 
been established. The vapour and liquid phases are sampled for composition 
analysis. 

2.4 The static non-analytic method 

2.4.1 General considerations 

The non-analytical (synthetic) method was defined earlier in the chapter as 
the method based on introducing a mixture of known composition into the 
equilibrium cell and adjusting the temperature or pressure until phase sep­
aration occurs. Isothermal measurements are performed by the method of 
pressure variation, whereas isobaric measurements are undertaken by vary­
ing the temperature. The temperature and pressure are recorded at the 
commencement of the homogeneous phase separation. The initial loading of 
the components is recorded. Consequently the composition of the mixture 
can be calculated. Concentration gradients are avoided by adjusting the 
pressure and temperature to form a single homogenous phase. The tem­
perature or pressure is adjusted again until the formation of a new phase 
is observed. A phase separation locus (phase envelope) is described by the 
temperature, pressure and composition (mole fraction) where phase separa­
tion occurs. 
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2.4.2 Disadvantages 

• It is difficult to observe iso-optic systems, where the coexisting phases 
have a similar refractive index. 

• Data measurement obtained for mixtures with more than two compo­
nents, the experimentation is limited. 

• The method is unsuitable for measurements in the region near the 
critical state. 

• Dew points can easily go undetected if the vapour phase condenses as 
a thin film (not as a mist) on the wall of the equilibrium cell. 

2.5 The static combined method 

2.5.1 General considerations 

Deiters and Schneider (1986) state that whereas isobaric and isothermal data 
indicate small gradients, slight disturbances in the pressure and temperature 
of a mixture can produce significant fluctuations in the phase compositions. 
Therefore, the application of the analytical method is not suitable for the 
study of phase behavior near the critical region. The static non-analytic 
method is more accurate near the critical state, as it does not require sam­
pling. In the case where the isobars and isotherms have large gradients, the 
non-analytic method is least accurate. An error in the overall composition 
leads to a large temperature deviation in the generated data. 

The combination of the features of the analytical and non-analytical static 
methods into a single equilibrium cell have been attempted. The equipment 
must make provisions for the observation of the cell contents, to allow for 
the sampling of the vapour and liquid phases and a method for accurately 
determining the volume of the equilibrium cell. 
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2.5.2 Apparatus used in this H P V L E s tudy 

A predecessor of the apparatus used by Ramjugernath (2000) was developed 
by Miihlbauer (1990). Both apparatus sets were developed in the same lab­
oratory at the University Of Natal. The novel jet-mixer designed by Raal 
and Miihlbauer (1994) was incorporated into Mtihlbauer's design. 

Ramjugernath (2000) used these jet-mixers for phase homogenisation. 
The copper lined air-bath of Miihlbauer was used in Ramjugernath's design. 
The operating pressure and temperature limits of the apparatus developed 
by Ramjugernath (2000) were reported to be 175 bar and 175 °C respec­
tively. The equilibrium cell contents could be viewed through two pairs of 
illuminated sapphire windows. The equilibrium cell had a capacity of 200 
cm3. A piston and a stepper motor were incorporated into Ramjugernath's 
design. This allowed the volume of the equilibrium cell to be varied and, 
therefore, enable P-V-T measurements. 

The sampling method and procedures employed did not cause disturbance 
to the equilibrium condition. This is attributable to the elevated pressures 
that Ramjugernath (2000) measured. The liquid and vapour phases were 
sampled by a novel means of circulating representative equilibrium samples 
through the sample loop of a VALCO six-port two-piston sampling valve. 
The samples were conveyed to the respective jet-mixers (vapour and liq­
uid) . Composition analysis of the the equilibrium samples were determined 
by gas chromatography. Kissun (2001) performed futher HPVLE measure­
ments on the equipment. The equipment was modified by the addition of a 
single stage vapour-compression refrigerator, which made it possible to per­
form measurements at sub-ambient temperatures. Kissun (2001) reported 
that temperatures as low as -23°C could be reached. In a second modifica­
tion made to the equipment. Kissun (2001) replaced the original jet-mixers 
with larger ones. This enabled the jet-mixers to operate at lower tempera­
tures. 

The high operating temperatures of the previous jet-mixers created instabil­
ities in the temperature profile within the air-bath. Naidoo (2004) continued 
with the HPVLE measurements on the equipment. Naidoo (2004) reported 
that the equipment had pressure and temperature operating limit of 75 bar 
and 215 °C respectively. The liquid jet-mixer was resized because the pre­
vious jet-mixer indicated a non-uniform pattern that resulted in inaccurate 
composition analysis. The magnetic stirrer was also modified in Naidoo's 
study. In addition Naidoo also included a data-logging package, KJ-SENSE, 
that monitored the temperatures (air-bath, cell and jet-mixers) as well as the 
cell pressure. A new stepper motor circuit was developed and incorporated, 
such that the displacement of the piston coulde be measured accurately. 



Chapter 3 

Interpretation Of 
Vapour-Liquid Equilibrium 
Thermodynamics 

3.1 Phase Equilibria 

The state of equilibrium is defined as a static condition in which no change 
occurs in the macroscopic properties of a system over time. Hence a balance 
of all potentials occurs. In the case of an isolated system consisting of liquid 
and vapour phases, equilibrium is reached when there exists no tendency for 
change to occur within the system. Hence the temperature, pressure and 
phase compositions of a system reach final values which thereafter remain 
constant. 

At the microscopic level conditions are not static. The molecules of 
the respective phases (liquid and vapour) are changing phases continuously. 
Smith, van Ness and Abbott (2001) state that the molecules with high veloci­
ties near the phase interface overcome forces (surface forces), to pass into the 
other phase. At equilibrium, the average rate of the passage of molecules is 
the same in both directions. Therefore there is no net interphase transfer of 
material. Vapour-liquid equilibrium (VLE) is therefore defined as the state 
of coexistence of liquid and vapour phases. Appendix A gives a qualitative 
description of phase equilibria. This chapter will discuss the computational 
methods and models used for the interpretation of experimental VLE data. 
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3.2 Computational methods for analyzing HPVLE 

The general calculation methods developed for phase equilibrium thermody­
namics, are theoretical models (e.g. cubic equations of state). The calcula­
tion methods that have been developed for HPVLE computation are derived 
from the criteria of phase equilibria-equation Appendix (A. 14). Appendix A 
discusses the principles of phase equilibria. 

There are two computational methods used in phase equilibrium anal­
ysis, namely the combined method and the direct method. The combined 
method (or gamma-phi method), uses both the activity coefficient(7) and the 
fugacity coefficient(0) to describe the liquid and vapour phase non-idealities 
respectively. The direct method or phi-phi method uses fugacity coefficients 
in solution ($j) to describe both the vapour and liquid phase non-idealities. 
The direct method was extended to include the hypothetical standard-states 
for supercritical components. Ramjugernath (2000) discusses the advan­
tages and disadvantages of the combined method and direct method. Bubble 
pressure computation with the combined and direct method is discussed in 
this following section, since isothermal measurements were undertaken in 
this HPVLE study. 

3.2.1 Combined M e t h o d 

The non-idealities of the liquid and vapour phases are described by separate 
auxiliary functions. Therefore, from the equilibrium condition: 

/7 = ft (3-1) 

Where, 

fj = y^fPf? = xmf?L (3-2) 
yi$(P = xaif?L (3.3) 

The fugacity of component (i) in solution(4>Y), is readily calculated using 
a suitable equation of state (EOS). The EOS describes the vapour-phase 
behavior through the exact thermodynamic relationship, equation (3.4). 
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Where, 

4>Y — Fugacity coefficient in solution of the vapour phase 

V = Vapour phase molar volume 
N 

nT = } rij 

i= l 

P = Pressure 

T — Temperature 

R = Universal Gas Constant 

For the isothermal case, $( is calculated from equation 3.5 together with 

an equation of state for Zi . 

In, 
/ ' 
Jo 

jv 
1) 

dP 
(const T) (3.5) 

The activity coefficient is derived from the Gibbs Duhem equation. Smith, 
Ness and Abbott (2001) derive the Gibbs Duhem equation, which is used as 
a constraint in phase equilibrium data analysis. 

d(G) 
dp 

At constant T and P, 

dP + 
J r , i 

d(G) 
dT P,x 

dT -^2 xidGi = 0 

^ XidGi 

(3.6) 

(3.7) 

The activity coefficient for component i (7^) is determined by relating it to 
the excess Gibbs free energy: 

HE~ 

E ^ ^ = E^(§r) = (^) \dT+(^)dP (3.8) 

7i provides an indication of the degree of non-ideality of a component in a 
mixture, bby relating ff (at mole fraction Xj, T and P) to some other condi­
tion. Where the fugacity is known. This reference condition is the standard 
state and it represents the thermodynamic condition of a component where 
its activity coefficient equals one. 

Two combined methods have been proposed in fluid phase thermodynam­
ics, (Chao and Seader, 1961) and (Prausnitz and Chueh, 1968). Raal and 
Miihlbauer (1998) discuss the two methods in detail. Other combined meth­
ods that have been developed constitute improvements of the earlier com­
bined methods and are reviewed by Wichterle (1978b). The modified com­
bined methods focus on the following conditions: 
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• Different standard states to describe noncondensable components. 

• Liquid-phase activity coefficient models to describe complex and polar 
mixtures. 

Different equations of state to compute lv 

The difficulties associated with the combined method and direct method 
have been discussed in (Wichterle, 1978b), (Miihlbauer and Raal, 1995) 
and (Ramjugernath, 2000). These difficulties associated with the combined 
method are summarized below: 

1. An appropriate liquid standard state fugacity f®L is required if one of 
the components is supercritical at the equilibrium condition. 

2. An appropriate EOS is required at high pressures since the vapour 
phase non-idealities are more significant, i.e. <j>V. At moderate pres­
sures, the effect of pressure on the liquid phase can be neglected. How­
ever at high pressures, this assumption does not hold and therefore the 
pressure effect must be considered. Therefore, in the Gibbs-Duhem 
equation (3.6), for the isothermal condition the pressure term must be 
included. 

3. The pure component liquid molar volumes (Vf) and partial molar 

liquid volumes (Vi) must be determined from reliable correlations. 

4. Multiple parameters that must be determined for the regression of 
the HPVLE data using the combined method. Therefore, a suitable 
(with respect to time) and reliable regression method or algorithm is 
preferred. 
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3.2.2 Direct M e t h o d 

This method uses the component fugacity coefficient (fa), to describe the 
non-idealities in both the liquid and vapour phases of a system. Therefore 
the equilibrium constraint is rewritten in the form: 

Ji Ji 

xdt = Vi<t>Y (3-9) 

Where, 

ln*r=(sf)/v~[(S)w„,-^ 
and 

The fugacity coefficients of both the vapour and liquid phases are calculated 
by using the equations above with an equation of state. The equation of 
state expresses fa as a function of the the state variably (measured variables); 
temperature, pressure and composition. The difficulties that have generally 
been associated with the direct method are: 

1. An appropriate EOS is required to describe both the liquid and vapour 
phase non-idealities. The problem is selecting an EOS from a large 
variety of models that have been published. 

2. The behavior of the mixture must be described by appropriate mixing 
rules. 

3. The problem with using high-order EOS's (greater than cubics) is the 
location of the vapour and liquid roots. 

4. It has been found that in the critical region, the computational tech­
niques do not converge for bubble and dew point calculations. 

dV -In 
v PV 

nTRT 

dV -In 
L PV 

nTRT 
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3.3 Equations Of State 

An equation of state is a semi-empirical function of pressure, temperature 
and volume describing the mechanical state of a substance. Equations of 
state form the basis of high pressure phase equilibria calculations. In ad­
dition to the determination of liquid-liquid and gas-liquid properties, the 
transitions between these systems can be determined from the same inputs. 
Thermodynamic properties of fluids can also be calculated by the EOS-e.g. 
vapour pressures, critical properties, densities, etc. The publications in lit­
erature on EOS, is extensive. Therefore, only the most generally used EOS 
are discussed below. 

3.3.1 Cubic Equat ions Of State 

Cubic equations of state have found considerable application in vapour liq­
uid equilibria computation. These equations are capable of describing both 
liquid and vapour phases with flexibility over a wide range of temperature 
and pressure. Cubic equations of state (CEOS) are defined as equations that 
are cubic in volume. Equations of state are generally presented explicitly 
with respect to pressure and can be defined as the sum of an attractive and 
repulsive term. Most modern CEOS have at least two adjustable parameters 
and follow the basic van der Waals EOS: 

Where, 

P — Pressure 

V — Molar volume 

b — contribution of molecular volume 

a — contribution of attractive forces, type of potential 

The repulsive term and basic attractive term are derived from (3.10) above: 

repulsive term = ——- (3.11) 

attractive term = —r (3-12) 
Vz 
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In the modern cubic equations of state, there are other parameters that 
account for factors such as molecular shape, dipole moments etc. Sadus 
(1992) states that the two parameter model is adequate for both non-polar 
spherical and non-spherical molecules. However, for mixtures of strongly 
polar molecules are poorly represented by the two-parameter model above. 
This can be attributed to the strong self-association of some dipolar molecules 
(via hydrogen bonding). 

There are three principal types of EOS: empirical, theoretical and semi-
empirical. Modern CEOS generally retain the van der Waals separation of 
the repulsive and attractive contributions. Consequently the repulsive and 
attractive terms are described by "hard body 4- attractive term" models 
respectively. The trend of empirical models is to retain the van der Waals 
hard sphere term but incorporate an attractive term that accounts for tem­
perature dependence. The general form of many of these equations is given 
by equation (3.13), where g(V) is a function of the molar volume. 

» - * T ° < r ) (3.13) 
V - b g(V) 

Sadus (1992) states that theoretical CEOS concentrate on the effect of 
molecular shape. The modern CEOS are generally modifications of the 
van der Waals EOS. These modern equations can be grouped into four cat­
egories: 

(i) modifications to the attractive term 

(ii) improved repulsive models 

(iii) modifications to both terms, and 

(iv) equations for non-spherical models 

Modifications Of The Attractive Term 

The Redlich-Kwong equation given by equation (3.14) below, is one of the 
most important modifications of the van der Waals CEOS. The Redlich-
Kwong CEOS retains the van der Waals hard sphere term, as do many 
other CEOS, but the attractive term has been modified to account for tem­
perature dependency i.e. 

- RT ' (S.14) 
V-b [VT°-5(V + b) 

The Redlich-Kwong (RK) equation has been widely used at low temper­
atures for the properties of pure substances-(Redlich and Kwong, 1949). 
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However it has limited accuracy and is successful only for nearly ideal sys­
tems. This equation was the basis for several modifications of the van der 
Waals attractive term i.e. including temperature dependence. In particu­
lar the modification of Soave (1972) and Peng and Robinson (1976) have 
achieved widespread acceptance. Both of these equations have additional 
parameters to improve the predictions of pure fluid properties. 

The Soave equation has shown promising results for mixtures at both low 
temperatures and high temperatures (including the critical region). The 
Soave equation is: 

RT a(T,u) 

where, 

V-b V(V + b) 

a{T,u) = aca{T) (3.16) 

ac = 0 .42747—^ (3.17) 
-* c 

RT 
6 = 0.08664—^ (3.18) 

Pc 

for normal fluids, 

y/a = l + K(l- Vfr) (3.19) 

K = 0.48508 + 1.55171w - 0.15613w2 (3.20) 

(3.21) 

The Soave CEOS may be arranged in the form of the compressibility factor 
(Z): 

Z3 - Z2 + Z{A -B-B2)-AB = 0 (3.22) 

Where, 

(RT¥ A = 7 ^ 2 (3-2 3) 

bP 
B = ^ (3.24) 

PV 
Z=KT < 3 - 2 5 ) 
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For a supercritical fluid, vapour and liquid roots of compressibility func­
tion are taken as the maximum and minimum real positive roots of equa­
tion (3.22) respectively. Hence, for a pure component, the fugacity coef­
ficient using the Soave or Soave Redlich-Kwong CEOS of the vapour and 
liquid phase is: 

In & = ZY - 1 - HZY - B) - | In ( ^ ^ ) (3-26) 

In fc = Zl - 1 - ln(Zf - B) - 4 In f ^ r ^ (3-27) 
B \ Zl . 

The -S'iJ.ft' CEOS, has proved successful in the computation of several hy­
drocarbon vapour pressures and in the prediction of the phase behaviour 
of multicomponent systems (including mixtures of non-polar and slightly 
polar fluids). The prediction of vapour pressures for polar and non-polar 
molecules was improved by the introduction of a two-parameter a function, 
(Soave, 1993). The two parameters shown below in equation (3.28), are ap­
plicable to non-polar or slightly polar fluids. The parameters m and n must 
be fitted from experimental data for strongly polar fluids. 

a(T) = i + m(i-L^ + n(i _ ^ (3.28) 

m = 0.484 + 1.515a; - 0.044a;2 (3.29) 

n = 2.756m - 0.700 (3.30) 

Peng and Robinson (1976) further modified the SRK-EOS, by including dif­
ferent volume and temperature dependence on the a term. Improved liquid 
volumes were reported, where Zc — 0.307 and accurate vapour pressure 
predictions for hydrocarbons- 6 to 10 carbon number range. The CEOS 
proposed by Peng and Robinson (1976) was developed to account for the 
weakness of the SRK-EOS, in the area of the critical region and inaccurate 
liquid density predictions. The Peng-Robinson EOS is formulated below: 

P=J?L aJn (33D 
V-b V(V + b) + b(V-b) K } 
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where, 

a(T) = aca(T) (3.32) 

ac = 0.457235^ - ^ (3.33) 

b = 0.077796—^ (3.34) 
P, c 

a(T) 1 + K 1 (3.35) 

K = 0.37464 + 1.5422a; - 0.26992w2 (3.36) 

Equation (3.31) can be written in the form of the compressibility factor, 
hence for a pure component: 

Z 3 - (1 - B)Z2 + Z(A -3B- IB2) - (AB - B2 - B3) = 0 (3.37) 

the fugacity coefficient by PR EOS, 

In & = Zi - 1 - \n(Zt -B)- -4- \4Zi + {} + ^B) (3-38) 
2y/2B \Zi + (l-V2)B 

The Soave-Redich-Kwong and Peng-Robinson equations have become the 
most preferred EOS used in industry. The popularity of the SRK EOS and 
the PR EOS can be attributed to the minimal input data (only critical prop­
erties and acentric parameters for generalised parameters) required for VLE 
computation and the accurate prediction of phase equilibria for hydrocarbon 
systems. The disadvantages of the above mentioned EOS include inaccurate 
prediction of liquid densities, inaccurate generalised parameters for nonhy-
drocarbons (polar and associating fluids) and the unreliable phase behaviour 
prediction of long chain molecules. The capabilities and limitations of CEOS 
are descibed by Abbott (1979). A detailed review of equations of state is 
also given by Wei and Sadus (2000). 

The inclusion of the acentric factor as a third parameter and the intro­
duction of additional parameters in the attractive term and repulsive term 
are other modifications discussed in Wei and Sadus (2000). The additional 
parameters improve both the saturation vapour pressure and liquid molar 
volume predictions. Moreover, the equations of state can be applied to polar 
fluids if the appropriate parameters are chosen. The major disadvantage of 
including additional parameters is that additional mixing rules are required 
for the extension of the EOS to mixtures and the computation time as well 
as complexity increases. 
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The Peng-Robinson-Stryjek-Vera or PRSV CEOS is a modification to 
the original Peng-Robinson equation of state, equation (3.31). The addition 
of parameters into the temperature function (a) of the Peng-Robinson EOS 
improves the vapour pressure predictions of polar, non-polar and associating 
compounds Stryjek and Vera [1986a,b]. The PRSV EOS has proved to be 
successful in the computation of VLE and LLE mixtures. 

Recall from Peng-Robinson EOS, 

a = 1 + * ( 1 - A / -
rp ~1 2i 

where, 

K = 0.37464 + 1.54226a; - 0.26992a;2 

The PRSV EOS has the same a expression, except the K term is modified 
as follows: 

K = K0 + K1(1 + T%5)(0.7-TR) (3.39) 

where, 

K0 = 0.378893 + 1.4897153a; - 0.1713184a;2 + 0.0196554a;3 (3.40) 

The parameter K\ is an adjustable parameter characteristic of the repective 
pure compound. Stryjek and Vera (1986a) list K\ values for over ninety com­
pounds of industrial interest. Based on volumetric data that were used for 
the supercritical region regression, Stryjek and Vera (1986a) recommended 
that when TR > 1, K — KQ for all compounds. 

The ability of an EOS to predict phase equilibria is partly attributed 
to the temperature dependence of the attractive term. Several expressions 
to estimate the attractive terms in equations of state have been developed, 
which are basically modifications to the attractive term of the van der Waals 
equations. The modifications to the attractive terms of the van der Waals 
equation of state are given in Table 3.1 and correlations for a are given in 
Table 3.2. The list of references given in Table 3.1 and Table 3.2, include a 
selection of modifications that are well-known. 
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Table 3.1: Examples of EOS that are modifications of the van der Waals 
equations, with respect to the attractive term. 

Reference 

Redlich and Kwong (1949) 

Soave (1972) 

Peng and Robinson (1976) 

Fuller (1976) 

Schmidt and Wenzel (1980) 

Harmens and Knapp (1980) 

Patel and Teja (1982) 

Stryjek and Vera (1986a) 

Trebble and Bishnoi (1987) 

Yu and Lu (1987) 

Twu, Coon and Cunningham (1992b) 

Twu, Sim and Tassone (2000) 

Attraction term 

a 
T°-5V(V - b) 

a(T) 
V(V - b) 

a(T) 
V(V + b) + b(V - b) 

a(T) 

V(V + cb) 

a(T) 
V2 + ubV + wb2 

a(T) 
V2 + cbV + (c - 1)62 

a(T) 
V(V + b) + c(V - b) 

a(T) 
V(V + b) + b(V - b) 

a(T) 
V2 + (b + c)V + (be + d2) 

a(T) 

V(V + c) + b(W + c) 

a(T) 
V(V + 46) + c(V + 6) 

a(T) 
(V + 36) + (V- 0.56) 
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Table 3.2: Temperature dependence of the a function in cubic EOS 

Reference ft a s a function of temperature 

Redlich and Kwong (1949) 

Soave (1972) 

Peng and Robinson (1976) 

Harmens and Knapp (1980) 

Harmens and Knapp (1980) 

Soave (1984) 

Stryjek and Vera (1986a) 

Trebble and Bishnoi (1987) 

Yu and Lu (1987) 

Twu et al. (1991) 

Twu et al. (1995a,b) 

a = 

a = 

VT 

I + K(I - VTr 

K = 0.485 + 1.551a> + 0.156a;2 

2 

a — 1 + K(1 - VTr 

K = 0.374 + 1.542a; + 0.269a;2 

i + K l ( i - x / r r ) + « 2 ( T - 1 - i ) a = 

l 2 

a = 1 + KI ln(Tr) + K2 (In Tr 

Tr > 1 

a = 1 + m(l - Tr) + n ( r r
- 1 - 1) 

n2 

a = 1 + K(1 - Tr) 

K = K0 + K l ( l + VTP)(0.7 - Tr) 
K0 = 0.378 + 1.489a; - 0.171a;2 + 0.019a;3 

a = exp g i ( l - T r 

a _ 1o[«i( ao+aiT+a2T r
2)(l-T r)] 

a = T ^ " 1 ) exp 

a — a0 + a;(oj1 — a0) 

L ( l - T , K M 

a 0 = Tr
Al exp 

a 1 = Tr
A2 exp 

5 i ( l - T r
c i ) 

52(l-7f2) 

Gasem, Gao, Pan and Robinson (2001) a — exp (A + BTr)(l - T?+D"+E"2 
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The equations given in table 3.1 and table 3.2 are widely used in indus­
trial and engineering applications. However they are generally not applicable 
to highly asymmetric fluids. Equations for predicting and describing asym­
metric systems, contain a modification to the repulsive term of the van der 
Waals equation. Recall that the repulsive term for a hard-sphere fluid, of 
the van der Waals equation of state is: 

Repulsive term = 
V 

V-b 

Modifications to the repulsive term of the van der Waals equation have been 
tabulated in Table 3.3 below. Modifications of the attraction and repulsive 
term of the general cubic equation of state are discussed in Wei and Sadus 
(2000). The application of cubic equations of state for the computation of 
vapour-liquid equilibria is discussed in Orbey and Sandler (1998) and Raal 
and Muhlbauer (1998). 

Table 3.3: Modifications to the repulsive term of the van der Waals equation, 

where 7] — — . 

Reference 

Reiss, Frisch and Lebowitz (1959) 

Thiele (1963) 

Guggenheim (1965) 

Carnahan and Starling (1969) 

Boublik (1981) 

van der Waals Repulsive term 

(1-T,)» 

l+TJ+7/2 

( l - t , ) ^ 

1 

l+77+r72—T/3 

(l-7,)» 

l+(3a-2)7H-(3a2-3a+l)r;2—#V 
(l-r,r 

Naidoo (2004) states that the modifications of an existing EOS and the 
developments of new EOS are contingent on the properties of interest to the 
authors. The authors generally fail to comment on the applicability of the 
EOS other than their own areas of interest. Therefore certain equations of 
state are only applicable to specific fluids. 



3.3 Equations Of State 27 

3.3.2 Extension of Cubic Equations Of State to Mixtures 

Miihlbauer and Raal (1995) state that extension of the van der Waals equa­
tion of state and its derivatives (modified EOS) to mixtures requires mixing 
rules. This section is devoted to the extension of the a and b parameters 
commonly encountered in most cubic EOS. The simplest of these mixing 
rules are the classical one-fluid mixing rules proposed by van der Waal. 
The van der Waals one-fluid rule models an the EOS mixture parameter as 
a mole-fraction-weighted sum of the corresponding pure component param­
eters. 

m n m n 

am = Y^'^2 ZiZJaiJ b™ = X H Z ZiZ&3 (3-41) 

The van der Waal's one-fluid model assumes that the radial distribution 
function of the component molecules are all identical. Hence the model is 
relatively accurate when the size difference between the molecules is small. 
In addition to the model above combining rules are required for the evalua­
tion of the parameters Ojj and bij. The general combining rules are: 

a,ij = y/cLidjil - k^) (3.42) 

bij = \(bi + bj)(l-lij) (3.43) 

The binary interaction parameters kij and Uj are obtained from the VLE 
regression. In general the interaction parameters in the combining rules are 
temperature dependent. For simple mixtures of non-polar components, kj is 
set to zero. The general expression for the one fluid mixing parameter bm 

then reduces to: 

bm = J2Zibi (3-44) 

The development of the van der Waals one-fluid mixing rule stems from 
the Virial EOS. Smith et al. (2001) illustrate the derivation of the mixing 
rule from the virial equation of state. 

Numerous mixing rules have been published. The mixing rules presented 
in this section were used in the binary VLE regression of this project. 
Miihlbauer and Raal (1995) give an excellent summary of the classifica­
tion of mixing rules found in literature. 

The fugacity coefficient of a component in a mixture (<f>i) for the Soave 
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and Peng-Robinsob EOS, using the van der Waals one fluid mixing rule, 
are given below: 

>i evaluated with Soave Redlich-Kwong EOS, 

b- A 
ln<& = r^{Zi - 1) - ln(Zj - Bm) - —— 

2EJ=iZj< Hj bi_ 
In 

Zi + Bn 

(3.45) 

(f>i evaluated with Peng and Robinson EOS, 

ln<fo = -^-{Zi - 1) - ln(Zi - Bm) -
A-r\ 

2V2Br, 

2 121=1 Z3aij h ,,f 
(3.46) 

Where; 
X = Z + (1 + V2)Bm (3.47) 

Y = Z + (1 - \ / 2 ) 5 m (3.48) 

The van der Waals ( vdW) mixing rules provide a reasonable correlation for 
mixtures of hydrocarbons, hydrocarbons with inorganic gases, non-polar and 
slightly polar components-for molecules that are of similar size. The disad­
vantage of the one fluid theory is, its application is limited to mixtures that 
exhibit moderate solution non-ideality. The vdw's theory has shortcomings 
in the liquid phase non-ideality predictions. Models that incorporate the 
excess Gibbs energy, GE, have been developed to describe the liquid phase 
non-ideality. These models have been defined as activity coefficient models 
and were developed to describe highly non-ideal systems. 

Miihlbauer and Raal (1995) have classified mixing rules into five main 
groups. The five main groups are: classical, density-dependent, composition-
dependent, density-independent and local composition mixing rules. Many 
of the mixing rules and combining rules that have been developed provide 
good correlations of complex mixtures. However, some of these mixing rules 
do not satisfy specific criteria. The general criterion that applies to all 
mixing rules, is that the mixing rule must not result in the second virial co­
efficient being non-quadratic in composition. Hence a complete mixing and 
combining rule should satisfy certain boundary conditions. The boundary 
conditions that constrain the mixing rules are-at low densities the second 
virial coefficient must be quadratic in composition and at high liquid-like 
densities the rules produce GE behavior similar to that of activity coeffi­
cient models. 
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Wong-Sandier mixing rule 

The Wong and Sandler (19926) mixing rule satisfies these boundary con­
ditions. These mixing rules are density-independent and allows for the ex­
trapolation of VLE data over large ranges of temperature and pressure. 

The Wong and Sandler mixing rule are based on two modifications: 

1. The constraints for the two EOS functions a and b, are implied by the 
van der Waals one fluid mixing rule: 

B{xi,T) = Y,Y,XiXjBij(T) 

(3.49) 
y 

= bm — 
RT 

The last equality has been extended by incorporating a combining rule: 

1 

RTJ„ 2 *? 
~RT + ( b„ - ^ '33 RT 

(l-k •tjj (3.50) 

Sandler (1999) proposed the modification: 

b-
RT 

&\a-bjj-^Hl-ka) 

where kij is the binary interaction parameter. 

(3.51) 

(3.52) 

2. The Wong and Sandler (19926) mixing rule are based on the Excess 
Helmoholtz free energy AE, instead of the Excess Gibbs excess free 
energy GE. The choice of AE over 

GE 
can be attributed to the fact 

that AE is not as strongly dependent on pressure as GE. Therefore 
it is not necessary to assume VE = 0 for a liquid. The relationship 
between the EOS mixture parameters, am and bm is derived from the 
following defining expressions: GE = AE + PVE 

At low pressures PVE is neglible and therefore: 

G*(T, P = lbar, Xi) = A*(T, P = lbar, x») 

= AE(T,Phigh,Xi) 

(3.53) 

(3.54) 
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The second inequality implies the pressure independence of AE. The 
second constraint for the a and b parameters follows from the equalities 
below: 

A%os{T,P = oo,Xi) = A"(T,P = oo,Xi 

= AE(T,Plow,Xi) 

= GE(T,Plow,Xi) 

(3.55) 

Equation (3.54) implies that an activity coefficient model can be used 
to describe the Helmholtz free energy (AgOS). The Helmholtz free 
energy at infinite pressure derived for a van der Waals type cubic EOS 
i s : 

A^ = A 
0"m V"^ ai 

i=i 

(3.56) 

where A is numerical constant dependent on the EOS used. 

For the Peng-Robinson EOS: 

(3.57) 

Wong and Sandler obtained the following relation for the parameters 
am and bm from equation (3.54): 

*m — um 
• i = l 

Q>i ^ 7 \1 ' Plow J x i 

% A 
(3.58) 

The second boundary condition, quadratic composition dependence of 
the second virial coefficient, was satisfied by the relation below: 

EE**j (&-:&) 
i-d 

1 ^ 7 \T,PioxtJ,Xi) ^ - \ n a^ 
1 ~~ ART ~ 2JI=1 *i 6j 

(3.59) 

Substituition of equation (3.59) into equation (3.58) results in am. 
The variables (Q,D) defined below, simplify the expression for 4>i by 
grouping common terms. 

^ E E ^ y - ^ ) 
D= — + E* 

u 

A.RT 
i = l 

6,-i?r 

(3.60) 

(3.61) 
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Hence: 

— - O D 

RT ^l-D 
(3.62) 

bm = 
Q 

D 
(3.63) 

The expression for (f>i obtained from the Peng-Robinson EOS cou­
pled with the Wong and Sandler mixing rules is given below, equa­
tion (3.64). The fugacity coefficient in solution of the vapour and liq­
uid phases is calculated by using the vapour and liquid compressibility 
factor root (Zv and ZL respectively) in equation (3.64). Recall that 
the Peng-Robison and the Peng-Robinson-Stryjek-Vera EOS's differ 
by the temperature dependence of the attractive term, hence the ex­
pression for if>i is the same for both EOS. 

In (/>,• = — In 

1 dn2am 

n dn.4 

+ 
1 / dnbn 

bm V drii 

1 dnbm 

bm. drii 

Z-lj + 

rz + r 
x In 

2V2 \bmRT 

Z + (1 + y/2)B„ 

_Z + (l + V2)Bn 

Where: 

dnbm 

dm 
1 / 1 dn2Q 

(1 - D) \n dru 
Q 

(1 - Df 
1 -

(3.64) 

dnD\ 
dni ) 

(3.65) 

1 /ldn2am\ __ dnbm dnD 
RT \ n drii J dni m dni 

The expressions for the partial derivatives of Q and D are: 

n dni I *-? ^b~RT 

(3.66) 

(3.67) 

dnD 

dni biRT + 
ln_7t( 

A 
(3.68) 

Where In 7,00 is dependent on the Gibbs excess energy model used for 
the liquid phase. 

In7 ioo = 
1 dnAg 

RT dm 
(3.69) 
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The Wong and Sandler(WSMR) mixing rules have been reported to yield 
accurate correlation for vapour-liquid, liquid-liquid and vapour-liquid-liquid 
equilibria. The mixing rules describe the phase behavior of simple and 
complex systems, systems composed of binary and ternary mixtures. A cu­
bic EOS combined with the WSMR can be used for the correlation of a 
wide range of highly non-ideal systems that were previously described by 
an activity coefficient model. The capabilities of this mixing rule have been 
discussed in Wong and Sandler (19926). The limitations of the Wong and 
Sandler mixing rules and modifications to the mixing rules have been dis­
cussed in Orbey and Sandler (1995a) and Coutsikos, Kalospiros and Tassios 
(1995). 

Coutsikos et al. (1995) showed that at high pressures, equation (3.54) is 
invalid for asymmetric systems (fejj > 1). This implied that the Gibbs ex­
cess energy models at low pressures cannot be applied to high pressures: 

GE(T, Plow,Xi) « AE(T, Piow,xt) + AE(T, P - oo, x%) (3.70) 

Orbey and Sandler (1995a) modified the Wong and Sandler mixing rule 
such that for a multicomponent system, a single mixing rule could be used 
to describe the behavior of non-ideal binary pairs as well as binary pairs 
in the same mixture that could be described by van der Waals one-fluid 
theory. This modification implies that the mixing rule transforms to the 
conventional van der Waals one-fluid mixing rule for certain values of its 
parameters. The modification to the cross virial term is given by equa­
tion (3.71) below. 

A new expression for AE, for a binary system was proposed. The equation 
was a result only for a special case, where the fluid satisfies the one-fluid 
theory and combining rules. 

AE = *x™ - (3.72) 
X\0\ + X2O2 

The reformulated mixing rules of Orbey and Sandler (1995a), can only be 
used directly with certain free-energy models i.e. modified NRTL and Van 
Laar. 



3.4 General considerations for the liquid phase 33 

3.4 General considerations for the liquid phase 

One method of describing the liquid and vapour phases of a system is by the 
combined method (section 3.2.1). In the direct method equations are used 
to relate the fugacity coefficient of the liquid phase to the liquid mole frac­
tions, temperature, pressure and other variables. Another useful methods, 
involves the definition of an ideal liquid solution and hence the description 
of deviations from the ideal behavior in terms of excess functions. 
The defining equation for a ideal solution is: 

Gf = Gi + RT In fid (3.73) 

Where Gi is the Gibbs energy of the pure species as it actually exists at T 
and P. By the Lewis-Randall rule: 

fid = Xrf?L (3.74) 

The fugacity f°L in equation (3.74) is defined as the standard state fugacity 
of pure species i. The standard state fugacity is evaluated at a temperature 
and pressure where the fugacity is accurately known. By the definition given 
above, equation (3.73) and the Lewis Randall rule, for a real liquid: 

d = TiiT)+ RT In fi (3.75) 

Hence, 

fi Gi-Gif = RTIn 

= Gf 
&f OL (3.76) 

The activity coefficient is defined by the dimensionless ratio: 

A I* = Tlol (3-77) 

<* Gf = RT In 7 i (3.78) 

The liquid fugacity is related to the liquid mole fraction as: 

ft = H^f?L (3-79) 
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3.4.1 Act iv i ty Coefficients 

The activity coefficient (7), corrects for the non-ideality in the liquid phase 
and is a function of liquid composition (ajj), temperature and pressure. Liq­
uid phase activity coefficient can be derived from the fundamental excess 
property relation (Smith et al., 2001): 

1(nGE\ nVE ,„ nHE „, ^ G* , , , 
d [—— = —— dP - -— T dT + > —- dm (3.80) 

\ RT RT RT* ' Z-J RT l v ; 

where: 

In 7* 

nGE 

RT 

dru 
(3.81) 

Thus ln7j is a partial molar property with respect to j ^ . Hence from the 
summability relationship and the Gibbs-Duhem equation: 

QE 
— = ^ x i l n 7 i (3.82) 

i 

and 

^ X i d l n 7 j = 0 (3.83) 
i 

Equation (3.83) in the integrated form relates the 71 to 72. There exists 
several well-known semi-empirical activity coefficient models that relate the 
activity coefficients of a system to GE. At isothermal conditions the equilib­
rium pressure varies with the change in composition of the liquid. The cor­
relation of experimental VLE data by the integrated form of equation (3.83) 
requires that the 7̂  values be evaluated at the same reference pressure (PR). 
The experimentally obtained isothermal activity coefficients are at different 
pressures and therefore have to be corrected from the experimental total 
pressure (P) to the reference pressure. Section 3.5, discusses the pressure 
correction to experimental activity coefficients further. 

3.4.2 Excess Gibbs energy mode l s 

The function ^ is assumed to be weakly dependent on pressure and there­
fore, the pressure dependence is often neglected. Empirical models have 
been proposed that express the excess Gibbs energy as function of liquid 
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mole fraction, volume fraction and molecular surface fractions. The latter 
two are preferred in cases where the molecules of a system differ significantly 
in size or chemical nature. The models used to correlate the data in this 
project are the Wilson and NRTL equations. 

Wilson equation 

Wilson (1964) proposed the following Gibbs excess free energy for mixtures: 

QE 
— = -xi ln(xi + A12x2) - x2(xi A2i +x2) (3.84) 

The activity expressions for coefficients derived from Wilson (1964) excess 
free energy model are: 

In 71 — - In xl + Ai2«2 + x2 
A12 A21 

xi + A12X2 xi A21 +x2 

(3.85) 

In 72 = — In #2 + A21X1 — x\ 
A12 A21 

Xl + Ai2^2 Xi A21 +X2 

(3.86) 

where: 

A,; 

Where; 

Vi 
exp -

Xji — Xjj \ V, / AAjj 
1 TF exp I - -RT JVJ RT 

(3.87) 

(3.88) 

Ajj = Molecular interactions between molecules i and j . 

Xji — Molecular interactions between molecules j and i. 

The parameters A12 and A21 are adjustable that are functions of the pure-
component molar volumes Vi and the characteristic energy differences, AXji(— 
Xji — Xjj) between the molecules. The parameters AAjj have been reported 
to be independent of temperature over modest temperature ranges. The 
Wilson model has been reported to correlate the Gibbs energy with rea­
sonable accuracy for a variety of miscible mixtures, solutions of polar or 
associating components and systems that do not exhibit large asymmetric 
deviations from ideality. The disadvantages of the model are listed below: 
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• 

• 

inaccuracy in the prediction of certain systems with limited miscibility. 
Hence the model should be applied to systems that are completely 
miscible-(Prausnitz and Chueh, 1968). 

inaccuracy for systems where a plot of In ̂  versus Xi exhibits maxima 
or minima. 

Naidoo (2004) states that the parameters A12 and A21 should always be 
positive for accurate representation of the data over the entire composition 
range. 

NRTL Model 

The NRTL or (nonrandom, two-liquid) is one of the most widely used ex­
cess Gibbs energy models. It is a local composition model derived by Renon 
and Prausnitz (19686) and unlike the Wilson equation can be applied to 
partially miscible as well as completely miscible systems. Equation (3.89) 
below is the expression for the excess Gibbs energy from the NRTL model. 

QE 

RT = XlX2 + T12G12X1G12 +X2 
Xi + G21X2 

where the parameters Tji and Gji are given by: 

Tji ~ RT RT 

(3.89) 

(3.90) 

Gji = exp(-ajiTji) (3.91) 

The adjustable parameter gji is defined as the energy parameter between 
molecules of components j and i respectively. The NRTL model has three 
adjustable parameters A12, A21 and ojjj. Where A12 and A21 are the inter-
molecular energies between molecules 1 and 2 for A12. Similarly for A21. 
The parameter Tji is usually correlated with data in VLE computations in­
stead of the Agji. 
The ctij parameter refers to the non-randomness in a mixture. For a.\2 = 
OJ21; the parameter has been found to vary in the range 0.2 to 0.7-(Renon 
and Prausnitz, 19686). Sandler (1994) reported that when experimental data 
are scarce, a^ = 0.3 is a reasonable assumption. The activity coefficients 
derived from equation (3.89) are given below: 

In 71 = x\ I ^ 2 1 \ T12G12 

X1 + G21X2) (G12X1 + X2)2 
(3.92) 


