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ABSTRACT

The quantum nature of light suggests that a photon can interact with matter in two primary ways. Firstly and perhaps more simply, the photon could be absorbed or secondly and more complex, it could be scattered into a new direction of propagation. The scattering process can be thought of as probabilistic, with a statistical distribution of possible new directions of travel with respect to the original. In the case of interaction with a small particle of matter, the probability distribution is referred to as the phase function. In the case of scattering at a surface interface between two bulk materials, the new direction of travel is distributed according to a function called the Bidirectional Scattering Distribution Function (BSDF). The BSDF depends on both the direction of arrival and the direction of scatter (hence bidirectional), the type of material and the condition of the surface as well as the wavelength of light.

This work explores a number of areas related to the BSDF, with special attention to the effects of random light scatter in high performance optical imaging systems such as space telescopes. These demanding imaging applications require optical components manufactured to very high standards with respect to shape, smoothness and cleanliness. This means that random scatter from the surfaces of these optical components must be controlled to very low levels. The measurement of very weak optical surface scatter is therefore a problem of particular interest. An interferometric technique has been proposed here for improving the quality of such measurements. The interference effects produced in the image by this technique were analysed using Nijboer-Zernike diffraction theory, leading to a journal publication in Current Applied Physics.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACV</td>
<td>Auto-Covariance function</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic Force Microscope (or Microscopy)</td>
</tr>
<tr>
<td>ARS</td>
<td>Angular Resolved Scattering function</td>
</tr>
<tr>
<td>BK</td>
<td>Beckmann-Kirchhoff (Scattering theory)</td>
</tr>
<tr>
<td>BRDF</td>
<td>Bidirectional Reflectance Distribution Function</td>
</tr>
<tr>
<td>BSDF</td>
<td>Bidirectional Scattering Distribution Function</td>
</tr>
<tr>
<td>BTDF</td>
<td>Bidirectional Transmission Distribution Function</td>
</tr>
<tr>
<td>CNZ</td>
<td>Classical Nijboer-Zernike (Theory)</td>
</tr>
<tr>
<td>DUV</td>
<td>Deep Ultraviolet</td>
</tr>
<tr>
<td>EO</td>
<td>Earth Observation</td>
</tr>
<tr>
<td>ENZ</td>
<td>Extended Nijboer-Zernike (Approach or Analysis)</td>
</tr>
<tr>
<td>EUV</td>
<td>Extreme Ultraviolet</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
</tr>
<tr>
<td>FCT</td>
<td>Fourier Cosine Transform</td>
</tr>
<tr>
<td>GHS</td>
<td>Generalised Harvey-Shack (Scattering theory)</td>
</tr>
<tr>
<td>HS</td>
<td>Harvey-Shack (Scattering theory)</td>
</tr>
<tr>
<td>IC</td>
<td>Integrated Circuit</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>MTF</td>
<td>Modulation Transfer Function</td>
</tr>
<tr>
<td>NA</td>
<td>Numerical Aperture</td>
</tr>
<tr>
<td>NSC</td>
<td>Non-Sequential Component (Zemax®)</td>
</tr>
<tr>
<td>OPD</td>
<td>Optical Path Difference</td>
</tr>
<tr>
<td>OPL</td>
<td>Optical Path Length</td>
</tr>
<tr>
<td>OTF</td>
<td>Optical Transfer Function</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>PSF</td>
<td>Point Spread Function</td>
</tr>
<tr>
<td>PTF</td>
<td>Phase Transfer Function</td>
</tr>
<tr>
<td>RR</td>
<td>Rayleigh-Rice (Scattering theory)</td>
</tr>
<tr>
<td>SRF</td>
<td>Spectral Response Function</td>
</tr>
<tr>
<td>TIS</td>
<td>Total Integrated Scatter</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
</tbody>
</table>
Chapter 1

Background and Motivation

1.1 Introduction

Scattering of light from material surfaces and particles is an important field of study for numerous scientific and technological disciplines including computer vision/graphics [1–3], radiative transfer [4, 5], optical systems [6, 7] and Earth observation by remote sensing [8–10]. Major determinants of the scattered spatial light field are the type of material and the surface topography (profile, shape, texture, roughness, structure) [11]. The intensity of light scattered in different outgoing directions varies with both the light wavelength and the directions from which the light arrives at the surface or particle [11, 12].

When considering material surfaces, the concept of the Bidirectional Scattering Distribution Function (BSDF [13]) is a useful analytical tool for describing the directional manner in which a material surface scatters electromagnetic (EM) radiation [11]. In this work, the theory, measurement and modelling of the BSDF, particularly as it relates to material surface topography has been investigated. This is of special interest since it describes the effect of undesirable light scattering in optical imaging systems [7]. In
critical applications such as space telescopes, unwanted \textit{stray light} reaching the image sensor reduces the quality, contrast and viability of the image \cite{14}. This applies particularly to imaging systems operating at short wavelengths such as lens systems for ultraviolet lithography, a key enabling technology in the manufacture of high density integrated circuits \cite{15}. Shorter wavelengths are more susceptible to scattering from small topographic surface features as well as small particles.

When considering high performance optical imaging applications that are sensitive to stray light, a few questions need to be answered:

1. Is there a practical and reliable way of computing the BSDF of an optical surface from measurements of the surface topography? It is significantly important to answer this question appropriately to successfully implement a precision imaging system for the following reasons:

(a) Surface topography is comparatively easy to measure since commercial instruments for surface profilometry (down to atomic scale) are readily available.

(b) BSDF is comparatively difficult and slow to measure since it must be measured over a large range of incidence and scatter angles as well as over different wavelengths.

(c) High precision instruments for direct measurement of the BSDF (\textit{scatterometers} \cite{16}) are typically research instruments designed, implemented and/or operated by metrological or academic institutes \cite{17}.

(d) It is much more practical and cost-effective to specify surface topography statistics rather than BSDF when optical surfaces are manufactured,

(e) When undertaking computational analysis of the performance of a complete optical imaging system, it is the surface BSDFs that are required.
2. Are there any ways in which scatterometers can be improved such that direct BSDF measurements of optical surfaces or components could become more routine and accessible? Resolving this question is important because:

(a) Surface topography is not the only factor contributing to unwanted scatter from optical components. Other contributors include sub-surface damage, optical coating structure and internal (bulk material) scatter such as from bubbles and artefacts within glass components, which implies that scatter produced through these other mechanisms is visible to scatterometers but not via surface topography measurements.

(b) Direct BSDF measurements are required for validation of the models and methods used for computing BSDF from surface topography (see preceding question).

3. What are factors that can degrade the performance of an optical system that is sensitive to stray light? It is important to know and understand all of the possible mechanisms by which scattered stray light can originate in precision optical systems as well as other factors that can affect performance.

4. What are the most advanced current methods for predicting and measuring the performance of critical, complex imaging systems which are very sensitive to both optical aberrations (essentially geometric errors) and stray light? This question is highly relevant to state-of-the-art, short wavelength imaging systems such as those used in deep and extreme ultraviolet (DUV and EUV) lithography.

The main objective of this work is therefore to explore possible answers to the above questions.
1.2 Precision Imaging Optical Systems

Of particular interest in precision optical imaging systems is the BSDF of the lens and mirror surfaces. Precision imaging optics have a broad range of applications such as microscopy, imaging astronomy, Earth Observation (EO) from space and lithography [15, 18–20]. These systems normally comprise many optical surfaces and components and thus the effect of unwanted scatter from these surfaces is cumulative (see Figure 4.1 for an example of a lithography lens system).

Lithography is a particularly demanding imaging technique applied in the manufacture of state-of-the-art electronic Integrated Circuits (IC) and thus the effect of unwanted scatter must be well-known and accounted for. In fact, in any of the above applications, undesirable scattered light from the optical surfaces, within the bulk of the optical components or from mechanical components, could reach the image plane. Should such scattered or stray light reach the image plane, the quality (contrast, dynamic range) and utility of the images produced by these optical systems is significantly reduced [7]. With ever increasing demand for better image quality at short wavelengths, such as in extreme ultraviolet (EUV) lithography [20], it becomes increasingly necessary to have powerful techniques for measuring weak scatter from single optical surfaces as well as the cumulative effect of weak scatter in imaging systems.

The instruments used to measure scatter from individual optical surfaces or within complete optical systems are referred to as scatterometers [11, 16]. When considering precision optical surfaces, there is an implicit assumption that upon interaction with the surface, it is possible to differentiate the departing radiation into scattered and unscattered components. Scattered radiation must be very weak to maintain high image contrast. The unscattered component, also referred to as the specular component is much more intense in this situation and thus results in a clearer image. A scatterometer is therefore extremely useful in distinguishing between these two components [11] and
thus must have very high measurement dynamic ranges, in order to discern weak scatter departing from the surface in directions very close to the direction of the specular beam [21].

The work presented herein began as an effort to refine the techniques for addressing the problems in measuring weak scatter near the direction of the specular beam. However, it soon became clear that the classification of light into scattered and unscattered components is essentially arbitrary. In reality, there is a continuum of scattering into wide angles by small surface topographic features or particles through to narrow angle scatter from the limiting aperture of the optical beam (diffraction). Nevertheless, there is a need to assume that there is a measurable distinction between random or incoherent scattered light and the specular or coherent component [21]. The random/incoherent scattered component may also be referred to as diffusely scattered light [11].

Due to diffraction [22], the limiting aperture of an imaging system, together with the wavelengths of light utilised by the system determine the limit of fine detail that can be discerned in the image.

Imaging optical systems can be idealised as linear and shift-invariant systems [23] for many purposes and can thus be attributed with a transfer function [24, 25], called the Optical Transfer Function (OTF). The Fourier Transform (FT) of the OTF is the system Point Spread Function (PSF). The PSF expresses the spatial intensity of the image of a perfect point of light taken as the object. The PSF and the OTF are an FT pair that both describe the quality of the image.

The above problem can thus be reduced to a requirement for performing very high dynamic range measurements of the PSF/OTF of an imaging system.

The following chapters consider the measurement and applications of the BSDF concept. Thereafter, the measurement and specification of scattering from optical surfaces is discussed in the context of performing high dynamic range measurements of the
PSF. This finally leads to the problem of using such PSF measurements to extract lens error (aberration) diagnostic information from the precision PSF measurements. The latter task is referred to as *aberration retrieval*.

### 1.2.1 Aberration Retrieval

Traditionally, laser interferometry has been a powerful technique for performing aberration retrieval [26, 27]. Interferometry can be used to measure the shape of the wavefront emerging from the exit pupil of the imaging system under test. The emergent wavefront shape is quantified as the *pupil function* [28]. The pupil function is also related to the PSF in that the PSF is the Fourier transform of the autocorrelation of the pupil function (see Figure 2.2).

However, conventional interferometry for evaluation of optical system performance suffers from a number of drawbacks:

1. Usage of a laser as a diffraction-limited point source restricts measurement to a single wavelength. Many optical systems of interest are *polychromatic* in that they respond to a range of wavelengths and the PSF/OTF always varies with wavelength [24].

2. Long coherence length lasers are generally required to obtain decent interferogram contrast with large path differences. Such lasers inherently produce noisy images due to laser speckle phenomenon [27].

3. Interferometers tend to produce spurious fringe patterns from stray (ghost) reflections in the system and from dust particles or defects on the lens/mirror surfaces.

4. The spatial resolution of the camera used to record the interferogram limits the range of spatial frequencies represented in the measurement [27, 29].
5. The PSF is only indirectly measured by performing an autocorrelation of the pupil function computationally reconstructed from the interferogram [27]. Spurious fringes and laser speckle increase the noise in interferometric measurements, reducing the overall signal-to-noise ratio of the measurement result [27] and hence increasing the uncertainty.

The capability to measure the PSF directly and also perform diagnostic aberration retrieval is an attractive alternative proposition. Unfortunately, this is inherently an ill-posed problem because autocorrelation is generally an irreversible operation. The pupil function carries aberration information and the PSF is the Fourier transform of the autocorrelation of the pupil function. However, there is a growing body of knowledge which makes use of intensity measurements in the vicinity of the focal plane to overcome this barrier. Of special interest in this regard is the Extended Nijboer-Zernike (ENZ) approach which allows for accurate computation of the EM field in the focal plane region. Aberration retrieval is therefore facilitated by leveraging the measurement diversity made accessible by the ENZ approach.

The journal article, submitted to Current Applied Physics and which is reproduced in Chapter 6, is the centrepiece of this MSc. It arises inter alia from consideration of an additional or alternative method for achieving measurement diversity in order to make use of the ENZ approach for aberration retrieval.
Chapter 2

Theoretical Background

2.1 Introduction

In this chapter, relevant definitions, theory and models for the BSDF are presented. The first question posed in the introduction to Chapter 1 (Is there a practical and reliable way of computing the BSDF of an optical surface from measurements of the surface topography?) is explored and further discussed.

In addition to seeking an answer to this question, a generic method is presented for using such predicted BSDFs in stray light analysis of precision optical imaging systems.

2.2 Definitions and Terminology

Much of the formal terminology for scattering was established by Nicodemus et. al [13] at the National Institute of Standards and Technology (NIST) in 1977. Details of the definitions and notation may vary amongst the various disciplines making use of these or similar concepts. In part, this is due to large differences in how these concepts are applied amongst these disciplines and because the literature has developed independently, to some extent, in each application area.
2.2.1 Bidirectional Scattering Distribution Function

The Bidirectional Scattering Distribution Function (BSDF) is defined [13] as the differential spectral radiance, \( dL_\lambda \) departing (scattered) from the surface in a particular direction \((\theta_s, \phi_s)\) divided by the differential spectral irradiance, \( dE_\lambda \) arriving at the surface in a particular direction \((\theta_i, \phi_i)\). The directions of arrival and departure are defined using the polar angle relative to the surface normal and the azimuthal angle relative to a specified azimuthal reference,

\[
BSDF(\theta_i, \phi_i, \theta_s, \phi_s; \lambda) = \frac{dL_\lambda(\theta_s, \phi_s)}{dE_\lambda(\theta_i, \phi_i)}.
\]  

(2.1)

In general, the BSDF is a function of the directions of both the incident and scattered light directions (hence “bidirectional”) as well as the electromagnetic wavelength \((\lambda)\) dependence.

The BSDF of a material is not directly measurable, since light sources and detectors in reality have finite angular apertures or linear extent. Therefore the measured quantity is better described as the Biconical Scattering Distribution Function (BCSF) [13, 30]. This is a common feature of many kinds of measurements in which a physical quantity is not measured instantaneously but sampled over a finite spatial or temporal interval, often in a non-uniform manner [29, 31]. This weighted sampling, performed by the measuring instrument is quantified by the apodization or instrument function [32]. The instrument function can be defined as the Fourier Cosine Transform (FCT) of the apodization function.

Apodization functions are referred to by other names in different contexts or disciplines. For example, when describing the relative spectral response of an optical detector, the spectral apodization function may be called a Spectral Response Function (SRF) or Relative Spectral Response (RSR). In signal processing, the apodization function may
be called a window function or tapering function [33].

In this respect, BSDF is not fundamentally different to other physical measurands such as optical power spectras which are thought to have a “true” underlying value, which is imperfectly measured [34]. Accepting that the BSDF is not directly measurable, when referring to “BSDF measurements”, this should be understood to include any real measurements that are weighted spatial or spectral averages of the “true” BSDF.

2.2.2 BRDF and BTDF

The BSDF is the more general form of the bidirectional scattering function. It includes the possibility of (transmitted) forward scatter into the hemisphere beyond the hemisphere of arrival at the surface, as well as (reflected) backscatter into the hemisphere of arrival. The BSDF can therefore be split into two functions, the Bidirectional Reflectance Distribution Function (BRDF) and the Bidirectional Transmittance Distribution Function (BTDF) [13].

In the literature the formal differences between BSDF, BTDF and BRDF are not always apparent and the terms can be used informally or interchangeably. In the field of Earth observation from space or airborne platforms [30], the directional reflectance of the Earth surface is commonly and correctly referred to as the BRDF. In computer graphics [2], BRDF is the most commonly used term, although transparent or translucent objects may occur.

In relation to optical systems, the BTDF is usually the more relevant for lens surfaces, while the BRDF is more relevant for mirror surfaces for obvious reasons. When it comes to the opaque mechanical parts of a lens system, the BRDF (of black paints for example [35]) is formally correct and almost exclusively the term that is used in practice.
2.3 Definitions Specific to Optical Surfaces

When dealing with the optical surfaces of lenses and mirrors, there are some specific geometrical definitions relating to directional scattering that become relevant and that are commonly used in related literature [11].

Figure 2.1 shows a flat, reflective optical surface with unit normal vector $\hat{n}$ pointing away from the surface. The following definitions largely follow Dittman [36] and the Zemax® manual [37]. A plane electromagnetic wave travelling in the direction designated by the unit vector $\hat{I}$ intercepts the surface at an angle of incidence $\theta_i$ measured relative to the surface normal. The coherent, specular reflection leaves the surface travelling in the direction given by the unit vector $\hat{R}$ at an angle of $\theta_r$ relative to the surface normal vector. The unit vectors $\hat{n}$, $\hat{I}$ and $\hat{R}$ all lie in a plane called the plane of incidence [22]. The unit vector $\hat{S}$ indicates a possible direction of departure for incoherent, random optical scatter occurring at the surface. Random scatter may occur due to residual surface fabrication roughness, a surface defect such as a scratch, or surface contamination such as a dust particle. An important quantity that will arise often in
The discussions to follow is the sine magnitude of the scatter angle. This is a scalar quantity, designated $\beta$, defined as the magnitude of the difference vector between the projections of $\hat{R}$ and $\hat{S}$ onto the plane of the surface. In Figure 2.1, the projection vector of $\hat{R}$ onto the surface plane is labelled $\vec{\beta}_0$ and the projection of $\hat{S}$ is labelled $\vec{\beta}$. The sine magnitude of the scatter angle is defined as:

$$\beta = |\vec{\beta} - \vec{\beta}_0|.$$  \hspace{1cm} (2.2)

The Zemax® manual [37] defines $\vec{x} = \vec{\beta} - \vec{\beta}_0$ and $x = |\vec{x}|$, but this notation will be avoided and $\beta$ will be used here and again in §2.5.1. Note that $\beta = 0$ for scattering in the specular direction and that $\beta$ can approach a maximum value of 2 for the extreme case of backscattering ($\hat{S} = \hat{I}$) of light at grazing incidence ($\theta_i \to 90^\circ$).

The significance of $\beta$ is best understood in terms of first order diffraction due to a grating having a frequency of $f$ repetitions (cycles) per unit distance in the plane of the surface. For normal incidence ($\theta_i = 0$), the simple grating equation [22] gives the relationship between $f$ and the first order diffraction scattering angle $\theta_s$ as follows:

$$f\lambda = \sin \theta_s,$$ \hspace{1cm} (2.3)

where $\lambda$ is the wavelength of light and $\beta$ is the generalisation of $\sin \theta_s$ to arbitrary scattering directions and angles of incidence as defined in Equation 2.2. For a particular wavelength, every direction of scatter away from the specular direction can be associated with first order diffraction from a grating on the surface having a particular spatial frequency and azimuthal orientation. $\beta$ is the link between the angle of scattering, the spatial frequency and the wavelength and it retains the simple property that for all angles of incidence and scattering:
\[ \beta = f \lambda. \] (2.4)

The above definition also applies to refractive transmission through an optical surface such as the surface of a lens. In general, the surfaces of lenses and mirrors are curved, so there is an implicit assumption that the BSDF can be specified and measured over an area that is sufficiently small to be treated as locally flat.

In many cases of interest to stray light analysis, the surface BSDF can be expressed as a function of \( \beta \).

### 2.3.1 Total Integrated Scatter

The Total Integrated Scatter (TIS) is defined as that proportion of the total radiant power remaining after light interaction with the surface that is scattered out of the specular beam [38]. That is, a certain quantity of radiant power (flux) is incident on the surface, of which some is absorbed and the remainder is reflected or transmitted. The TIS is the ratio of the surviving flux scattered out of the specular beam to the total surviving (non-absorbed) flux. The most elementary situation is the case of an optical mirror, where only the reflected flux is of interest. Reflectance in general is defined as a ratio of reflected to incident flux [13]. If the total reflectance for a particular angle of incidence \( \theta_i \) is \( \rho_t \), the specular reflectance is \( \rho_s \), and the diffusely scattered reflectance is \( \rho_s \) then the TIS can be expressed as [38]:

\[ TIS = \frac{\rho_s}{\rho_t} = \frac{\rho_s}{\rho_s + \rho_r} = \frac{\rho_t - \rho_r}{\rho_t} = 1 - \frac{\rho_r}{\rho_t}. \] (2.5)

In the context of isotropic mirror surfaces (or if there is interest in reflectance only), the TIS for a particular angle of incidence is also an integral of the incoherent BRDF as:
\[ TIS = \int \int BRDF(\theta_i, \phi_i, \theta_r, \phi_r), \quad (2.6) \]

or as a function of \( \beta \) as:

\[ TIS = \frac{2\pi}{\rho_t} \int BRDF(\beta) \beta d\beta. \quad (2.7) \]

It is very important to note that the BRDF used here does not include the specular (“unscattered”) beam. In this sense, it does not conform to the definition of BSDF/BRDF given above in Equation 2.1. An obvious problem with the definition of TIS here is that, as pointed out above, the distinction between “scattered” and “unscattered” is rather arbitrary and requires, in addition, some statement about the angle of scatter that is taken as the boundary between scattered and specular. In the case of the simple Harvey scatter model discussed in §2.5.1, the boundary angle is taken as \( \beta = 0.01 \) (see Equation 2.2 for a definition of \( \beta \)), which, for modest incident angles, is close to an angle of 0.01 radians from the specular beam. Available literature does not justify defining this particular boundary and it thus has the appearance of being an arbitrary choice.

Nevertheless, TIS is still commonly used and measured [38, 39], and this particular problem is sometimes referred to as “bandwidth-limiting” of the roughness spatial frequencies [40] or the “relevant” spatial frequencies. Upper and lower spatial frequency limits are both relevant. In the case of scatterometer type measuring instruments [16], the boundary angle is usually given as a specification. TIS can be very sensitive to the boundary angle and in certain cases this may bring the usefulness of TIS measurements into question unless the boundary angles are known and reported [38].
2.3.2 Surface Topography and Power Spectral Density

The strong relationship between TIS and surface roughness has been observed and investigated in great detail [11]. Optical scatter in general and TIS in particular has served as a useful means of measuring or characterising surface roughness and topography [38, 39, 41–43]. The statistical nature of the surface topography is captured using the autocorrelation of the topographic function [11]. The autocorrelation function is the surface topography Power Spectral Density (PSD), which is a function of spatial frequency, $f$, along the surface [11]. The definition of the 2-dimensional PSD is [44] the square modulus of the Fourier transform of the surface topography function $z(x, y)$,

$$PSD_{2D}(f_x, f_y) = \lim_{L \to \infty} \frac{1}{L^2} \left| \int_0^L \int_0^L z(x, y) \exp[-2\pi(f_xx + f_yy)] \right|^2,$$

(2.8)

where $f_x$ and $f_y$ are spatial frequencies in the $x$ and $y$ directions along the surface. The dimension $L$ is introduced as the length scale over which the topography has been measured. The one-dimensional PSD applies to surfaces of isotropic characteristics calculated by averaging the 2-dimensional PSD over all azimuthal directions along the surface as:

$$PSD(f) = \frac{1}{2\pi} \int_0^{2\pi} PSD(f, \Psi) d\Psi,$$

(2.9)

where $f = \sqrt{f_x^2 + f_y^2}$ and $\Psi$ is the azimuthal angle along the surface i.e. $\Psi = \arctan(f_y/f_x)$.

The effective surface roughness for normal incidence and isotropic roughness [38] is:

$$\sigma_{eff} = \left[ 2\pi \int_{f_{min}}^{f_{max}} PSD(f) f df \right]^{\frac{1}{2}},$$

(2.10)

where the integration limits represent the "relevant" spatial frequencies in any particular situation. In the limit as $f_{min} \to 0$ and $f_{max} \to \infty$, the effective roughness converges
to the total roughness $\sigma$. The TIS can be calculated from the effective (or relevant) roughness using the classic relationship [38],

$$TIS = 1 - \exp\left[-\left(\frac{4\pi \cos\theta_i \sigma_{eff}}{\lambda}\right)^2\right],$$

which for smooth surfaces can be approximated as:

$$TIS \approx \left(\frac{4\pi \cos\theta_i \sigma_{eff}}{\lambda}\right)^2.$$

### 2.3.3 Autocovariance Function

An alternative but equivalent means of describing surface topography besides the PSD is the surface topography autocovariance function (ACV). For surfaces of zero mean height this is equivalent to the surface topography autocorrelation function. The surface ACV and PSD are a Fourier transform pair whereby ACV is used for the purpose of quantifying the surface characteristic correlation length $\tau_c$. This is the lateral spacing at which the ACV falls to $1/e$ of the maximum value [44]. It is also used as a computational stepping stone to the surface PSD as illustrated in Figure 2.3.

### 2.3.4 Angular Resolved Scattering

A variant of the BSDF for describing the angular scattering of a surface is the Angular Resolved Scattering (ARS, [38, 44]), which arises in the literature. The ARS is defined as the optical flux component $\Delta\Phi_s$ scattered into a solid angle $\Delta\Omega_s$ in the scattering direction $\theta_s$ normalised to the solid angle and incident flux $\Phi_i$ i.e.

$$ARS(\theta_s) = \frac{\Delta\Phi_s(\theta_s)}{\Delta\Omega_s\Phi_i} = BSDF(\theta_s) \cos\theta_s = BSDF(\theta_s)\gamma_s.$$
2.3.5 Surface PSD Relationship to Image Quality

The relationship between surface topography and image quality is one of special significance to the performance of precision imaging systems.

Precision imaging systems can be conceptualised as a sequence of surfaces (interfaces) between bulk materials which manipulate or modify the electromagnetic wavefront as it traverses the surfaces in turn. For example, the topographical features of each surface are cumulatively imprinted on the wavefront by the process of optical phase delay.

Topographical features on the optical surfaces which are much smaller than the wavelength of light down to atomic scale have little effect, causing low-level background Rayleigh scatter which is fairly isotropic [45]. For larger, more relevant spatial frequencies of such topographic features, the PSD of the surface topography is a useful characterisation as illustrated above. The shape of the wavefront (defined by the complex exit pupil function, $P$) emerging from the imaging optical system, which subsequently converges to the focal plane, carries the signature of the PSDs of all the surfaces through which it has passed. It is instructive to note that the system Optical Transfer Function (OTF) is the autocorrelation of the pupil function [24].

The optical system PSF is the Fourier transform of the OTF and it is the PSF/OTF Fourier transform pair which encodes the quality of the image. The PSD of the optical surfaces at all relevant spatial frequencies is hence directly linked to the image quality. Figure 2.2 shows the relationships between the complex exit pupil function $P$, the Amplitude Point Spread Function (APSF) which is the complex amplitude of the PSF, the Modulation Transfer Function (MTF), OTF and Phase Transfer Function (PTF). The symbol $\mathcal{F}$ denotes a Fourier transform relationship. The symbol $\ast$ denotes correlation.

In optical systems such as those for deep or extreme UV lithography [15, 19, 20], the wavelength of light is very small and the relevant bandwidth of the surface PSD is relat-
Figure 2.2: Optical Transfer Function Relationships

ively wide, spanning many orders of magnitude [46]. A number of different measurement techniques are required to cover such a broad spatial spectrum, usually incorporating conventional interferometry [26], surface-profiling white-light interferometry [47] and atomic force microscopy (AFM [48]).

Within the realm of precision optical systems, the relationship between surface PSD and BSDF is of particular importance. This is simply because there are many commercial profiling instruments for measuring surface topography down to atomic scale. On the other hand, instruments for precision high dynamic range measurements of surface BSDF are rare and are usually special systems designed and operated by metrological or academic institutes [17, 49-52].

2.4 Optical Scatter

Several theoretical approaches to scatter from moderately rough to nearly smooth surfaces have been published [44, 53]. These approaches are typically developed from Maxwell’s equations using various simplifications and approximations [11]. While not
completely rigorous, these theories are very useful both for gaining insight into the scattering phenomenon and for practical purposes. In some cases they also provide a means for solving the inverse problem, namely that of inferring the statistical properties of the surface profile through goniometric or spectro-goniometric scatterometry [39]. Of note are theories known as the classical Beckman-Kirchhoff (BK) theory [54], the Rayleigh-Rice (RR) theory [55], the Harvey-Shack (HS) theory [56] and the most recent Generalised Harvey-Shack (GHS) theory [57, 58]. The RR and GHS theories will be presented briefly to illustrate the relationship between the Power Spectral Density (PSD) of the surface topography and the BSDF.

2.4.1 Rayleigh-Rice Scattering

Also known as the vector perturbation approach, the Rayleigh-Rice theory [11, 55] approaches rigour in the smooth surface limit. It provides a very direct relationship between surface profile and angular scattering and is the cornerstone of statistical smooth surface profiling using goniometric scatterometry. The relationship is as follows:

\[
BSDF(\beta) = \frac{4\pi^2 \Delta n^2}{\lambda^4} Q \gamma_i \gamma_s PSD(f). \tag{2.14}
\]

The BSDF in this case is a function of the (first order diffraction grating equivalent) amount, \(\beta\), by which the ray is scattered from the specular direction by a surface spatial frequency component of \(f\) cycles per unit distance. \(\beta\) and \(f\) are related through the wavelength simply as \(\beta = f\lambda\) as explained in §2.3. The change of refractive index between ray arrival and ray departure from the surface is \(\Delta n\). For reflecting surfaces, \(\Delta n = 2\).

\(Q\) is a reflectance factor that generally depends on the optical constants of the scat-
tering surface substrate, the scattering geometry and the polarisation state. For small incident and scattering angles, this factor reduces to just the total surface reflectance $\rho_t$.

The PSD is expressed here as a function of spatial frequency in any direction along the surface which is only possible for isotropic surfaces having no azimuthal dependence of scattering. This is the radial profile of the 2-dimensional PSD. Notice that the BSDF drops off with the cosines of both the polar angles of incidence ($\gamma_i = \cos \theta_i$) and scattering ($\gamma_s = \cos \theta_s$). Note also that since the PSD of a zero mean height distribution typically levels off at a spatial frequency of $f = 0$, the BSDF also levels off at the specular direction where $\beta = 0$. Clearly, this BSDF model excludes the specular component.

### 2.4.2 Generalised Harvey-Shack Scattering

Recently introduced by Krywonos, Harvey and Choi [57, 59], the Generalised Harvey-Shack (GHS) theory is a scalar treatment using the Helmholtz equation [28] and linear systems theory to describe scattering from smooth through to moderately rough surfaces. The theory is valid for arbitrary forms of the PSD (but with Gaussian topographic height statistical distribution) and large angles of incidence and scattering. They introduced a surface scattering transfer function [57, 59]:

$$H_s(\hat{x}, \hat{y}, \gamma_i, \gamma_s) = \exp \left\{ - \left[ 2\pi \hat{\sigma}_{\text{eff}} (\gamma_i + \gamma_s) \right]^2 \left[ 1 - \frac{ACV(\hat{x}, \hat{y})}{\sigma^2} \right] \right\}, \quad (2.15)$$

where $\hat{x}$, $\hat{y}$ and $\hat{\sigma}_{\text{eff}}$ are wavelength normalised coordinates and effective surface roughness. The ARS then takes the form of a correctly scaled Fourier transform of the surface
The reflectance factor $Q$ is defined in the same manner as that used in the RR relationship in Equation 2.14. $\mathcal{F}$ is again the Fourier transform operator.

The GHS approach combines the advantages of the RR and BK approaches while avoiding the limitations of either of these theories. In addition, the theory provides a practical, if computationally expensive means of translating surface topographic profile measurements into an ARS/BSDF model for analysis of stray light effects in imaging systems.

The general relationship between the surface topography function $z(x, y)$, the surface $ACV$, the surface $PSD$ and the surface $BSDF$ is illustrated in Figure 2.3. The symbol $\star$ denotes the correlation operation.

### 2.5 Scatter Models for Stray Light Analysis

There are a number of direct models available for scatter resulting from residual fabrication roughness on otherwise smooth optical surfaces. The models that will be discussed below are the 2-parameter and 3-parameter Harvey models [60] and the 3-parameter K-correlation model [11, 36, 61].
2.5.1 The Harvey Models

The 2-parameter Harvey model [60] is a simple inverse power law relating the scatter angle sine magnitude $\beta$ to the BSDF as follows:

$$BSDF(\beta; b, s) = b(100\beta)^{-s}. \quad (2.17)$$

The first parameter, $b$ is the value of the BSDF at a scatter sine angle magnitude of $\beta = 0.01$, which is near enough to a scatter angle of 0.01 rad measured from the specular direction. For optical surfaces, typical values of $b$ are $0.01 < b < 1$. The second parameter, $s$ is the log-slope of the BSDF decline with respect to $\beta$ which for optical surfaces lies typically in the range of $1 < s < 3$. This simple model appears to be fractal in the sense that the RR scatter theory predicts a surface radial PSD (see Equation 2.14) that is also a simple inverse power law with the same log-slope across all spatial frequencies. This model is problematic near the specular direction, as it increases without limit as $\beta \to 0$. This behaviour is open to interpretation. It could mean that the RR PSD also increases without limit as $f \to 0$, or that the geometrical specular part of the BSDF is included in the model. The first interpretation is not consistent with smooth optical surfaces and the second interpretation is not useful. For this and other reasons, the 2-parameter Harvey model presents a consistency problem for the definition of the TIS. Although it has proven very useful in stray light analysis, is should be avoided in favour of the 3-parameter Harvey model or the K-correlation model.

For real optical surfaces, the incoherent BSDF levels off at the specular direction and the 3-parameter Harvey model provides this behaviour,

$$BSDF(\beta; b_0, l, s) = b_0 \left[ 1 + \left( \frac{\beta}{l} \right)^2 \right]^{-s/2}. \quad (2.18)$$
This 3-parameter model levels off to a value of \( b_0 \) in the specular direction as \( \beta \to 0 \). At the “shoulder” value of \( \beta = l \), the BSDF starts tending towards the simple inverse power law behaviour of the 2-parameter model, also exhibiting the log-log slope of \( s \).

2.5.2 The K-Correlation Model

As one of the available optical surface scatter models in the Zemax® optical design and analysis code [37, 62], the K-correlation model warrants special attention. Used by Church [61, 63] and Stover [11] to describe scatter from optical surfaces, the practical use of the model (also known as the ABC model) has been facilitated by Dittman [36] and Gangadhara [64] for the purposes of stray light modelling in imaging systems. The K-correlation 1-dimensional PSD is parametrised [36] as,

\[
PSD_{1D}(f) = \frac{A}{\left[1 + B^2 f^2\right]^{s/2}},
\]

(2.19)

and the profile of the 2-dimensional PSD as,

\[
PSD_{2D}(f) = \frac{ABg}{\left[1 + B^2 f^2\right]^{s}},
\]

(2.20)

where,

\[
g = \frac{\Gamma(s/2)}{2\sqrt{\pi}\Gamma(s-1/2)}.
\]

(2.21)

\( \Gamma(x) \) is the Gamma function [65] and \( s \) is the mid-frequency log-slope of the PSD as for the Harvey models. The parameter \( B \) is related to the characteristic surface wavelength (correlation distance \( \tau_c \)) of the surface irregularities [38] and \( A \) is a normalisation factor. The K-correlation model provides that the PSD and hence also the BSDF follow an inverse power law over the mid-section of the spatial spectrum, described as “fractal” and commonly the result of subjecting glassy materials to conventional optical (grind
and polish) manufacturing methods [61, 66].

Dittman [36] provides explicit expressions for $A$ by normalising the PSD to the total or effective surface roughness, $\sigma$ using the RR relationship to BSDF and from there proceeds to analytical expressions for the BSDF (not reproduced here).

A convenient feature of the K-correlation model is that the ACV (the Fourier transform of the PSD) which appears in the GHS expression (Equation 2.15) can be calculated analytically from the K-correlation fit parameters ($A$, $B$ and $s$) using [67]:

$$ACV(r) = \sqrt{2\pi} \frac{A}{B} \frac{2^{(1-s)/2}}{\Gamma((s-1)/2)} \left( \frac{2\pi r}{B} \right)^{(s-2)/2} \mathcal{K}_{(s-2)/2} \left( \frac{2\pi r}{B} \right),$$

(2.22)

where $\mathcal{K}_n(x)$ is the modified Bessel function of the second kind [65] and order $n$.

### 2.5.3 Scatter Model Selection

The choice of scatter model depends on the accuracy with which the scatter must be accounted for in the application. For critical analysis of stray light effects in imaging systems, the K-correlation model is preferred. However, model selection also depends on the data type that is available for compilation/analysis of the model. The 2-parameter Harvey model provides unrealistic behaviour near the specular direction and should be avoided in favour of the 3-parameter Harvey model if the small-angle roll-off of the BSDF is known or can be determined. Likewise, if information about the large angle roll-off is also available, then the K-correlation model should be used in favour of the 3-parameter Harvey model. Selection of model can be assisted by checking the sensitivity of analysis results to the input K-correlation parameters.
2.6 Surface Profilometry and BSDF

There is a strong need in the optical modelling community, especially in precision imaging systems, to have the capability to synthesise a reliable surface BSDF model from surface profile (topography) measurements [61, 68]. Such a BSDF model allows for reliable stray light analysis of precision imaging optical systems without having to perform direct measurements of the surface BSDF [69]. Recent developments have provided an elegant process for moving from surface topography measurements to surface BSDF. It involves the combination of the Generalised Harvey-Shack scattering theory (see §2.4.2) and the K-correlation scatter model (see §2.5.2).

The general process in this respect is as follows:

1. Measure the surface topography \( z(x, y) \) and compute the PSD over the relevant spatial frequencies using Equation 2.8. For optical systems operating at short wavelengths, a combination of measurement techniques may be required to cover all relevant spatial frequencies as in [46]. These techniques include conventional surface interferometry [26], white-light surface profiling interferometry [47] and atomic force microscopy [48].

2. Fit a parametrised K-correlation model to the measured PSD. The K-correlation model is described in more detail in §2.5.2. The GHS theory of scattering is a linear systems theory and this implies (by definition) that a linear combination of K-correlation PSDs can be fitted if a single fit is inadequate.

3. Optical design software such as Zemax® may allow for direct input of the K-correlation parameters for surfaces in the lens model [64]. However, in the case of Zemax® [37], this currently means that the RR formulation for the BSDF (Equation 2.14) will be used [36]. That would also imply that only a single K-correlation model can be applied. This is generally adequate for well-polished
surfaces at moderate-long wavelengths.

4. Calculate the ACV analytically from the fitted K-correlation model(s) using Equation 2.22.

5. Compute the surface transfer function $H_s$ for all relevant angles of incidence and scattering using Equation 2.15. Good estimates of effective and total surface roughness would be available from the surface topography/PSD measurements.

6. Calculate the ARS using Equation 2.16. If the BSDF is required, use the relation given in Equation 2.13. If the PSD spans a very large range of spatial frequencies, such as in EUV applications, the Fourier transforms used in the process have to be calculated in log space. The $FFTLog$ algorithm can be used for this purpose [67].

7. The compiled ARS or BSDF can be used in optical simulations to determine the irradiance distribution in the image plane of an optical system. Of special interest in this regard is the recent work of Choi and Harvey [46, 70] in which they demonstrate computation of the imaging system PSF in analytic form in terms of convolutions of the geometrical PSF and the scaled BSDFs of the optical surfaces.

The above procedures provide a means of moving from surface profilometry (topography measurements) to a very general BSDF model that is valid for a wide range of incident and scattering angles and for smooth to moderately rough surfaces. These BSDF models can be used to compute the imaging system PSF by analytical means [46] or through raytracing with software such as Zemax®. The process described above is illustrated graphically in Figure 2.4.

The inverse problem of surface quality specification [71] is also very important. That is, given a system stray light performance metric, what roughness is allowable on the optical surfaces? However, if there is a suitable solution to a forward problem as
described in the above procedure, then solution of the inverse problem often becomes tractable merely through repeated application of the forward solution.
Figure 2.4: Surface Profilometry for Image Quality Modelling
Chapter 3

Measurement of Weak Scattering in the Specular Beam

3.1 Introduction

Measurement of incoherently scattered radiation very close to the coherent specular beam is challenging due to interference from the specular radiation itself [11]. Refinement of measurement techniques and scatterometer design combined with very careful geometrical definition of the source beam and sensor apertures have allowed measurements to be performed progressively closer to the specular direction [11, 21].

Many scatterometers are configured to accept a flat (plano) optical sample having a surface from which some scatter is expected [16]. The instrument signature is any signal generated by the scatterometer which is not attributable to scattering at the sample. The instrument signature is usually measured before insertion of the sample and subtracted from a measurement performed with the sample in place. The sample is assumed to be optically inactive except for some small incoherent scatter. This is never completely true as the sample will also introduce some fresnel reflections [22].
and optical aberrations that alter the intensity and spatial distribution of the emerging specular beam, possibly also introducing ghost beams [16].

The requirement for a plano sample is a rather limiting one, thus implying that lens and mirror surfaces with optical power cannot be directly evaluated for scatter. Instead, a surrogate, plano sample is used. This surrogate sample should be fabricated using the same process as the curved lens or mirror surfaces. Some uncertainty is therefore introduced into the process because the component used in the system is not the component that was evaluated for scattering.

Ultimately there will be an interest in the overall scattering performance of the complete optical system, possibly comprising many curved surfaces on a number of different optical substrate materials and with different thin film coatings. If the scattering characteristics of the individual surfaces are known, it is possible to model the overall performance of the system, but as noted above, there is substantial room for uncertainty. Therefore it is desirable to be in a position to measure the overall in-field stray light performance and to have a powerful means of discriminating undesirable scattered radiation from the primary specular signal. The instrument for measurement of this scattered radiation in a complete optical system will be referred to as a system scatterometer, as opposed to a surface scatterometer intended to evaluate single plano optical samples (the usual meaning of the term scatterometer [16]).

In this chapter, the possibility of using segmented pupil, focal plane interferometry will be explored as a means of better discriminating the in-field scattered stray light in imaging systems. This is based on the premise that there is a measurable difference between unscattered (specular, coherent) and randomly (incoherently, diffusely) scattered light. In the following development, this will be taken to mean that the specular beam exhibits interference effects while the diffusely scattered light does not.
3.2 Segmented Aperture Interferometry

There are a number of optical instruments and applications in which the pupil or aperture of an optical system is split into several segments (spatial regions) with different phase shifts applied to each segment [72]. Interference effects are then observed in the image plane of the system. An example of this technique is the Rayleigh interferometer [28]. It is commonly used to make precise measurements of the refractive indices of gases. More recently, particularly interesting examples are the dual or multiple aperture space telescope system concepts configured as Bracewell interferometers [73] for the detection of Earth-like exoplanets. This type of interferometer uses a pair of apertures on a wide baseline (20 m up to 200 m) to produce a deep interference null of extremely high viewing resolution within the image. The light from the host star is thus suppressed while light from a nearby planet can be detected and analysed. It is this same principle that is applied here to suppress the specular beam in order to measure the nearby weak incoherent scatter.

A simple type of segmented pupil, phase-shifting interferometer is one that splits the beam of an optical system in two and introduces a variable amount of phase retardation (wavefront piston) into one half of the beam. An optical phase retarder for this can be constructed by diamond-sawing a high quality plano-parallel glass plate in half, mounting the two pieces side-by-side in the optical beam and then rotating one half about an axis perpendicular to the cut (or about any convenient, local axis).

A simple, segmented aperture phase retarder of this type is illustrated in Figure 3.1. Rotation of one half of the retarder will alter the phase shift relative to the other half. The actual axis of rotation makes little difference, since it is the greater effective optical thickness of the rotated half that causes the phase shift.

Suppose a uniformly illuminated, plane-wave, monochromatic beam of light passes through the retarder (Figure 3.1). Assume that the slight lateral displacement of the
beam caused by the plate rotation is negligible. The last assumption can be realised if the system aperture stop lies beyond the retarder and the retarder is adequately overfilled by the incident beam. The phase delay in the EM field caused by the tilted plate can be written as a complex factor $e^{-i\Delta\phi}$, where $\Delta\phi$ is the phase delay expressed in radians.

The phase delay can also be written in terms of the change in optical path length through the tilted plate as a function of the tilt angle, $\theta_x$ as:

$$\Delta\phi = \frac{2\pi nt}{\lambda} \left( \frac{n}{\sqrt{n^2 - \sin^2 \theta_x}} - 1 \right).$$  \hfill (3.1)

The thickness of the plate is $t$ and the refractive index referenced to the surrounding medium is $n$. A more detailed derivation of Equation 3.1 is provided in §A.1.

The far-field EM amplitude for an aperture with this phase modulation can be computed using the Fraunhofer diffraction integral. The Fraunhofer approximation can be expressed as [28]:

Figure 3.1: Segmented Aperture Phase Retarder
Figure 3.2: Coordinate System

\[ U(x_2, y_2) = \frac{e^{ik\Delta z}e^{i\frac{k}{2\Delta z}(x_2^2+y_2^2)}}{i\lambda\Delta z} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(x_1, y_1)e^{-i\frac{k}{\Delta z}(x_1x_2+y_1y_2)}dx_1dy_1, \quad (3.2) \]

where \( U \) is the scalar, time-independent field amplitude in the source plane when expressed as a function of \((x_1, y_1)\) being the coordinates in the source plane and the scalar field amplitude in the (far-field) observation plane when expressed as a function of observation plane coordinates \((x_2, y_2)\). The coordinate system is illustrated in Figure 3.2.

It is further assumed that optical propagation occurs chiefly in the \( z \)-direction, that the propagation distance between the source and observation planes is \( \Delta z \), the optical wavelength is \( \lambda \) and the angular wavenumber is \( k = 2\pi/\lambda \).

The scalar field amplitude in the source plane \( U(x_1, y_1) \), (taken to be directly after the phase retarder) can be written as the sum of two vertical apertures (strips running in the \( y \)-direction) multiplied by a single horizontal aperture (running along the \( x \)-direction) function as:

\[ U(x_1, y_1) = \left[ \text{rect} \left( \frac{x_1-x_0}{D_x} \right) + \text{rect} \left( \frac{x_1+x_0}{D_x} \right) e^{-i\Delta \phi} \right] \text{rect} \left( \frac{y_1}{D_y} \right), \quad (3.3) \]
where the two vertical apertures both of width $D_x$ are displaced by an amount $x_0$ on either side of the optical axis and the total vertical ($y$) height is $D_y$.

The rect function is defined as [74]:

$$\text{rect}(x) \equiv \begin{cases} 
1 & |x| < \frac{1}{2} \\
\frac{1}{2} & |x| = \frac{1}{2} \\
0 & |x| > \frac{1}{2}
\end{cases}.$$  \hspace{1cm} (3.4)

The arrangement of the two rectangular apertures (pupil segments) is shown in Figure 3.3. The constraint that $x_0 \geq D_x/2$ is imposed so that the two apertures do not overlap.

Setting

$$u_2 = e^{ik\Delta x} e^{i \frac{k}{2z_0} (x_0^2 + y_0^2)},$$  \hspace{1cm} (3.5)

the resulting Fraunhofer integral is separable as:
\begin{align}
U(x_2, y_2) &= \frac{u_2}{i \lambda \Delta z} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(x_1, y_1) e^{-i \frac{k}{\Delta z} (x_1 x_2 + y_1 y_2)} dx_1 dy_1 \\
&= \frac{u_2}{i \lambda \Delta z} \int_{-\infty}^{\infty} \left[ \text{rect} \left( \frac{x_1 - x_0}{D_x} \right) + \text{rect} \left( \frac{x_1 + x_0}{D_x} \right) e^{-i \Delta \phi} \right] e^{-i \frac{k}{\Delta z} x_1 x_2} dx_1 \\
&\times \int_{-\infty}^{\infty} \text{rect} \left( \frac{y_1}{D_y} \right) e^{-i \frac{k}{\Delta z} y_1 y_2} dy_1 \\
&= \frac{u_2}{i \lambda \Delta z} \left[ \int_{-\infty}^{\infty} e^{-i \frac{k}{\Delta z} x_1 x_2} dx_1 + \int_{-\infty}^{\infty} e^{-i \frac{k}{\Delta z} x_1 x_2} dx_1 \right] \\
&\times \int_{-\infty}^{\infty} e^{-i \frac{k}{\Delta z} y_1 y_2} dy_1 \\
&= \frac{u_2}{i \lambda \Delta z} D_x D_y \text{sinc} \left( \frac{D_x x_2}{\lambda \Delta z} \right) \left( e^{-\frac{2 \pi i}{\lambda \Delta z} x_0 x_2} + e^{\frac{2 \pi i}{\lambda \Delta z} x_0 x_2 - i \Delta \phi} \right) \\
&\times \text{sinc} \left( \frac{D_y y_2}{\lambda \Delta z} \right). \quad (3.6)
\end{align}

### 3.2.1 Focal Plane Irradiance

If the output beam from the phase retarder is focused with a perfect lens, the paraxial focal plane amplitude can be computed using the Fresnel approximation [24]. The Fresnel integral has a complex exponential quadratic term inside the integral in addition to the linear terms in the Fraunhofer integral (Equation 3.2) as:

\begin{align}
U(x_2, y_2) &= \frac{u_2}{i \lambda \Delta z} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(x_1, y_1) e^{-i \frac{k}{\Delta z} (x_1 x_2 + y_1 y_2)} e^{i \frac{k}{\Delta z} (x_1^2 + y_1^2)} dx_1 dy_1. \quad (3.7)
\end{align}

However, in the paraxial approximation of a thin lens of focal length \( f_l \), the phase change introduced in the pupil plane of the lens can also be expressed as a quadratic term of the pupil coordinates,
\[
\phi_l(x_1, y_1) = -\frac{k}{2f_l}(x_1^2 + y_1^2). \tag{3.8}
\]

Thus the amplitude distribution in the source plane directly after the lens becomes:

\[
U(x_1, y_1) = A(x_1, y_1)V(x_1, y_1)e^{\phi_l(x_1, y_1)} = A(x_1, y_1)V(x_1, y_1)e^{-\frac{k}{2f_l}(x_1^2 + y_1^2)},
\]

where \(A(x_1, y_1)\) is the incident amplitude and \(V(x_1, y_1)\) is a real-valued vignetting function accounting for transmission losses of the lens. The vignetting function is introduced to cater for situations where the lens does not have equal transmittance over the whole aperture (i.e. the lens has some spatial apodization). The propagation distance to the focal plane is \(\Delta z = f_l\) and the Fresnel integral becomes:

\[
U(x_2, y_2) = \frac{u_2}{i\lambda f_l} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U(x_1, y_1)e^{-i\frac{k}{\lambda f_l}(x_1 x_2 + y_1 y_2)}e^{i\frac{k}{\lambda f_l}(x_1^2 + y_1^2)}dx_1 dy_1
= \frac{u_2}{i\lambda f_l} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(x_1, y_1)V(x_1, y_1)e^{-\frac{i}{\lambda f_l}(x_1 x_2 + y_1 y_2)}dx_1 dy_1. \tag{3.9}
\]

The integral in Equation 3.9 can be interpreted as a Fourier transform \(\mathcal{F}\) with spatial frequencies of \(f_x = \frac{x_2}{\lambda f_l}\) and \(f_y = \frac{y_2}{\lambda f_l}\). If the phase-retarder and dual aperture mask are placed a distance \(d\) before the lens, the phase factor outside the integral, \(u_2\) becomes

\[
u_2(x_2, y_2) = e^{i\frac{\pi}{\lambda f_l}(1 - \frac{d}{f_l})(x_2^2 + y_2^2)}. \tag{3.10}
\]

However, the vignetting factor, \(V\), must be transformed to account for the pupil shift [75] as:
When the phase-retarder and aperture mask are placed at the front focal point of the lens (called the telecentric stop position), \( d = f_l \) and the phase factor \( u_2 = 1 \). The focal plane amplitude reduces to:

\[
U(x_2, y_2) = \frac{u_2}{i\lambda f_l} \mathcal{F} \left[ A(x_1, y_1) V(x_1 + \frac{d}{f_l} x_2, y_1 + \frac{d}{f_l} y_2) \right].
\] (3.11)

In the cases of interest here, the lens will have a very small vignetting (wavefront amplitude spatial apodization) effect. The lens vignetting effect could be non-zero, for example, because not all rays will strike the lens surface at the same angles of incidence, and the fresnel reflection from glass is dependent on this angle [28]. Assuming the transmission/vignetting factor, \( V \), of the lens can be neglected, and the incident amplitude, \( A \), is set to the plane wave with segmented aperture phase retardation function given in Equation 3.3, the resulting image plane amplitude distribution follows the pattern of Equation 3.6. This simple, telecentric optical arrangement is illustrated in Figure 3.4.

Hence, under the assumed conditions of monochromatic incident plane wave, uni-
formly illuminated pupil as well as telecentric, paraxial and unvignetted imaging, the focal plane irradiance, $E(x_2, y_2)$, is the square modulus of the focal plane amplitude [28], $U(x_2, y_2)$ calculated according to Equation 3.11. That is:

$$E(x_2, y_2) = \left| \frac{D_x D_y}{i\lambda f_t} \text{sinc} \left( \frac{D_x x_2}{\lambda f_t} \right) \left( e^{\frac{2\pi i}{\lambda f t} x_0 x_2} + e^{\frac{2\pi i}{\lambda f t} x_0 x_2 - i\Delta \phi} \right) \text{sinc} \left( \frac{D_y y_2}{\lambda f_t} \right) \right|^2$$

$$= \left[ \frac{D_x D_y}{\lambda f_t} \text{sinc} \left( \frac{D_x x_2}{\lambda f_t} \right) \text{sinc} \left( \frac{D_y y_2}{\lambda f_t} \right) \right]^2$$

$$\times \left\{ 2 \left[ \cos \left( \frac{4\pi x_0 x_2}{\lambda f_t} - \Delta \phi \right) + 1 \right] \right\}. \quad (3.12)$$

In the specific case of $x_2 = y_2 = 0$ and $\Delta \phi = \pi$, the axial irradiance is zero. That is, with the retarder set to one half wave, the axial irradiance drops to zero. An example image of the logarithm of $E(x_2, y_2)$ for $\Delta \phi = \pi$ is shown in Figure 3.5. The linear values are plotted in green.
A cross-section of the normalised irradiance in the $x$-direction through the origin is shown in Figure 3.6, where $\phi_l = \frac{4\pi x_0 x_2}{\lambda f_l}$. As might be expected, rotation of the phase retarder will give rise to a travelling interference fringe pattern. The fringes travel in the direction perpendicular to the cut through the retarder.

3.3 Source and Detector Aperture Effects

The fact that the light source and focal plane detector, in practice, will be of finite rather than infinitesimal size will have an effect on the depth of the irradiance minimum (interference null) that can be achieved. This in turn will have an important effect on the system capability to measure low levels of scattered irradiance in the interference null. In this section, these effects are explored, together with possible methods of analysis.
The result expressed in Equation 3.12 is the irradiance pattern for a uniform, monochromatic plane wave incident on the phase retarder. This is equivalent to a point source at infinity with $E(x_2, y_2)$ regarded as the system Point Spread Function (PSF). For a spatially extended source that is spatially incoherent, the linear systems approach [24] is to convolve the spatial intensity distribution of the source projected to the image plane with the system PSF. Since the intention here is to exploit the irradiance minima in the system PSF cross-section in the $x$-direction for the purpose of measuring scattered light, the source should compromise these minima as little as possible and should therefore have minimal spatial extent in the $x$-direction. A slit source with the long axis in the $y$-direction is therefore chosen for analysis, since this will have least impact on the depth of the irradiance null. The dimensions of the slit source, projected to the image plane will be labelled $s_x$ and $s_y$. The convolution (denoted $\otimes$) of the system PSF and the projected slit aperture function, $S(x_2, y_2)$, is thus

$$E_s(x_2, y_2) = E(x_2, y_2) \otimes S(x_2, y_2) = E(x_2, y_2) \otimes \left[ \text{rect} \left( \frac{x_2}{s_x} \right) \text{rect} \left( \frac{y_2}{s_y} \right) \right].$$

Here it is assumed that the axes of the source slit are precisely aligned to the axes of the phase retarder rotation axis and mask apertures (see Figures 3.3, 3.1 and 3.4).

The convolution operation is defined [32] as,

$$f(x, y) \otimes g(x, y) \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x', y') g(x - x', y - y') dx' dy'.$$  (3.13)

In the case of separable functions the convolution can also be separated as:
\[ [f_1(x)f_2(y)] \otimes [g_1(x)g_2(y)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_1(x')f_2(y')g_1(x-x')g_2(y-y') \, dx' \, dy' \]
\[ = \int_{-\infty}^{\infty} f_1(x')g_1(x-x') \, dx' \int_{-\infty}^{\infty} f_2(y)g_2(y-y') \, dy' \]
\[ = [f_1(x) \otimes g_1(x)][f_2(y) \otimes g_2(y)]. \]

Likewise, if the detector has a rectangular aperture of dimensions \( p_x \times p_y \) with spatially uniform response, there will be a further convolution with the detector/pixel aperture function, \( P_d(x_2, y_2) = P_X(x_2)P_Y(y_2) \), which is separable for rectangular detectors. The resulting function with both detector and source convolutions can be used to determine the amount of flux falling on the detector aperture, wherever the detector is positioned in the image. The separated functions are defined as,

\[
E_{sp}(x_2, y_2) = E(x_2, y_2) \otimes S(x_2, y_2) \otimes P_d(x_2, y_2) \\
= 2 \left( \frac{D_x D_y}{\lambda f_l} \right)^2 \left[ E_x(x_2) \otimes S_x(x_2) \otimes P_x(x_2) \right] \times \left[ E_y(y_2) \otimes S_y(y_2) \otimes P_y(y_2) \right] \\
= 2 \left( \frac{D_x D_y}{\lambda f_l} \right)^2 E_{xsp}(x_2)E_{ysp}(y_2),
\]

where,

\[
E_{xsp}(x_2) = E_x(x_2) \otimes S_x(x_2) \otimes P_x(x_2) \\
= \left\{ \text{sinc}^2 \left( \frac{D_x x_2}{\lambda f_l} \right) \left[ \cos \left( \frac{4\pi x_0 x_2}{\lambda f_l} - \Delta \phi \right) + 1 \right] \right\} \\
\otimes \text{rect} \left( \frac{x_2}{s_x} \right) \otimes \text{rect} \left( \frac{x_2}{p_x} \right)
\]
and

\[ E_{y_{sp}}(y_2) = E_y(y_2) \otimes S_y(y_2) \otimes P_y(y_2) \]
\[ = \text{sinc}^2 \left( \frac{D_y y_2}{\lambda f_l} \right) \otimes \text{rect} \left( \frac{y_2}{s_y} \right) \otimes \text{rect} \left( \frac{y_2}{p_y} \right). \]

These convolutions though difficult to solve analytically\(^1\), can be computed numerically using dense sampling of \(x_2\) and \(y_2\) and without using Fourier methods. This result could then be compared to a numerical result computed using Fourier methods, or with Zemax® [37] which uses Fourier methods amongst others.

### 3.4 Bilaterally Symmetric Segmented Pupils

In this section a more general approach to analysis of segmented pupil interferometry will be explored, starting with the result that the incoherent Optical Transfer Function (OTF) can be computed as the normalised autocorrelation of the pupil function [24, 25]. The generalised pupil function gives the amplitude and phase of the EM field at the exit pupil. In this case the pupil function is taken to comprise two non-overlapping segments (regions) one of which is a reflection of the other about the \(y\)-axis. Moreover, the pupil function is assumed to be symmetrical about the \(x\)-axis. The aperture mask shown in Figure 3.3 is a special case. The pupil function therefore comprises a real apodization function, \(P(x, y)\), that is positive in a continuous region confined to the half plane where \(x \geq 0\) and that is symmetrical about the \(x\)-axis, combined with the reflection of \(P\) around the \(y\)-axis multiplied by the phase factor \(e^{-i\Delta \phi}\). A more general case is illustrated in Figure 3.7.

Under these conditions the generalised pupil function, \(P\), can be written as

\(^1\)Solutions generally involve sine-integral, cosine-integral or exponential-integral terms.
\[ P(x, y) = P(x, y) + e^{-i\Delta \phi} P(-x, y). \]

The complex, incoherent OTF is then computed as the normalised complex autocorrelation (denoted \( \ast \)) of the generalised pupil function. The correlation operation can be changed into a convolution operation. Doing this is advantageous because the convolution operation is commutative, associative and distributive whereas correlation is not generally commutative. The required identity [32] is

\[ f(x, y) \ast g(x, y) = f(-x, -y) \otimes g^*(x, y). \]

The superscript \( * \) denotes complex conjugation. The autocorrelation of \( P \) is then
expanded and simplified using the $y$-symmetry of $P$. Therefore:

$$P(x, y) \star P(x, y) = \left[ P(x, y) + e^{-i\Delta \phi} P(-x, y) \right] \star \left[ P(x, y) + e^{-i\Delta \phi} P(-x, y) \right]$$

$$= P(x, y) \star P(x, y) + P(x, y) \star \left[ e^{-i\Delta \phi} P(-x, y) \right]$$

$$+ \left[ e^{-i\Delta \phi} P(-x, y) \right] \star P(x, y) + \left[ e^{-i\Delta \phi} P(-x, y) \right] \star \left[ e^{-i\Delta \phi} P(-x, y) \right]$$

$$= P(-x, y) \otimes P(x, y) + P(-x, y) \otimes \left[ e^{i\Delta \phi} P(-x, y) \right]$$

$$+ \left[ e^{-i\Delta \phi} P(x, y) \right] \otimes P(x, y) + \left[ e^{-i\Delta \phi} P(x, y) \right] \otimes \left[ e^{i\Delta \phi} P(-x, y) \right]$$

$$= P(-x, y) \otimes P(-x, y) + e^{i\Delta \phi} P(-x, y) \otimes P(-x, y) + e^{-i\Delta \phi} P(x, y) \otimes P(-x, y)$$

$$+ \left[ e^{i\Delta \phi} P(x, y) \otimes P(x, y) + P(x, y) \otimes (-x, y) + e^{-i\Delta \phi} P(x, y) \otimes P(-x, y) \right]$$

$$+ e^{i\Delta \phi} P(x, y) \otimes P(x, y).$$

(3.14)

The incoherent PSF is proportional to the Fourier Transform of the incoherent OTF and the OTF is the autocorrelation of the pupil function (see Figure 2.2). The Fourier Transform of the autocorrelation of the generalised pupil function $P$ therefore provides the PSF as:

$$\mathcal{F} \left[ P(x, y) \star P(x, y) \right] \propto 2\mathcal{F} \left[ P(x, y) \otimes P(-x, y) \right] + e^{i\Delta \phi} \mathcal{F} \left[ P(-x, y) \otimes P(-x, y) \right]$$

$$+ e^{-i\Delta \phi} \mathcal{F} \left[ P(x, y) \otimes P(x, y) \right]$$

$$= 2\mathcal{F} \left[ P(x, y) \right] \mathcal{F} \left[ P(-x, y) \right]$$

$$+ e^{i\Delta \phi} \left\{ \mathcal{F} \left[ P(-x, y) \right] \right\}^2 + e^{-i\Delta \phi} \left\{ \mathcal{F} \left[ P(x, y) \right] \right\}^2.$$  

(3.15)

As a first check on the result in Equation 3.15, the rectangular aperture arrangement described by Equation 3.3 and illustrated in Figure 3.3 will be used and the result compared to Equation 3.12. The equivalent pupil apodization function can be written
as:

\[ P(x_1, y_1) = \text{rect} \left( \frac{x_1 - x_0}{D_x} \right) \text{rect} \left( \frac{y_1}{D_y} \right). \]

The Fourier transform of this function is,

\[ \mathcal{F}_\omega [P(x_1, y_1)] = D_x \text{sinc}(D_x \omega_x) e^{-i2\pi \omega_x x_0} D_y \text{sinc}(D_y \omega_y). \]

The Fourier transform of the reflection across the \( y \)-axis is

\[ \mathcal{F}_\omega [P(-x_1, y_1)] = D_x \text{sinc}(D_x \omega_x) e^{i2\pi \omega_x x_0} D_y \text{sinc}(D_y \omega_y). \]

Thus

\[
\mathcal{F}_\omega [P(x_1, y_1) \ast P(x_1, y_1)] \propto 2 \left[ D_x \text{sinc}(D_x \omega_x) D_y \text{sinc}(D_y \omega_y) \right]^2 \\
+ e^{i\Delta \phi} e^{i 4\pi \omega_x x_0} \left[ D_x \text{sinc}(D_x \omega_x) D_y \text{sinc}(D_y \omega_y) \right]^2 \\
+ e^{-i \Delta \phi} e^{-i 4\pi \omega_x x_0} \left[ D_x \text{sinc}(D_x \omega_x) D_y \text{sinc}(D_y \omega_y) \right]^2 \\
= \left[ D_x \text{sinc}(D_x \omega_x) D_y \text{sinc}(D_y \omega_y) \right]^2 \\
\times \left\{ 2 + e^{i 4\pi \omega_x x_0} e^{i \Delta \phi} + e^{-i 4\pi \omega_x x_0} e^{-i \Delta \phi} \right\} \\
= 2 \left[ D_x \text{sinc}(D_x \omega_x) D_y \text{sinc}(D_y \omega_y) \right]^2 \\
\times \left\{ 1 + \cos \left( 4\pi \omega_x x_0 + \Delta \phi \right) \right\}.
\]

With \( \omega_x = \frac{x_2}{M_x} \) and \( \omega_y = \frac{y_2}{M_y} \), this is essentially the same result to within a scaling constant and the sign of \( \Delta \phi \) as that obtained in Equation 3.12. This helps to establish the validity of both Equation 3.15 and Equation 3.12.
3.5 Circular Pupils

For general imaging systems, the most common pupil shape is circular. Therefore a further interesting case is that of a circular pupil, segmented into two semi-circles, one of which receives the phase shift $e^{-i\Delta\phi}$. This is more generally known as the fractional Hilbert phase mask, illustrated in Figure 3.8. A few alternative approaches were explored to reach an analytical image plane irradiance distribution expression for the fractional Hilbert pupil mask. Some of these methods involved separation of the Hilbert pupil phase mask into various combinations of circ and step functions, or expressed as infinite Fourier summations.

All of these alternative were found to have significant analytical barriers.

As an illustration, a semi-circular pupil function can be written as

$$P(x_1, y_1) = \text{circ} \left( \frac{\sqrt{x_1^2 + y_1^2}}{R} \right) \text{step} (x_1).$$  \hspace{1cm} (3.16)
The circ function for strictly positive radius $r$ is expressed as follows [74]:

$$
circ(r) = \begin{cases} 
1 & r < 1 \\
\frac{1}{2} & r = 1 \\
0 & r > 1 
\end{cases} \tag{3.17}
$$

The Heaviside step function is defined [32] as,

$$
\text{step}(x) = \begin{cases} 
0 & x < 0 \\
\frac{1}{2} & x = 0 \\
1 & x > 0 
\end{cases} \tag{3.18}
$$

The Fourier transform of the pupil apodization function in Equation 3.16 is a convolution of the Fourier transforms of the circ and step functions. This arises from the convolution theorem, which states that the Fourier transform of a functional product is the convolution of the Fourier transforms of the factors [76]. The Fourier transform of the circ function is the jinc function or Airy disc [25], which is a scaled Bessel function of the first kind and of first order, denoted $J_1$, divided by the radial coordinate as:

$$
\mathcal{F}_\omega \left[ \text{circ} \left( \frac{\sqrt{x^2 + y^2}}{R} \right) \right] = R^2 J_1 \left( \frac{2\pi R \sqrt{\omega_x^2 + \omega_y^2}}{R \sqrt{\omega_x^2 + \omega_y^2}} \right) = R^2 \text{jinc} \left( 2R \sqrt{\omega_x^2 + \omega_y^2} \right),
$$

where $R$ is the pupil radius. The jinc function is defined here as:

$$
\text{jinc}(\omega_x, \omega_y) = 2 \frac{J_1 \left( \pi \sqrt{\omega_x^2 + \omega_y^2} \right)}{\sqrt{\omega_x^2 + \omega_y^2}}.
$$

The Fourier transform of the step function [32] is
\[ F_\omega [\text{step}(x)] = \frac{1}{i2\pi \omega} + \delta(\omega), \]

where \( \delta \) denotes the Dirac-delta function [32].

Therefore we can write:

\[
F_\omega [P(x, y)] = F_\omega \left[ \text{circ} \left( \frac{\sqrt{x^2 + y^2}}{R} \right) \right] \otimes F_\omega [\text{step}(x)] \\
= F_\omega \left[ \text{circ} \left( \frac{\sqrt{x^2 + y^2}}{R} \right) \right] \otimes \left[ \frac{1}{i2\pi x} + \delta(\omega_x) \right] \\
= F_\omega \left[ \text{circ} \left( \frac{\sqrt{x^2 + y^2}}{R} \right) \right] \otimes \left[ \frac{1}{i2\pi x} \right] + F_\omega \left[ \text{circ} \left( \frac{\sqrt{x^2 + y^2}}{R} \right) \right].
\]

This Fourier transform can also be expressed as a definite integral in polar coordinates with the standard coordinate transform from Cartesian to polar coordinates [32] as:

\[
F_\omega [P(r, \theta)] = \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} r e^{-i2\pi r \omega \cos(\theta - \omega \phi)} d\theta dr.
\]

The generalised pupil function, \( P \), now including the phase factor \( e^{-i\Delta \phi} \) can be written as a Fourier series in \( \theta \) multiplied by the \text{circ} function so that [76]:

\[
P(r, \theta) = \text{circ} \left( \frac{r}{R} \right) \left\{ \frac{1}{2} - \frac{2}{\pi} \sum_{n=1,3,5...}^{\infty} \frac{1}{n} \sin n\theta + e^{-i\Delta \phi} \left[ \frac{1}{2} + \frac{2}{\pi} \sum_{n=1,3,5...}^{\infty} \frac{1}{n} \sin n\theta \right] \right\}.
\]

Performing the Fourier transform of this complex pupil function is analytically challenging and thus was not taken any further.

The approaches that were attempted in reaching an analytical solution for the frac-
tional Hilbert phase mask all make the assumption that the central cut through the phase retarder (Figure 3.1) is infinitely thin. In practice, it will not be possible to implement a perfect cut in the phase retarder, so in the interest of reducing stray light, the cut in the phase retarder should be masked with a thin, rectangular obscuration. This is the equivalent of slightly shifting the position of the step function in Equation 3.16 to the right. This however only adds to the computational problems already encountered. An alternative approach to a solution for the fractional Hilbert phase mask was therefore sought and this was found in the form of the Nijboer-Zernike approach [28].

3.6 Imperfect Nulling

With perfect geometry and perfectly monochromatic and uniform illumination, the axial image irradiance is theoretically zero (interference null) for symmetric pair pupil segment arrangements with an optical phase difference of exactly $\pi$ radians. In a real experiment, none of these conditions will be exactly achieved and this section will mention some of the effects of imperfections on the depth of the null.

3.6.1 Polychromaticity

No light source is perfectly monochromatic and unless the phase retarder is perfectly achromatised, the phase delay introduced by the retarder will not be exactly the same for all wavelengths. This is an inevitable consequence of the fact that all conventional optical media exhibit some dispersion [77], meaning that the refractive index varies with wavelength. In the case of a complete system, the overall spectral weighting depends on the spectral distribution of the light source, the spectral transmission of the optical train as well as the spectral response of the detector. These spectrally active effects will be rolled up into a function of wavelength called the system Spectral Response Function
(SRF), denoted $S(\lambda)$. The polychromatic PSF is then computed as an integral over wavelength of the monochromatic PSF weighted by the SRF.

In principle it is possible to achromatise the phase retarder or at least to reduce the magnitude of the dependence of retardation on wavelength. The wavelength dependence of phase retardation is expressed through the refractive index as shown in § A.1.

### 3.6.2 Non-Uniform Illumination or Vignetting

Non-uniform illumination of the pupil or lens vignetting effectively introduces a spatial amplitude apodization effect. This would have to be taken into consideration when analysing the effectiveness and depth of the interference null. For example, this could appear as the non-negligible lens vignetting function, $V$, from Equation 3.11. Evaluation of non-uniform illumination or vignetting has to be performed numerically, with software such as Zemax®. Simple functional forms of spatial apodization could however be addressed analytically.

### 3.6.3 Geometry Errors

Just as non-uniform illumination will result in imperfect nulling due to the reflective symmetry of the apodization function $P$ being broken, so too will implementation errors in the effective shape or dimensions of the apertures. For example, if the edges of the apertures were not perfectly straight or orthogonal, this would have an effect on the PSF. Again, this will have to be analysed numerically.

### 3.6.4 Aberrations

It is not possible to construct optical systems that produce and propagate perfect optical wavefronts. Optical components in the system including lenses, windows, filters
and even the phase retarder itself will introduce non-zero optical wavefront aberrations (distortions from ideal wavefront shape). In this case the generalised pupil function must include these wavefront aberrations as a varying phase term over the aperture. Nijboer-Zernike theory is an attractive alternative for dealing with arbitrary aberrations in the propagated wavefront and the effect of such aberrations on the PSF.

3.7 Summary

A closed form solution to the focal plane EM field intensity (Equation 3.12) has been developed in this chapter for a rectangular aperture, segmented pupil (Figure 3.3), phase-shifting interferometer for a point source. In practice, convolutions of this solution would be required to take finite source and detector sizes into account. Closed form solution of these convolutions was not pursued here and a numerical approach would be the first choice in further work on this problem.

Analysis of the fractional Hilbert mask is further complicated by the computational barriers encountered. The above alternatives lead to a search for a completely different approach in solving this problem. This was found in the form of the Nijboer-Zernike theory which enables computation of the focal plane field through expansion of the pupil function in terms of Zernike polynomials [28]. Further, in this investigation, the extended Nijboer-Zernike approach (ENZ) that was encountered [78] expands the scope of problems that can be addressed using Zernike-basis expansion.

The analysis of the fractional Hilbert mask in the context of ENZ theory resulted in a journal paper submission to Current Applied Physics entitled “Zernike-basis expansion of the fractional and radial Hilbert phase masks”. The paper is reproduced in its entirety in Chapter 6.
Chapter 4

Precision Imaging Systems

4.1 Introduction

Precision optical imaging systems are used in a very broad range of applications. Some of the most demanding imaging applications are those in microscopy, astronomy, space optics and lithography. Design and construction of objective lens assemblies for ultraviolet lithography [15, 18-20] is a key technology in the manufacture of state-of-the-art electronic Integrated Circuits (IC). To illustrate the scale and complexity of these systems, a lithography objective lens system patent *circa* 1998 [79] is shown in cross-section in Figure 4.1. The completed opto-mechanical assembly of the Zeiss® Starlith 1000 lithography lens is shown in Figure 4.2, which operates at a wavelength of $\lambda = 248$ nm [80].

The lithography lens objective system illustrated in Figure 4.1 comprises 59 refractive lens surfaces. Surface quality and cleanliness must be controlled to very high standards in order to minimise the effects of stray light.

A variety of phenomena can degrade the contrast or quality of the image produced by a precision optical system. To illustrate the extensive range of these effects, the
Figure 4.1: Lithography Lens Optical Design Cross-Section, USP 5,969,803
Figure 4.2: Zeiss® Starlith 1000 Lithography Lens Opto-Mechanical Assembly, Courtesy Electronics Production and Test [80]
following sections provide an introductory discussion, with a broad distinction into design-related, manufacture-related and use-related effects.

While there are a great number of potential degrading effects, the unifying theme is that of absorption or directional scatter of light. While absorption only reduces the available light for the application, undesirable scattered light reaching the image plane will reduce image quality. The general term for such undesirable scattered light is *stray light* [6]. Figure 4.3 is a simulation of the effect that stray light could have on a high quality image.

### 4.2 Optical Design and Opto-mechanical Design

The optical design of an imaging system is the primary determinant of the limiting image quality that a system can deliver [81]. In the regime of geometrical optics, system performance is analysed by performing geometrical tracing of rays through the optical system according to the laws of refraction (Snell’s law) and reflection [22]. Any deviations from perfect intersection by the rays at a geometrical point in the image...
plane are referred to as geometrical ray aberrations [82]. The chromatic aberrations are those related to the fact that optical glasses have a different refractive index for different wavelengths of light. This is also referred to as optical dispersion [77, 83]. Generally, glass components also exhibit a change in dimensions as well as refractive index with temperature change [84]. Hence, glass must be selected in the design process to compensate both for dispersion and other physical and chemical properties of the glass [85, 86].

Opto-mechanical design is the process of designing a structure to provide static or dynamic (e.g., zoom lens) positional location and support to the active optical components (lenses, mirrors, prisms, filters etc.) of an optical system [87]. The manner of support has an influence on such things as the self-weight distortion of an optical component under the effect of gravity. Components can shift as a result of temperature fluctuations as the mechanical components expand and contract. Stress can be induced through the mechanical pinching of optical components leading to birefringence [88], which gives rise to double images [89].

Opto-mechanical components provide limiting apertures and other support structures such as spiders and mirror cells that diffract and absorb light passing through the system. Light can scatter from mechanical components and reach the image plane, reducing contrast. This problem is generally controlled using carefully formulated black paints or coatings [35, 90] and by including baffles which block the light scattered from mechanical parts [6].

All glass materials exhibit a residual surface reflection known as the fresnel reflection [22]. These reflections can give rise to ghost images which interfere with primary image utility. Ghost images are controlled by manipulating the geometrical layout of optical components, as well as the application of thin optical films (anti-reflection coatings). These thin film coatings can have other influences, such as increasing random scatter [91]
and distortion of the component through increased stress.

With due consideration to the image quality demanded of a system as well as the operating environment in which the system must maintain performance, the combined optical and opto-mechanical designs must be configured to within manufacturing tolerance bands to meet these requirements [87].

### 4.3 Optical Manufacture

Raw materials used in the production of precision optical systems are produced by industrial processes which cannot yield materials that are perfect in every respect. For example, optical glasses cannot be reproduced to have a perfectly precise refractive index or with perfect spatial homogeneity [77]. Spatial fluctuations in refractive index can occur on scales of a fraction of a millimetre (striae) to gradients in refractive index across a large glass sample [92, 93]. Glass can contain chemical impurities and inclusions (bubbles, crystals or solid foreign matter) which absorb or scatter light [94]. While glass for precision optical systems is generally subject to the process of annealing [77] to reduce internal stresses, there will always be some residual internal stress after annealing [88].

Manufacture of precision optical components from the raw materials is executed using a very broad range of industrial processes from traditional grind and pitch-lap polishing [66] to state-of-the-art techniques such as Magneto-Rheological Finishing (MRF [95]). The physical and chemical characteristics of the raw material in conjunction with the selected manufacturing processes results in a component which deviates from the perfect geometry and optical properties of the designed component. Residual surface roughness (imperfect polish) and flaws such as scratches and digs as well as sub-surface damage [96] such as micro-cracks will also cause undesirable scattering.
The residual surface shape errors are often classified as *form* (or *figure*), being the low spatial frequencies, *ripple* (mid-spatial frequencies) and *finish* (roughness, high spatial frequencies) [97].

System integration involves the construction of the optical sub-assemblies and the system from the components. The methods, controls and processes used in system assembly can affect the quality of the resulting system [87].

Control of contamination from dust or other undesirable substances such as deposited airborne Volatile Organic Compounds (VOC) can be a very important aspect of the manufacturing process [98, 99], especially in aerospace applications [100].

These manufacturing errors and deficiencies, both in optical and opto-mechanical components and assemblies will generally result in degraded image quality.

4.4 Operational Environment

Transition of the optical system into the operational environment, as well as the effects of the operational environment itself can cause degradation in imaging performance. An example of a severe transition environment is the launch of a space optical system [101], with extreme levels of acceleration, shock, vibration and temperature fluctuation.

Once an optical system is operating in the intended environment there are various mechanisms by which imaging performance can be degraded [102]. While optical glasses are generally very stable materials, they are susceptible to damage and ageing effects [77]. These effects would include chipping, scratching, devitrification, solarisation, hard radiation damage, surface etching and water damage. The optical thin film coatings applied to lens and mirror surfaces may delaminate or disintegrate due to one of the above processes. Environmental contaminants, such as fingerprints and dust can cause etching of coatings and underlying glass surfaces.
Solarisation is generally reversible damage to the spectral transmission of a transparent material resulting from intense exposure to EM radiation (soft X-rays through to ultraviolet wavelengths). Glasses used in space applications are usually subject to higher levels of ultraviolet and shorter wavelength radiation in general.

If glass is subject to high fluxes of EM radiation such as from a laser, specific types of surface and bulk damage become a risk [103]. Existing damage as well as contamination tend to increase the risk of further damage.

Hard radiation (e.g. protons, gamma rays) such as may be encountered in a space environment can cause damage to glass types not formulated to be resistant to such exposure [104, 105].

Temperature fluctuations not only cause variations in refractive index, but non-uniform temperature distributions can cause component deformation and additional stress-induced birefringence [88].

While the above effects relate to optical scatter from features occurring at various physical size scales, it is important to note that there is also background scatter caused at the fundamental physical granularity (atoms, molecules) of the materials comprising the optical system. Elastic atomic and molecular scatter is also referred to as Rayleigh scattering [5, 45, 106], which is relatively isotropic (the same over all scatter angles). In particular, the gases between optical components as well as the glass materials will exhibit both elastic and inelastic molecular scatter within the bulk of the material. While Rayleigh scattering is usually at a substantially lower level of intensity than the larger scale mechanisms discussed above, inelastic or non-linear scatter such as Raman [45, 107, 108] scatter is usually of substantially lower intensity again than Rayleigh scatter.

Little can be done to reduce molecular scatter. The optical system can be evacuated to eliminate scattering from gases (normally the default situation in space optical
systems). This has to be taken into account during the design phase. In the case of EUV lithographic systems, evacuation of the system is mandatory because air strongly absorbs EM radiation at the operating wavelength of $\lambda = 13.5$ nm.

4.5 Summary

Optical imaging systems are used in a large variety of applications, some of which place extreme demands on image quality. DUV/EUV lithography systems and space telescopes are prominent examples. Optical systems in this class are vulnerable at every stage of design, construction and deployment to factors which can degrade the quality and utility of the images they produce. Some of these factors have been explored in this chapter and clearly highlight the need to test and guarantee the quality of materials, components, sub-assemblies and systems at every possible opportunity. This applies equally to the procedures and processes used to create these systems as well as the manufacturing and operational environments. Directional scattering of light plays a central role and is the unifying principle across all of these considerations. Theoretical understanding, modelling and measurement of optical scattering at material, component and systems level are all mandatory in order to realise the full potential of these systems.
Chapter 5

Conclusion

This work undertook to review the applications, measurement and modelling of the directional scatter of light, with an emphasis on precision optical imaging systems. Diffraction, reflection and refraction were identified as specific types of coherent scattering along with random scatter due to optical surface defects, residual roughness, sub-surface damage, coating structure and contamination amongst others.

The problem of stray light in high performance imaging systems was investigated and it was found that by using a combination of the Generalised Harvey-Shack scatter theory with the K-correlation scatter model, it is possible to calculate a surface BSDF from profile measurements that is valid over a broad range of optical wavelengths, incident and scattering angles as well as roughness levels. These models are suitable for use in the design and analysis of stray light effects in precision imaging systems.

It was further determined that scatterometer design for measurement of weak scatter as well as construction and operation of such scatterometers is inherently challenging. A concept using segmented pupil interferometry (for example the fractional Hilbert phase mask) has been proposed to cause a dark interference fringe to traverse the specular beam, facilitating measurement of weak incoherent scatter near or within the specular
A large variety of possible deleterious effects related to design, manufacture and use of imaging systems was observed. These effects range from design flaws to optical surface contamination. The unifying theme for all of these effects is the coherent or random directional scattering of light.

Furthermore, it was found that techniques based on the ENZ approach offer considerable promise for the purpose of analysing measurements of the system PSF in order to quantify (retrieve) the various aberrations present in the imaging system.

A fractional Hilbert phase mask has been proposed and analysed as a means to facilitate measurement of weak scatter within or near the specular beam. The mask can also serve to enhance the ENZ aberration retrieval process by means of improving PSF measurement diversity. These considerations lead to a paper entitled “Zernike-basis expansion of the fractional and radial Hilbert phase masks”, which is provided in Chapter 6.
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Chapter 6

Journal Paper Submission

The paper submitted to an accredited journal for publication is reproduced below. The journal in question is Current Applied Physics, an Elsevier publication. The subject matter of the paper arose from consideration of how to model image formation in the presence of a phase retarder implemented as a tilted plano-parallel glass plate in the pupil of an imaging system. This phase retarder was introduced in Chapter 3 as a type of segmented pupil interferometer that could be of assistance when measuring weak optical scatter near the specular beam. The technique could also be of use in performing retrieval of optical phase or aberration information when evaluating the image plane performance of optical systems. Considered in other contexts and more generally, this type of circular-pupil phase retarder is better known as the fractional Hilbert mask.

The acceptance correspondence and Article in Press are provided in Appendix B.
Zernike-basis expansion of the fractional and radial Hilbert phase masks

N Chetty¹ and D J Griffith¹

¹School of Chemistry and Physics, University of KwaZulu-Natal (PMB)
Private Bag X01, Scottsville 3209, South Africa

The linear Hilbert phase mask or transform has found applications in image processing and spectroscopy. An optical version of the fractional Hilbert mask is considered here, comprising an imaging system with a circular, unobscured pupil in which a variable phase delay is introduced into one half of the pupil, split bilaterally. The radial Hilbert phase mask is also used in image processing and to produce optical vortices which have applications in optical tweezers and the detection of exoplanets.

We subjected the fractional and radial Hilbert phase masks to Zernike function expansion in order to compute the image plane electromagnetic field distribution using Nijboer-Zernike theory. The Zernike functions form an orthogonal basis on the unit circle. The complex-valued Zernike expansion coefficients for these two phase masks were derived for use in the context of the Extended Nijboer-Zernike (ENZ) theory of image formation. The ENZ approach is of interest in that it allows a greater range of defocus to be dealt with, provides a simple means of taking a finite source size into account and has been adapted to high Numerical Aperture (NA) imaging applications.

Our image plane results for the fractional Hilbert mask were verified against a numerical model implemented in the commercial optical design and analysis code, Zemax®. It was found that the Nijboer-Zernike result converged to the Zemax® result from below as the number of Zernike terms in the expansion was increased.

1. Introduction

Many problems in optics relate to the diffraction propagation of electro-magnetic fields. In the modeling of imaging systems, computation of the shape of the wavefront emerging from the system exit pupil is often fairly straightforward and can be accomplished to adequate accuracy using simple geometrical raytracing. The final step, that of diffraction propagation of the emergent wavefront into the focal region is then the key computation in arriving at the complex field amplitude and hence the radiant intensity at or near focus. This involves evaluation of a diffraction integral, some of the most general being the Rayleigh-Sommerfeld integrals [1].

This technique of using geometrical optics to map the field in the exit pupil following by numerical evaluation of a diffraction integral is one of the methods used in optical design and analysis software codes. The diffraction integral that is numerically evaluated can be selected to suit the problem. Various approximations can be used to simplify the most general diffraction integrals, including the Debye, Fresnel and Fraunhofer approximations [1]. The Fresnel and Fraunhofer approximations are of special significance in that diffraction propagation can be expressed in terms of linear and shift-invariant operations in frequency space giving rise to the domain of Fourier optics [2]. This permits application of all the analytical and numerical Fourier techniques to a broad range of optical diffraction problems.

Wavefront aberrations can be expanded in terms of the Zernike functions, which form an orthogonal set of basis functions on the unit circle. This covers the case of the unobscured, circular pupil which is very common in imaging systems. Not only does Zernike-basis expansion aid in the diagnostic interpretation of test interferograms, for example, it also allows for application of the Classical Nijboer-Zernike (CNZ) theory in optical analysis [1]. In CNZ theory, each Zernike function mode in the exit pupil gives rise to a proportional field contribution in the image plane [1].

More recently [3], the Extended Nijboer-Zernike (ENZ) theory has been introduced permitting coverage of a broader range of diffraction imaging phenomena. A detailed description of the ENZ approach with extensive references has been made available in [4]. Here, we apply the ENZ theory to analyse the circular pupil, fractional Hilbert mask [5] and perform a numerical verification of the result. ENZ expansion coefficients for the radial Hilbert phase mask on a circular pupil are also provided together with some illustrations of the Point Spread Function (PSF) in the focal region.

2. The Zernike Functions

The normalized Zernike functions $\hat{Z}_n^m(\rho)$ are composed of the product of a normalization factor $N_n^m$, a radial Zernike polynomial $R_n^m(\rho)$ and azimuthal sine or cosine factors for $n \geq 0$ and $m = -n, -n+2, \ldots, n-2, n$ as [6]
\[
\hat{Z}_n^m(\rho, \theta) = \begin{cases} 
N_n^m R_n^m(\rho) \cos m\theta & m \geq 0 \\
-N_n^m R_n^m(\rho) \sin m\theta & m < 0.
\end{cases} \tag{1}
\]

The restriction on \(m\) to vary from \(-n\) to \(n\) in increments of 2 implies that if \(n\) is odd, \(m\) is also odd and if \(n\) is even, \(m\) will be even or zero. Conversely, if \(m\) is odd then \(n\) is also odd and if \(m\) is even or zero then \(n\) is also even or zero.

Normalization of the Zernike functions is not always included in the definition (Equation 1) by authors (excluded by Born and Wolf [1], included by Noll [7] and Thibos et al. [6] for example). If the normalization factors are excluded from the Zernike function definition, the normalization factors are then effectively incorporated into the expansion coefficients (denoted \(\alpha_n^m\) in the following section).

While the product of the radial polynomial and cosine/sine factors always varies from \(-1\) to \(+1\) [8, 9], the normalization factor \(N_n^m\) for a specific Zernike function is given by [6, 7]

\[
N_n^m = \sqrt{\frac{2(n+1)}{1+\delta_{m,n}}}.
\tag{2}
\]

where the Kronecker delta \(\delta_{m,n}\) is

\[
\delta_{m,n} = \begin{cases} 
1 & m = n \\
0 & m \neq n.
\end{cases} \tag{3}
\]

The radial Zernike polynomials can be written explicitly [1] as

\[
R_n^m(\rho) = \sum_{s=0}^{p} \frac{(-1)^s(n-s)!}{s!(p-s)!(q-s)!} \rho^{n-2s} \tag{4}
\]

where \(p \equiv (n-|m|)/2\) and \(q \equiv (n+|m|)/2\) are integers that are always zero or positive and the exclamation mark (!) denotes the factorial of the preceding expression. The radial polynomial coefficients are all integers which always sum to unity (i.e. \(R_n^m(1) = 1\) for all \(m\) and \(n\)).

2.A. Zernike Function Orthogonality

The Zernike functions as defined in Equation 1 obey a set of inner product orthogonality relations [1]. The inner product of a function \(\Phi(\rho, \theta)\) with the Zernike functions is defined as

\[
\langle \Phi(\rho, \theta), \hat{Z}_n^m(\rho, \theta) \rangle \equiv \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \Phi(\rho, \theta) \hat{Z}_n^m(\rho, \theta) \rho d\rho d\theta.
\tag{5}
\]

The inner products of the Zernike functions with themselves are

\[
\langle \hat{Z}_n^m(\rho, \theta), \hat{Z}_n^m(\rho, \theta) \rangle = \delta_{m,m'} \delta_{n,n'}.
\tag{6}
\]

For the radial polynomials

\[
\int_0^1 R_n^m(\rho) R_{n'}^m(\rho) \rho d\rho = \frac{\delta_{n,n'}}{2(n+1)},
\tag{7}
\]

and

\[
\int_0^{2\pi} \cos m\theta \cos m'\theta d\theta = \pi(1 + \delta_{m,0}) \delta_{m,m'} \tag{8}
\]

in the azimuthal direction. A similar relationship exists for the sine functions. Orthonormality implies that the integral of the product of any two Zernike functions over the unit circle is zero unless the two functions are identical (have the same \(n\) and \(m\)). In the latter case, the integral is unity.

Since the Zernike functions form a complete, orthogonal basis on the unit circle, any (pupil) function \(\Phi(\rho, \theta)\) defined on the unit circle can be expanded in terms of the Zernike functions. The normalized Zernike coefficients \(\hat{\alpha}_n^m\) in the Zernike representation of a function are unique for a given pupil function, regardless of how many terms are fitted. It also means that the coefficients (normalized in the following instance) for reconstructing \(\Phi(\rho, \theta)\) can be found using the inner product as

\[
\hat{\alpha}_n^m = \langle \Phi(\rho, \theta), \hat{Z}_n^m(\rho, \theta) \rangle.
\tag{9}
\]

If the Zernike functions are not normalized by definition, the orthogonality relationship in Equation 6 will be

\[
\langle Z_n^m(\rho, \theta), Z_{n'}^{m'}(\rho, \theta) \rangle = \frac{1 + \delta_{m,0}}{2(n+1)} \delta_{m,m'} \delta_{n,n'}
\tag{10}
\]

\[
= \frac{1}{N_n^m N_{n'}^{m'}} \delta_{m,m'} \delta_{n,n'}.
\tag{11}
\]

2.B. Properties and Relationships of the Zernike Radial Polynomials

The Zernike functions and radial polynomials have been studied in detail [9, 10] in the general context of orthogonal polynomials [11]. Some special values and identities of the Zernike radial polynomials that will be required are [10]

\[
R_n^m(1) = 1, \tag{12}
\]

\[
R_n^m(0) = (-\delta_{m,0})^{m/2}, \tag{13}
\]

\[
\int_0^1 R_n^m(\rho) d\rho = \frac{(-1)^p}{n+1}, \tag{14}
\]

\[
\int_0^1 R_n^m(\rho) d\rho = \begin{cases} 
\frac{1}{2} \frac{(-1)^p}{n(n+2)} & m, n = 0 \\
\text{otherwise.}
\end{cases}
\tag{15}
\]
Equations 14 and 15 could not be found explicitly in existing literature and are therefore proven here. Starting with a Zernike polynomial relationship provided by Prata and Rusch [12] and having defined

\[ S^m_n(s, \rho) \equiv \int R^m_n(\rho) \rho^s d\rho, \] (16)

they provide

\[ S^m_n(0, \rho) = \frac{1}{n+1} \left[ (R^m_{n+1}(\rho) - R^m_{n+3}(\rho) + \ldots) \right. \\
- \left. (R^m_{n-1}(\rho) - R^m_{n-3}(\rho) + \ldots) \right], \] (17)

where the summations stop when the azimuthal (upper) index exceeds the radial index. This is now rewritten using summation notation as

\[ S^m_n(0, \rho) = \frac{1}{n+1} \sum_{k=m+1, m+3, \ldots}^{n-1} (-1)^{k-m-1} R^k_{n+1}(\rho) \\
- \frac{1}{n+1} \sum_{k=m+1, m+3, \ldots}^{n-1} (-1)^{k-m-1} R^k_{n-1}(\rho). \] (18)

From Equation 16, the definite integral

\[ \int_0^1 R^m_n(\rho) d\rho = S^m_n(0, \rho) - S^m_n(0, 0) = S^m_n(0, 1), \] (19)

since from Equation 18 with Equation 13 it is clear that \( S^m_n(0, 0) = 0 \). Then substituting \( \rho = 1 \) in Equation 18 and using the identity in Equation 12 yields

\[ S^m_n(0, 1) = \frac{1}{n+1} \sum_{k=m+1, m+3, \ldots}^{n-1} (-1)^{k-m-1} \\
- \frac{1}{n+1} \sum_{k=m+1, m+3, \ldots}^{n-1} (-1)^{k-m-1}. \] (20)

The summations cancel term for term, except for the final term with \( k = n+1 \) in the first summation, so that

\[ S^m_n(0, 1) = \frac{(-1)^{n+m}}{n+1} = \frac{(-1)^p}{n+1}, \] (21)

thus proving Equation 14.

Prata and Rusch [12] show that

\[ S^m_n(1, \rho) = \frac{1}{2(n+1)} [(n + m + 2)S^m_{n+1}(0, \rho) \\
+ (n - m)S^m_{n-1}(0, \rho)]. \] (22)

From Equation 16, the definite integral

\[ \int_0^1 R^m_n(\rho) d\rho = S^m_n(1, \rho) - S^m_n(1, 0) = S^m_n(1, 1). \] (23)

By substituting \( \rho = 0 \) in Equation 22 it is clear that \( S^m_n(1, 0) = 0 \). Then substituting \( \rho = 1 \) in Equation 22 and using Equation 21,

\[ S^m_n(1,1) = \frac{1}{2(n+1)} [(n + m + 2)(-1)^{n-m} \frac{n-m}{n+2} + (n - m)(-1)^{n-m} \frac{n}{n+2}] \] (24)

\[ = \frac{1}{2(n+1)} [(n + m + 2)(-1)^p \frac{n}{n+2} - (n - m)(-1)^p \frac{n}{n+2}] \] (25)

\[ = \frac{(-1)^p}{2(n+1)} \left[ \frac{n + m + 2}{n+2} - \frac{n - m}{n} \right] \] (26)

\[ = \frac{(-1)^p m}{n(n+2)}. \] (27)

The final step is some straightforward algebra, thus proving Equation 15, except for the case \( m = n = 0 \), follows easily from \( R^0_0(\rho) = 1 \).

3. Fractional Hilbert Mask Expansion

The goal here is to find the ENZ coefficients of the one-dimensional, fractional Hilbert mask on a circular, un-obscured pupil. Optically, this is equivalent to splitting the pupil bilaterally and introducing a variable phase shift into one half.

The Zernike coefficients are computed using the inner product as given in Equation 9 and the inner product definition in Equation 5. The ENZ approach differs with reference to the classical Nijboer-Zernike (CNZ) approach in that the complex-valued EM pupil field amplitude is expanded instead of the real-valued wavefront error. In the ENZ case, the formalism is essentially the same as for the classical approach, except that the Zernike coefficients are now generally also complex-valued [4] and are usually denoted \( \hat{\beta}^m_n \). We will use \( A^m_n \) and \( B^m_n \) for the real and complex-valued Zernike coefficients for the circular pupil fractional Hilbert mask.

For a general, complex-valued pupil function \( P(\rho, \theta) \) the normalized ENZ expansion is (using the inner product notation defined in Equation 5)

\[ \hat{\beta}^m_n = \langle P(\rho, \theta), \hat{Z}^m_n(\rho, \theta) \rangle. \] (28)

Note that in what follows, the ENZ expansions will only consider cosine terms \( (m \geq 0) \), and therefore any modulus signs around \( m \) will be dropped.

To perform the ENZ expansion of the circular fractional Hilbert mask, the circular pupil is first segmented bilaterally by expressing the (real-valued) pupil transmission \( A(\theta) \) in the azimuthal coordinate, \( \theta \), as an infinite Fourier cosine series representing a square wave [13–15] as
A Fourier series of this kind, when truncated, exhibits the Gibbs phenomenon (ripple and overshoot near discontinuities [14]) and requires many terms in the summation for reasonable convergence. This aspect will discussed in more detail in §3.A.

The real transmission function \( A(\theta) \) is ideally unity in the right half-plane \((x > 0)\) and zero in the left half-plane \((x < 0)\). So for the Hilbert mask, the right half of the pupil is expressed in transmission as \( A(\theta) \), and the left half of the pupil is then \( 1 - A(\theta) \).

The full, complex-valued pupil with a phase retardation of \( \Delta \phi \) in the right half is then written as

\[
P(\rho, \theta) = A(\theta)e^{-i\Delta \phi} + 1 - A(\theta)
= (e^{-i\Delta \phi} - 1)A(\theta) + 1.
\]

This is illustrated in Figure 1.

The real-valued transmission function \( A(\theta) \) is subject to normalized (coefficients for normalized Zernike functions are denoted \( \hat{A}_m^n, \hat{B}_m^n, \hat{\alpha}_m^n \) etc.) Zernike expansion first as

\[
\hat{A}_m^n = \langle A(\theta), \hat{Z}_m^n(\rho, \theta) \rangle \\
= \frac{1}{2} \langle \hat{Z}_0^n, \hat{Z}_m^n(\rho, \theta) \rangle \\
+ \frac{2}{\pi} \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \cos k\theta, \hat{Z}_m^n(\rho, \theta) \rangle
= \frac{1}{2} \langle \hat{Z}_0^n, \hat{Z}_m^n(\rho, \theta) \rangle \\
+ \frac{2N_m^n}{\pi} \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \cos k\theta, R_m^n(\rho) \cos m\theta \rangle.
\]

The final inner product in Equation 32 is evaluated using the definition in Equation 6 as

\[
\langle \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \cos k\theta, R_m^n(\rho) \cos m\theta \rangle \\
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \left[ \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \cos k\theta \right] R_m^n(\rho) \cos m\theta d\rho d\theta
= \frac{1}{\pi} \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \int_0^{2\pi} \cos k\theta \cos m\theta d\theta \int_0^1 R_m^n(\rho) d\rho.
\]

Applying the cos-function orthogonality relationship given in Equation 8 as well as Equation 15 we notice that all terms in the summation vanish except for when \( k = m \). Thus

\[
\langle \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \cos k\theta, R_m^n(\rho) \cos m\theta \rangle \\
= \frac{1}{\pi} \sum_{k=1,3,5...}^{\infty} \frac{(-1)^{k+1}}{k} \pi \delta_{k,m} \int_0^1 R_m^n(\rho) d\rho
= \frac{(-1)^{m+1}}{m} \frac{\pi}{n(n+2)} \quad m, n positive, odd
\]
\[
= \frac{(-1)^{n+1}}{n(n+2)} \quad m, n positive, odd
\]
\[
= \frac{1}{2} \quad m = n = 0
\]
\[
= \frac{2N_m^n(-1)^{n+1}}{\pi n(n+2)} \quad m, n odd
\]
\[
= 0 \quad m, n even.
\]

Substituting Equation 34 in Equation 32 gives

\[
\hat{A}_m^n = \begin{cases} 
\frac{1}{2} & \text{if } m = n = 0 \\
\frac{2N_m^n(-1)^{n+1}}{\pi n(n+2)} & \text{if } m, n odd \\
0 & \text{if } m, n even.
\end{cases}
\]

It is noted that these coefficients are independent of \( m \) (the coefficients are the same across all values of \( m \) for each \( n \)).

The fractional Hilbert mask pupil function \( P(\rho, \theta) \) is then expanded using the ENZ procedure as

\[
\hat{B}_m^n = \langle P(\rho, \theta), \hat{Z}_m^n(\rho, \theta) \rangle \\
= \langle (e^{-i\Delta \phi} - 1)A(\theta) + 1, \hat{Z}_m^n(\rho, \theta) \rangle \\
= (e^{-i\Delta \phi} - 1)\hat{A}_m^n + \langle \hat{Z}_0^n, \hat{Z}_m^n(\rho, \theta) \rangle.
\]

The \( \hat{B}_m^n \) coefficients can thus be written down from the \( \hat{A}_m^n \) coefficients (Equation 35) as

\[\hat{B}_m^n = \left( e^{-i\Delta \phi} - 1 \right) \hat{A}_m^n + \hat{Z}_m^n(0, \theta). \]
\[ \hat{B}_n^m = \begin{cases} 
\frac{(e^{-i\Delta \phi}+1)}{2} & m = n = 0 \\
\frac{2N_n^m (e^{-i\Delta \phi} - 1)(-1)^{\frac{n+1}{2}}}{\pi n(n+2)} \sin \frac{\pi n}{2} & m, n \text{ odd}, \quad 0 < n < N \\
0 & m, n \text{ even}.
\end{cases} \]  

(37)

This solution for \( \hat{B}_n^m \) has the required property that if \( \Delta \phi \to 0 \) then \( \hat{B}_n^m \to 0 \) for all positive \( m \) and \( n \) while \( \hat{B}_0^0 \to 1 \). These coefficients are also independent of \( m \).

3.A. Gibbs Phenomenon

Formulation of the fractional Hilbert mask pupil function involved the use of a square wave, synthesized as a Fourier cosine sequence \( A(\theta) \) given in Equation 29. This series has relatively poor convergence and exhibits ripple (or ringing) and overshoot artifacts near the discontinuities, known as “Gibbs Phenomenon” [14] when the series is truncated in numerical work. It follows that these artifacts will be propagated by the numerical ENZ process to the focal region results when the series is necessarily truncated.

The Gibbs phenomenon can be suppressed to a significant extent (but not eliminated) using a filtering factor called the Lanczos \( \sigma \)-factor [14]. If the series is to be truncated at \( n = N \), the Fourier coefficients are multiplied by \( \sin \frac{\pi x}{2} \) where \( \sin(x) \equiv \sin \pi x / \pi x \) and the summation is performed up to \( n = N - 1 \). So truncating the series at \( n = N \) and including the Lanczos \( \sigma \)-factor, the \( \hat{B}_n^m \) coefficients for normalized Zernike functions become

\[ \hat{B}_n^m = \begin{cases} 
\frac{e^{-i\Delta \phi}+1}{2} & m = n = 0 \\
\frac{2N_n^m (e^{-i\Delta \phi} - 1)(-1)^{\frac{n+1}{2}} \sin \frac{\pi n}{2}}{\pi n(n+2)} & m, n \text{ odd}, \quad 0 < n < N \\
0 & m, n \text{ even}.
\end{cases} \]  

(38)

The corresponding result for the \( \hat{A}_n^m \), being the normalized Zernike coefficients for \( A(\theta) \) follows from Equation 35 as

\[ \hat{A}_n^m = \begin{cases} 
\frac{1}{2} & m = n = 0 \\
\frac{2N_n^m (-1)^{\frac{n+1}{2}} \sin \frac{\pi n}{2}}{\pi n(n+2)} & m, n \text{ odd}, \quad 0 < n < N \\
0 & \text{otherwise}.
\end{cases} \]  

(39)

As an illustration, \( A(\theta) \) is plotted for a summation of 50 terms with and without the Lanczos \( \sigma \)-factor in Figure 2. Clearly the inclusion of the \( \sigma \)-factor helps to suppress the Gibbs phenomenon. The first discontinuity is at \( \theta = \pi / 2 \).

With or without the Lanczos \( \sigma \)-factor for suppression of the Gibbs phenomenon, it is necessary to compute the Zernike radial polynomials to high order for numerical verification purposes. The coefficients (see Equation 4) are ratios of factorials which become large, computationally expensive and potentially inaccurate from \( n = 40 \) onward [16]. Alternative techniques for computation of the polynomial coefficients are then required. Janssen and Dirksen [16] and Vleck and Sovka [17] have provided solutions which exploit the relationship of the Zernike radial polynomials to Chebyshev polynomials and the more general Jacobi polynomials.

4. ENZ Propagation from Pupil to Focal Region

The essence of the ENZ approach [3] is that each Zernike term in the complex-valued pupil expansion corresponds to a field contribution in the focal region. The complex-valued, scalar field amplitude, \( U \), in the focal region is written as

\[ U(\rho', \theta'; d_f) = \sum_{m,n} \beta_n^m U_n^m(\rho', \theta'; d_f), \]  

(40)

where \( \beta_n^m U_n^m \) is the contribution from \( \beta_n^m Z_n^m \) in the exit pupil, the lateral coordinates in the focal region are \( (\rho', \theta') \), with a relative defocus from the best focal plane in the axial direction of \( d_f \). Janssen [3] evaluated the focal region contributions \( U_n^m \) for substantial defocus \( d_f \) (relative to CNZ), by deriving functions \( V_n^m(\rho', d_f) \) such that

\[ U_n^m(\rho', \theta'; d_f) = 2i^m V_n^m(\rho', d_f) \cos m \theta', \]  

(41)

where the radial and defocus function \( V_n^m \) is an integral over Zernike polynomial, radially-weighted Bessel functions, \( J_m \) of the first kind and order \( m \),

\[ V_n^m(\rho', d_f) = \int_0^1 \exp \{ id_f \rho^2 \} R_n^m(\rho)J_m(2\pi \rho \rho') d\rho. \]  

(42)

Note that the focal region coordinates and defocus parameter \( d_f \) are not in absolute length units here, but
expressed relative to the Numerical Aperture (NA) of imaging and the wavelength of light under consideration. Exit pupil and focal region coordinates are illustrated in \( \S 4.A \).

Power-Bessel series expansion on \( V_n^m \) produces [3]

\[
V_n^m(\rho', d_f) = e^{id_f} \sum_{l=1}^{\infty} (-2id_f)^{l-1} \sum_{j=0}^{p} v_{lj} \frac{J_{m+l+2j}(2\pi\rho')}{l(2\pi\rho')},
\]

in which \( p = (n-m)/2 \) (as before for positive \( m \)). The \( v_{lj} \) factor is computed as

\[
v_{lj} = (-1)^p (m+l+2j) \frac{(m+j+l-1)\binom{m+j+l-1}{l-1}(j+l-1)}{(p-j)/(p-j)!} \left( q + l + j \right),
\]

with \( q = (n+m)/2 \) (as before for positive \( m \)).

For defocus parameter \( d_f = 0 \), the result of the Classical Nijboer-Zernike (CNZ) theory can be used in which the summation over \( l \) in Equation 43 is reduced to a single Bessel term as [4]

\[
V_n^m(\rho', 0) = \int_0^1 R_m^n(\rho)J_m(2\pi\rho)\rho d\rho = (-1)^{n+m} \frac{J_{n+1}(2\pi\rho')}{2\pi\rho'}.
\]

The CNZ result in Equation 45 is useful for consistency checking and for the initial evaluation of convergence. Also, the evaluation of the \( v_{lj} \) binomial factors as given in Equation 44 can become numerically problematic at high order.

4.A. Pupil and Focal Region Coordinates

The radial coordinate \( \rho \) in the pupil is normalized relative to the physical pupil radius. The Cartesian coordinates \((x', y', d_f)\) and polar coordinates \((\rho', \theta')\) in the focal region are also normalized relative to absolute coordinates \((x, y, z)\) as follows:

\[
x' = \frac{NA}{\lambda} = \rho' \cos \theta' \\
y' = \frac{NA}{\lambda} = \rho' \sin \theta' \\
d_f = 2\frac{\pi}{\lambda} z(1 - \sqrt{1 - NA^2}),
\]

where \( NA \) is the Numerical Aperture (NA) of imaging and \( \lambda \) is the light wavelength.

The relative coordinate scheme is illustrated in Figure 3. Here the system exit pupil \( P \) with absolute outer edge radius \( R \) and relative radial coordinate \( \rho \), has a spherical wavefront emerging from the exit pupil and converging on the image plane origin at \( O \).

4.B. Zernike Function Normalization in ENZ Practice

Braat et al. [4] exclude the normalisation factor \( N_n^m \) in their definition of the Zernike functions. In that case, the expressions for the unnormalized coefficients \( A_n^m \) and \( B_n^m \) for the fractional Hilbert mask (with reference to Equations 39 and 38, including the Lanczos \( \sigma \)-factor) will include the square of the \( N_n^m \) factors and

\[
A_n^m = \begin{cases} 
\frac{1}{2} & m = n = 0 \\
\frac{2[\sigma N_n^m]^2(-1)^{n-1}\text{sinc} \frac{\pi}{\sigma}}{\pi n(n+2)} & m, n \text{ odd}, n < N \\
0 & \text{otherwise},
\end{cases}
\]

with

\[
B_n^m = \begin{cases} 
\frac{e^{-i\Delta z}+1}{2[\sigma N_n^m]^2 e^{-i\phi}(-1)^{n-1}\text{sinc} \frac{\pi}{\sigma}} & m = n = 0 \\
\frac{2[\sigma N_n^m]^2 e^{-i\Delta z}(-1)^{n-1}\text{sinc} \frac{\pi}{\sigma}}{\pi n(n+2)} & m, n \text{ odd}, n < N \\
0 & \text{otherwise}.
\end{cases}
\]

4.C. ENZ Scope and Limitations

The scope and limitations of the application of ENZ tools circa 2010 is covered in detail by Van Haver [18]. The accuracy of this ENZ result relative to more accurate (numerical) Rayleigh integral computations is expected to degrade in both the low and high NA regimes. For optical wavelengths on the order of 550 nm in the visible spectrum, the applicable range is taken to be \( 0.05 < \text{NA} < 0.6 \). Other limitations relating to vector and associated polarization effects are assumed negligible in the current context.

5. Numerical Verification

5.A. CNZ Convergence

The convergence of the CNZ result for the circular pupil, fractional Hilbert mask (Equations 45, 41, 40 with
complex-valued coefficients $B^m_n$ computed with Equations 48 or 38 was tested with increasing $N$ (the maximum value of $n$). A cross-section of the PSF intensity (irradiance) along the $x$-axis was computed for a sequence of increasing $N$ with $\Delta \phi = \pi$, $\lambda = 0.1$, $\lambda = 0.5 \mu m$, $d_f = 0$. The CNZ result without the normalization factor is plotted in Figure 4. This result is shown relative to the Non-Sequential Component (NSC) model result from the optical analysis package Zemax®. The Zemax® result will be discussed in more detail in §6.

A horizontal line at a relative irradiance which is 4 orders of magnitude below peak has been plotted in Figure 4. This is assumed to be measurable with high dynamic range Focal Plane Array (FPA) detectors.

The $x$-cross section convergence of the CNZ result relative to NSC Zemax® results for other values of $\Delta \phi$ are plotted in Figures 5, 6 and 7.

For $\Delta \phi = 0$ (Figure 5), there is only a single CNZ term, providing the normal incoherent diffraction-limited PSF for an unobscured, circular pupil (the Airy disk).

For non-zero $\Delta \phi$ convergence appears to be from below. The image-plane PSF for a number of different values of $\Delta \phi$ was computed using the CNZ result (Equation 45, $d_f = 0$) and the log$_{10}$ of the normalized irradiance (square modulus of the complex-valued scalar field) is plotted in Figure 8 for $\lambda = 0.1$, $\lambda = 0.5 \mu m$, and $N = 41$.

The result for $\Delta \phi = 0$ in Figure 8 yields the expected diffraction-limited PSF for $\lambda = 0.1$, $\lambda = 0.5 \mu m$, corresponding to $m = n = 0$ in Equation 45. The full, central dark interference null is only formed close to $\Delta \phi = \pi$.

Braat et al. [4] provide Matlab® code for evaluation of the $V^m_n$ functions, comprising implementation of Equation 43. This code was used for the computation of the field in the focal plane for the circular pupil, fractional Hilbert mask. The result was verified to be the same for the $d_f = 0$ case as for the CNZ result.

In the process it was noted that the radial coordinate input to the Matlab® function for $V^m_n$ must be scaled by $2\pi$ in addition to normalizing as per Equation 46.
6. **Comparison to Zemax® Results**

*Zemax*® is a multipurpose, optical design and analysis software code. Two methods of modeling the circular, fractional Hilbert mask problem were attempted. In the first method, the phase piston ($\Delta \phi$) was introduced into the optical layout using a *Zemax*® surface type called the “Zernike Standard Phase” surface. This surface directly introduces a phase advance/retardation into the wavefront through specification of the Zernike-basis coefficients. For various reasons (more detail is given in §6.A), this method did not work well and was useful only to help verify the Zernike coefficients $\hat{A}^m_n$ for normalized Zernike functions (Equation 39).

The second *Zemax*® modeling method entailed introduction of the phase piston $\Delta \phi$ using a Non-Sequential Component (NSC) model of a tilted glass plate phase retarder as illustrated in Figure 9. It was necessary to use two pairs of plates in sequence, with one sequential pair tilted in opposite directions in order to undo the small lateral beam displacement caused by the first tilted plate.

Once the *Zemax*® NSC model of the plate retarder had been set up and verified, the cross-section of the PSF was computed, using direct summation of Huygens wavelets. This is thought to be the more accurate (and definitely more time-consuming) method with respect to the more routine FFT approach. Besides the Huygens wavelet summation and FFT methods, *Zemax*® also offers a Physical Optical Propagation (POP) method of analysis. The *Zemax*® result from the Huygens wavelet-summation method is shown as a reference in Figures 4, 5, 6 and 7. The CNZ result does converge to the *Zemax*® result, but quite a large number of terms ($N > 80$) are required for close agreement.
6.A. Zernike Functions in Zemax

Zemax® follows the Noll [7] indexing scheme for the Zernike (“standard” as opposed to “fringe”) functions which maps \( Z_n^m \rightarrow Z_j \) according to sequence A176988 in the On-Line Encyclopedia of Integer Sequences. This mapping appears to lack the virtue of a simple formula, but follows the rule that odd \( j \) are assigned to values of \( m < 0 \) (and even \( j \) to all \( m > 0 \)) and smaller values of \( j \) are assigned to smaller values of \( |m| \).

Zemax only allows up to \( j = 231 \) Noll terms in the Zernike series. This corresponds to all terms up to \( n = 21 \). This is not really sufficient to allow for an accurate computation of the fractional Hilbert pupil mask situation using the Zernike Standard Phase surface in Zemax. Zemax® also follows Noll [7] in that the Zernike functions include the normalization factor.

6.B. Computation of Circular Pupil, Fractional Hilbert Mask PSF using Zemax®

The circular pupil, fractional Hilbert mask was modeled in Zemax® using a Non-Sequential Component (NSC) group and implemented as a tilted plate phase retarder illustrated in Figure 9. Zemax® currently offers three different methods of computing the PSF, namely the direct summation of Huygens wavelets, an FFT technique and a Physical Optics Propagation (POP) algorithm. All three methods produced essentially the same results illustrated in Figures 4 to 8.

The Huygens PSF results from Zemax® are visually indistinguishable from the results shown in Figure 8. Note that the x-axis cross sections of the Zemax® Huygens PSF image results are plotted as the reference curves in Figures 4, 5, 6 and 7.

7. The Radial Hilbert Phase Mask

The radial Hilbert phase mask is equivalent to a phase vortex used in [19] and in vortex coronagraph concepts for exoplanet detection [20]. In this case the pupil phase is written as

\[
P(\theta) = e^{i \phi},
\]

where the integer vortex topological charge is \( l \geq 1 \). We performed unnormalised Zernike-basis expansion using the ENZ approach and for \( m \geq 0 \) as

\[
\beta_n^m = \langle e^{i \phi} | Z_n^m(\rho, \theta) \rangle
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 e^{i \phi} Z_n^m(\rho, \theta) \rho d\rho d\theta
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 e^{i \phi} R_n^m(\rho) \cos m \theta \rho d\rho d\theta
= \delta_{l,m} \frac{(-1)^p m}{n(n+2)}. \tag{51}
\]

The final step arises from the orthogonality relations of the sin and cos functions and application of Equation 15. For \( m < 0 \), a similar argument yields

\[
\beta_n^m = \frac{-i \delta_{l,|m|} \frac{(-1)^p |m|}{n(n+2)}}{n(n+2)} = -i \beta_n^{-m}. \tag{51}
\]

The vortex charge \( l \) selects the corresponding azimuthal orders \(|m| = l\) only, but otherwise there are non-zero coefficients for all \( n \). The ENZ focal region reconstruction proceeds according to Equation 40. Figure 10 shows the intensity and phase in focus (\( d_f = 0 \)) and out of focus (\( d_f = 3 \) and \( d_f = 6 \)).

8. Conclusion

The Zernike functions were reviewed as an orthogonal set of basis functions on the unit circle. The Zernike function basis has found numerous applications in optics and other disciplines such as image processing. A selection of Zernike function and Zernike radial polynomial relations were presented in the context of the Classical Nijboer-Zernike (CNZ) theory of optical aberrations. The more recent, and growing, Extended Nijboer-Zernike (ENZ) approach [3, 18] has expanded the range of optical diffraction problems that can be modeled and analyzed using an efficient semi-analytical procedure rooted in the use of Zernike-basis expansion.

The linear, fractional Hilbert mask has found applications in optics [5] and image processing [21]. The main result presented here was derivation of the Extended Nijboer-Zernike expansion coefficients for the circular pupil, fractional Hilbert mask. The convergence of the resulting infinite series, when truncated, was improved by introduction of the Lanczos \( \sigma \)-factor [14]. The ENZ coefficients for the circular pupil, fractional Hilbert mask were verified using numerical techniques, especially that of a comparison to results from the Zemax® optical design and analysis code.
The circular pupil ENZ expansion coefficients for the radial Hilbert phase mask, which is identified with the optical vortex, have also been provided together with illustrations of the focal region PSF intensity and phase.

Our future work in this area will relate to the use of Hilbert masks to produce axial irradiance nulls for high dynamic range measurements of scattering phase functions and also for aberration retrieval using irradiance measurements in the focal region.
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Figure 10. Optical vortex focal region normalized linear intensity and phase for charge $l = 1$. Normalised intensity varies from 0 (black) to 1 (white) and phase varies from 0 (black) to $2\pi$ (white), $N\lambda = 0.1$, $\lambda = 0.5 \mu m$. 
Appendix A

Derivations

A.1 Phase Delay of a Tilted Plane Parallel Plate

The following is a derivation of the optical wavefront retardation introduced by tilting of a plane parallel glass plate in collimated light. Starting with Snell’s Law [109] expressed for the angles of incidence, $\theta_i$, and refraction, $\theta_r$, relative to the surface normal $\hat{n}$ on entry to a glass plate of thickness $t$ having refractive index $n_r$ embedded in a medium of refractive index $n_i$: 

$$ n_i \sin \theta_i = n_r \sin \theta_r. \quad (A.1) $$

In this case, the rotation of the plate from normal incidence is equal to $\theta_i$ the angle of incidence (see Figure A.1).

If $d$ is the physical path length within the plate then:

$$ \sin \theta_r = \frac{\sqrt{d^2 - t^2}}{d}, \quad (A.2) $$

so that,
\[
\frac{n_i \sin \theta_i}{n_r} = \frac{\sqrt{d^2 - t^2}}{d}.
\] (A.3)

Solving for \(d\) as a function of \(\theta_i\) leads to

\[
d(\theta_i) = \frac{n_r t}{\sqrt{n_r^2 - n_i^2 \sin^2 \theta_i}}.
\] (A.4)

The Optical Path Length (OPL), denoted \(\Lambda\) within the plate is the product of the refractive index of the plate and the physical path length as:

\[
\Lambda(\theta_i) = n_r d = \frac{n_r^2 t}{\sqrt{n_r^2 - n_i^2 \sin^2 \theta_i}}.
\] (A.5)

The Optical Path Difference (OPD), denoted \(\Delta \Lambda\) between a ray passing through the tilted plate and untitled plate is

\[
\Delta \Lambda(\theta_i) = n_r d - n_r t = \frac{n_r^2 t}{\sqrt{n_r^2 - n_i^2 \sin^2 \theta_i}} - n_r t.
\] (A.6)
If instead of referencing the refractive indices to the speed of light in vacuo, they are referenced to that of the incident medium (typically air, having a refractive index very slightly above unity), then setting $n = n_i / n$, the OPD reduces to:

$$\Delta \Lambda(\theta_i) = \frac{n^2 t}{\sqrt{n^2 - \sin^2 \theta_i}} - nt = nt \left( \frac{n}{\sqrt{n^2 - \sin^2 \theta_i}} - 1 \right).$$  \hspace{1cm} (A.7)

If the OPD is to be expressed as a phase retardation $\Delta \phi$ in radians then the OPD is divided by the optical wavelength and multiplied by $2\pi$ as:

$$\Delta \phi(\theta_i) = \frac{2\pi \Delta \Lambda(\theta_i)}{\lambda} = \frac{2\pi nt}{\lambda} \left( \frac{n}{\sqrt{n^2 - \sin^2 \theta_i}} - 1 \right).$$  \hspace{1cm} (A.8)

The wavelength, $\lambda$ is measured in the reference medium.
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A B S T R A C T
The linear Hilbert phase mask or transform has found applications in image processing and spectroscopy. An optical version of the fractional Hilbert mask is considered here, comprising an imaging system with a circular, unobscured pupil in which a variable phase delay is introduced into one half of the pupil, split bilaterally. The radial Hilbert phase mask is also used in image processing and to produce optical vortices which have applications in optical tweezers and the detection of exoplanets.

We subjected the fractional and radial Hilbert phase masks to Zernike function expansion in order to compute the image plane electromagnetic field distribution using Nijboer-Zernike theory. The Zernike functions form an orthogonal basis on the unit circle. The complex-valued Zernike expansion coefficients for these two phase masks were derived for use in the context of the Extended Nijboer-Zernike (ENZ) theory of image formation. The ENZ approach is of interest in that it allows a greater range of defocus to be dealt with, provides a simple means of taking a finite source size into account and has been adapted to high Numerical Aperture (NA) imaging applications.

Our image plane results for the fractional Hilbert mask were verified against a numerical model implemented in the commercial optical design and analysis code, Zemax®. It was found that the Nijboer-Zernike result converged to the Zemax® result from below as the number of Zernike terms in the expansion was increased.

1. Introduction
Many problems in optics relate to the diffraction propagation of electro-magnetic fields. In the modeling of imaging systems, computation of the shape of the wavefront emerging from the system exit pupil is often fairly straightforward and can be accomplished to adequate accuracy using simple geometrical ray-tracing. The final step, that of diffraction propagation of the emergent wavefront into the focal region is then the key computation in arriving at the complex field amplitude and hence the radiant intensity at or near focus. This involves evaluation of a diffraction integral, some of the most general being the Rayleigh-Sommerfeld integrals [1].

This technique of using geometrical optics to map the field in the exit pupil followed by numerical evaluation of a diffraction integral is one of the methods used in optical design and analysis software codes. The diffraction integral that is numerically evaluated can be selected to suit the problem. Various approximations can be used to simplify the most general diffraction integrals, including the Debye, Fresnel and Fraunhofer approximations [1]. The Fresnel and Fraunhofer approximations are of special significance in that diffraction propagation can be expressed in terms of linear and shift-invariant operations in frequency space giving rise to the domain of Fourier optics [2]. This permits application of all the analytical and numerical Fourier techniques to a broad range of optical diffraction problems.

Wavefront aberrations can be expanded in terms of the Zernike functions, which form an orthogonal set of basis functions on the unit circle. This covers the case of the unobscured, circular pupil which is very common in imaging systems. Not only does Zernike-basis expansion aid in the diagnostic interpretation of test interferograms, for example, it also allows for application of the Classical Nijboer-Zernike (CNZ) theory in optical analysis [1]. In CNZ theory, each Zernike function mode in the exit pupil gives rise to a proportional field contribution in the image plane [1].
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More recently [3], the Extended Nijboer-Zernike (ENZ) theory has been introduced permitting coverage of a broader range of diffraction imaging phenomena. A detailed description of the ENZ approach with extensive references has been made available in [4]. Here, we apply the ENZ theory to analyse the circular pupil, fractional Hilbert mask [5] and perform a numerical verification of the result. ENZ expansion coefficients for the radial Hilbert phase mask on a circular pupil are also provided together with some illustrations of the Point Spread Function (PSF) in the focal region.

2. The Zernike functions

The normalized Zernike functions $\tilde{Z}_n^m(\rho, \theta)$ are composed of the product of a normalization factor $N_n^m$, a radial Zernike polynomial $R_n^m(\rho)$ and azimuthal sine or cosine factors for $n \geq 0$ and $m = -n, -n+2, \ldots, n-2, n$ as [6].

$$\tilde{Z}_n^m(\rho, \theta) = \frac{N_n^m R_n^m(\rho) \cos m\theta}{\sqrt{(2n+1)}} \quad m \geq 0$$

$$\frac{(-1)^{n+|m|}}{\sqrt{(2n+1)}} \frac{1}{s!(p-s)!}(q-s)! \rho^{p+2s}$$

where the Kronecker delta $\delta_{m,n}$ is

$$\delta_{m,n} = \begin{cases} 1 & m = n \\ 0 & m \neq n \end{cases}$$

The radial Zernike polynomials can be written explicitly [1] as

$$R_n^m(\rho) = \sum_{s=0}^{\min(n-|m|)/2} \frac{(-1)^{n-s}}{s!(p-s)!}(q-s)! \rho^{p+2s}$$

The inner products of the Zernike functions with themselves are

$$\langle \Phi(\rho, \theta), \tilde{Z}_n^m(\rho, \theta) \rangle = \frac{2\pi}{n+1} \int_0^1 \Phi(\rho, \theta) \tilde{Z}_n^m(\rho, \theta) \rho d\rho d\theta.$$

The inner products of the Zernike functions with themselves are

$$\langle \Phi(\rho, \theta), \tilde{Z}_n^m(\rho, \theta) \rangle = \delta_{m,n} \delta_{n,n}.$$

For the radial polynomials

$$\int_0^1 R_n^m(\rho) R_m^m(\rho) \rho d\rho = \frac{\delta_{n,n}}{2(n+1)}$$

and

$$\int_0^{2\pi} \cos m\rho \cos m\rho d\rho = \pi (1 + \delta_{m,0}) \delta_{n,n}$$

in the azimuthal direction. A similar relationship exists for the sine functions. Orthonormality implies that the integral of the product of any two Zernike functions over the unit circle is zero unless the two functions are identical (have the same $n$ and $m$). In the latter case, the integral is unity.

Since the Zernike functions form a complete, orthogonal basis on the unit circle, any (pupil) function $\Phi(\rho, \theta)$ defined on the unit circle can be expanded in terms of the Zernike functions. The normalized Zernike coefficients $\tilde{a}_n^m$ in the Zernike representation of a function are unique for a given pupil function, regardless of how many terms are fitted. It also means that the coefficients (normalized in the following instance) for reconstructing $\Phi(\rho, \theta)$ can be found using the inner product as

$$\tilde{a}_n^m = \langle \Phi(\rho, \theta), \tilde{Z}_n^m(\rho, \theta) \rangle.$$

If the Zernike functions are not normalized by definition, the orthogonality relationship in Equation (6) will be

$$\langle \tilde{Z}_n^m(\rho, \theta), \tilde{Z}_n^m(\rho, \theta) \rangle = \frac{1 + \delta_{m,0}}{2(n+1)} \delta_{m,n} \delta_{n,n}.$$

2.2. Properties and relationships of the Zernike radial polynomials

The Zernike functions and radial polynomials have been studied in detail [9,10] in the general context of orthogonal polynomials [11]. Some special values and identities of the Zernike radial polynomials that will be required are [10].

$$R_n^m(1) = 1,$$

$$R_n^m(0) = (-\delta_{m,0})^{n/2},$$

$$\int_0^1 R_n^m(\rho) \rho d\rho = \frac{(-1)^p}{n+1},$$

$$\int_0^1 R_n^m(\rho) \rho d\rho = \begin{cases} \frac{1}{n+1} & m, n = 0 \\ \frac{1}{n(n+2)} & \text{otherwise} \end{cases}$$

Equations (14) and (15) could not be found explicitly in existing
literature and are therefore proven here. Starting with a Zernike polynomial relationship provided by Prata and Rusch [12] and having defined

\[ S_n^m(s, \rho) \equiv \int R_n^m(\rho)\rho^s d\rho, \]  

(16)

they provide

\[ S_n^m(0, \rho) = \frac{1}{n+1} \left[ \left( R_{n+1}^{m+1}(\rho) - R_{n+1}^{m+3}(\rho) + \ldots \right) - \left( R_{n-1}^{m+1}(\rho) - R_{n-1}^{m+3}(\rho) + \ldots \right) \right], \]  

(17)

where the summations stop when the azimuthal (upper) index exceeds the radial index. This is now rewritten using summation notation as

\[ S_n^m(0, \rho) = \frac{1}{n+1} \sum_{k=-m}^{n} (-1)^{k-m} R_{n+1}^{k+1}(\rho) \]  

(18)

From Equation (16), the definite integral

\[ \int_0^1 R_n^m(\rho) d\rho = S_n^m(0, \rho) - S_0^m(0, 0) = S_n^m(0, 1), \]  

(19)

since from Equation (18) with Equation (13) it is clear that \( S_n^0(0, 0) = 0 \). Then substituting \( \rho = 1 \) in Equation (18) and using the identity in Equation (12) yields

\[ S_n^m(0, 1) = \frac{1}{n+1} \sum_{k=-m}^{n} (-1)^{k-m} R_{n+1}^{k+1}(1) \]  

(20)

The summations cancel term for term, except for the final term with \( k = n + 1 \) in the first summation, so that

\[ S_n^m(0, 1) = \frac{(-1)^m}{n+1} = \frac{(-1)^n}{n+1}, \]  

(21)

thus proving Equation (14).

Prata and Rusch [12] show that

\[ S_n^m(1, \rho) = \frac{1}{2(n+1)} \left[ (n + m + 2) S_{n+1}^{m+1}(0, \rho) + (n - m) S_{n+1}^{m-1}(0, \rho) \right]. \]  

(22)

From Equation (16), the definite integral

\[ \int_0^1 R_n^m(\rho) d\rho = S_n^m(1, 1) = S_n^m(1, 1). \]  

(23)

By substituting \( \rho = 0 \) in Equation (22) it is clear that \( S_n^m(1, 0) = 0 \). Then substituting \( \rho = 1 \) in Equation (22) and using Equation (21),

\[ S_n^0(1, 1) = \frac{1}{2(n+1)} \left[ (n + m + 2) \left( -\frac{n}{n+2} + (n - m) \left( -\frac{n}{n+2} \right) \right) \right] \]  

(24)

\[ = \frac{1}{2(n+1)} \left[ (n + m + 2) \left( -\frac{n}{n+2} \right) - (n - m) \left( -\frac{n}{n+2} \right) \right] \]  

(25)

\[ = \frac{(-1)^n}{n+1} \left[ \frac{n + m + 2}{n+2} - \frac{n - m}{n} \right] \]  

(26)

\[ = \frac{(-1)^n}{n+1} \left[ \frac{n}{n+2} \right] \]  

(27)

The final step is some straightforward algebra, thus proving Equation (15), except for the case \( m = n = 0 \), follows easily from.

\[ R_n^0(\rho) = 1. \]

3. Fractional Hilbert mask expansion

The goal here is to find the ENZ coefficients of the one-dimensional, fractional Hilbert mask on a circular, unobscured pupil. Optically, this is equivalent to splitting the pupil bilaterally and introducing a variable phase shift into one half. The Zernike coefficients are computed using the inner product as given in Equation (9) and the inner product definition in Equation (5). The ENZ approach differs with reference to the classical Nijboer-Zernike (CZ) approach in that the complex-valued EM pupil field amplitude is expanded instead of the real-valued wavefront error. In the ENZ case, the formalism is essentially the same as for the classical approach, except that the Zernike coefficients are now generally also complex-valued [4] and are usually denoted \( \beta_n^m \). We will use \( A_n^m \) for the real and complex-valued Zernike coefficients for the circular pupil fractional Hilbert mask.

For a general, complex-valued pupil function \( P(\rho, \theta) \) the normalized ENZ expansion is (using the inner product notation defined in Equation (5))

\[ \beta_n^m = \langle P(\rho, \theta), Z_n^m(\rho, \theta) \rangle. \]  

(28)

Note that in what follows, the ENZ expansions will only consider cosine terms \( (m \geq 0) \), and therefore any modulus signs around \( m \) will be dropped.

To perform the ENZ expansion of the circular fractional Hilbert mask, the circular pupil is first segmented bilaterally by expressing the (real-valued) pupil transmission \( A(\theta) \) in the azimuthal coordinate, \( \theta \), as an infinite Fourier cosine series representing a square wave [13–15] as

\[ A(\theta) = 1 + \frac{2}{\pi} \sum_{k=1}^{\infty} \frac{\sin \frac{\pi k}{4}}{k} \cos k\theta \]  

(29)

\[ = 1 + \frac{2}{\pi} \sum_{k=1.3.5\ldots}^{\infty} \left( -\frac{1}{4} \right)^{\frac{k}{2}} \cos k\theta. \]  

(30)

A Fourier series of this kind, when truncated, exhibits the Gibbs phenomenon (ripple and overshoot near discontinuities [14]) and requires many terms in the summation for reasonable convergence. This aspect will discussed in more detail in §III A.

The real transmission function \( A(\theta) \) is ideally unity in the right half-plane \( (\theta > 0) \) and zero in the left half-plane \( (\theta < 0) \). So for the
Hilbert mask, the right half of the pupil is expressed in transmission as \( A(\theta) \), and the left half of the pupil is then \( 1 - A(\theta) \).

The full, complex-valued pupil with a phase retardation of \( \Delta \phi \) in the right half is then written as

\[
P(\rho, \theta) = A(\theta)e^{-i\Delta \phi} + 1 - A(\theta) = \left( e^{-i\Delta \phi} - 1 \right)A(\theta) + 1. \tag{31}
\]

This is illustrated in Fig. 1.

The real-valued transmission function \( A(\theta) \) is subject to normalized (coefficients for normalized Zernike functions are denoted \( A_n^m, B_n^m, \tilde{A}_n^m \) etc.) Zernike expansion first as

\[
\tilde{A}_n^m = \left( A(\theta), Z_n^m(\rho, \theta) \right) = \frac{1}{2} \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle Z_n^m(\rho, \theta) \rangle \tag{32}
\]

The final inner product in Equation (32) is evaluated using the definition in Equation (6) as

\[
\left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \cos m\theta \right)
\]

\[
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \right) \cos m\theta d\rho d\theta \tag{33}
\]

Applying the cos-function orthogonality relationship given in Equation (8) as well as Equation (15) we notice that all terms in the summation vanish except for when \( k = m \). Thus

\[
\tilde{A}_n^m = \left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \cos m\theta \right)
\]

\[
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \right) \cos m\theta d\rho d\theta \tag{34}
\]

\[
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle d\rho d\theta \tag{35}
\]

\[
= \left\{ \begin{array}{ll}
\frac{1}{2} & m = n = 0 \\
\frac{(-1)^{1+m}}{m(n+2)} & m, n \text{ odd} \\
0 & m, n \text{ even}
\end{array} \right.
\]

Substituting Equation (34) in Equation (32) gives

\[
\tilde{A}_n^m = \left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \cos m\theta \right)
\]

\[
= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle d\rho d\theta \tag{36}
\]

\[
= \left\{ \begin{array}{ll}
\frac{1}{2} & m = n = 0 \\
\frac{(-1)^{1+m}}{m(n+2)} & m, n \text{ odd} \\
0 & m, n \text{ even}
\end{array} \right.
\]

It is noted that these coefficients are independent of \( m \) (the coefficients are the same across all values of \( m \) for each \( n \)).

The fractional Hilbert mask pupil function \( P(\rho, \theta) \) is then expanded using the ENZ procedure as

\[
\tilde{B}_n^m = \left( \sum_{k=1}^{\infty} \sum_{m} \frac{(-1)^{1+m}}{k} \cos k\theta \langle R_n^m(\rho) \rangle \cos m\theta \right)
\]

\[
= \left( e^{-i\Delta \phi} - 1 \right)A(\theta) + 1, \tilde{Z}_n^m(\rho, \theta) \right) \tag{37}
\]

\[
= \left( e^{-i\Delta \phi} - 1 \right) \tilde{A}_n^m + \left( e^{-i\Delta \phi} - 1 \right)^2 \tag{38}
\]

The \( \tilde{B}_n^m \) coefficients can thus be written down from the \( \tilde{A}_n^m \) coefficients (Equation (35)) as

\[
\tilde{B}_n^m = \left\{ \begin{array}{ll}
\frac{(-1)^{1+m} + 1}{2} & m = n = 0 \\
\frac{(-1)^{1+m}}{m(n+2)} & m, n \text{ odd} \\
0 & m, n \text{ even}
\end{array} \right.
\]

This solution for \( \tilde{B}_n^m \) has the required property that if \( \Delta \phi \to 0 \) then \( \tilde{B}_n^m \to 0 \) for all positive \( m \) and \( n \) while \( \tilde{B}_0^m \to 1 \). These coefficients are also independent of \( m \).

3.1. Gibbs phenomenon

Formulation of the fractional Hilbert mask pupil function involved the use of a square wave, synthesized as a Fourier cosine sequence \( A(\theta) \) given in Equation (29). This series has relatively poor convergence and exhibits ripple (or ringing) and overshoot artifacts near the discontinuities, known as “Gibbs Phenomenon” [14] when the series is truncated in numerical work. It follows that these artifacts will be propagated by the numerical ENZ process to the focal region results when the series is necessarily truncated.

The Gibbs phenomenon can be suppressed to a significant extent (but not eliminated) using a filtering factor called the...
Lanczos $\sigma$-factor [14]. If the series is to be truncated at $n = N$, the Fourier coefficients are multiplied by $\text{sinc}^{m}_{n} = \text{sinc}\left(\frac{\pi n}{\pi x}\right)$ where $\text{sinc}(x) = \sin(x)/x$ and the summation is performed up to $n = N - 1$. So truncating the series at $n = N$ and including the Lanczos $\sigma$-factor, the $\hat{B}_{n}$ coefficients for normalized Zernike functions become

$$
\hat{B}_{n}^{m} = \begin{cases} 
\frac{e^{-i\Delta\phi} + 1}{2} & m = n = 0 \\
\frac{2N_{n}^{m}(e^{-i\Delta\phi} - 1)(-1)^{m+1}\sin c\frac{n}{N}}{\pi n(n+2)} & m, n \text{ odd}, n < N \\
0 & \text{otherwise}.
\end{cases}
$$

The corresponding result for the $\hat{A}_{n}^{m}$, being the normalized Zernike coefficients for $A(\theta)$ follows from Equation (35) as

$$
\hat{A}_{n}^{m} = \begin{cases} 
\frac{1}{2} & m = n = 0 \\
\frac{2N_{n}^{m}(-1)^{m+1}\sin c\frac{n}{N}}{\pi n(n+2)} & m, n \text{ odd}, n < N \\
0 & \text{otherwise}.
\end{cases}
$$

As an illustration, $A(\theta)$ is plotted for a summation of 50 terms with and without the Lanczos $\sigma$-factor in Fig. 2. Clearly the inclusion of the $\sigma$-factor helps to suppress the Gibbs phenomenon. The first discontinuity is at $\theta = \pi/2$.

With or without the Lanczos $\sigma$-factor for suppression of the Gibbs phenomenon, it is necessary to compute the Zernike radial polynomials to high order for numerical verification purposes. The coefficients (see Equation (4)) are ratios of factorials which become large, computationally expensive and potentially inaccurate from $n = 40$ onward [16]. Alternative techniques for computation of the polynomial coefficients are then required. Janssen and Dirksen [16] and Vlcek and Sovka [17] have provided solutions which exploit the relationship of the Zernike radial polynomials to Chebyshev polynomials and the more general Jacobi polynomials.

4. ENZ propagation from pupil to focal region

The essence of the ENZ approach [3] is that each Zernike term in the complex-valued pupil expansion corresponds to a field contribution in the focal region. The complex-valued, scalar field amplitude, $U$, in the focal region is written as

$$
U(\rho', \theta'; d_f) = \sum_{m,n} \hat{\rho}_{m}^{n} \hat{A}_{m}^{n}(\rho', \theta'; d_f),
$$

where $\hat{\rho}_{m}^{n}$ is the contribution from $\rho_{m}^{n}$ in the exit pupil, the lateral coordinates in the focal region are $(\rho', \theta')$, with a relative defocus from the best focal plane in the axial direction of $d_f$. Janssen [3] evaluated the focal region contributions $U_{m}^{n}$ for substantial defocus $d_f$ (relative to CNZ), by deriving functions $V_{m}^{n}(\rho', d_f)$ such that

$$
U_{m}^{n}(\rho', \theta'; d_f) = 2^{m} V_{m}^{n}(\rho', d_f) \cos m\theta'.
$$

where the radial and defocus function $V_{m}^{n}$ is an integral over Zernike polynomial, radially-weighted Bessel functions, $J_{m}$, of the first kind and order $m$,

$$
V_{m}^{n}(\rho', d_f) = \int_{0}^{\infty} \exp\left(idr^{2}\right) R_{m}^{n}(\rho) J_{m}(2\pi r') dr.
$$

Note that the focal region coordinates and defocus parameter $d_f$ are not in absolute length units here, but expressed relative to the Numerical Aperture (NA) of imaging and the wavelength of light under consideration. Exit pupil and focal region coordinates are illustrated in [VI A].

Power-Bessel series expansion on $V_{m}^{n}$ produces [3].

$$
V_{m}^{n}(\rho', d_f) = e^{idf} \sum_{l=1}^{\infty} \left(-2idf\right)^{l-1} \sum_{j=0}^{p} v_{l}^{j} \left(m; l+2j(2\pi r')^{l}\right).
$$

in which $p = (n-m)/2$ (as before for positive $m$). The $v_{l}^{j}$ factor is computed as

$$
v_{l}^{j} = \frac{(-1)^{j} \Gamma(2m+2j)}{(2m+2j)!} \frac{(m+j+l-1)!}{(m+j)!} \frac{(l-1)!}{j!(l-j)!}.
$$

with $p = (n+m)/2$ (as before for positive $m$).

For defocus parameter $d_f = 0$, the result of the Classical Nijboer-Zernike (CNZ) theory can be used in which the summation over $l$ in Equation (43) is reduced to a single Bessel term as [4].

$$
V_{m}^{n}(\rho', 0) = \int_{0}^{\infty} R_{m}^{n}(\rho) J_{m}(2\pi r') dr = (-1)^{m} \frac{\Gamma(m+1)}{2\pi r'}.\n$$

The CNZ result in Equation (45) is useful for consistency checking and for the initial evaluation of convergence. Also, the evaluation of the $v_{l}^{j}$ binomial factors as given in Equation (44) can
become numerically problematic at high order.

4.1. Pupil and focal region coordinates

The radial coordinate $r$ in the pupil is normalized relative to the physical pupil radius. The Cartesian coordinates $(x', y')$, and polar coordinates $(r', \theta')$ in the focal region are also normalized relative to absolute coordinates $(x, y, z)$ as follows:

$$
x' = x \frac{NA}{\lambda} = \rho \cos \theta' \\
y' = y \frac{NA}{\lambda} = \rho \sin \theta' \\
d_f = 2 \frac{\pi}{\lambda} z \left( 1 - \sqrt{1 - NA^2} \right),
$$

where $NA$ is the Numerical Aperture (NA) of imaging and $\lambda$ is the light wavelength.

The relative coordinate scheme is illustrated in Fig. 3. Here the system exit pupil $P$ with absolute outer edge radius $R$ and relative radial coordinate $\rho$, has a spherical wavefront emerging from the exit pupil and converging on the image plane origin at $O$.

4.2. Zernike function normalization in ENZ practice

Braat et al. [4] exclude the normalisation factor $N_n^m$ in their definition of the Zernike functions. In that case, the expressions for the unnormalized coefficients $A_n^m$ and $B_n^m$ for the fractional Hilbert mask (with reference to Equations (39) and (38), including the Lanczos $\sigma$-factor) will include the square of the $N_n^m$ factors and

$$
A_n^m = \begin{cases} 
\frac{1}{2} & \text{if } m = n = 0 \\
\frac{2}{\pi} \left( -1 \right)^m \sin \frac{n}{N} \frac{n^2}{(n+2)} & \text{if } m \text{ odd, } n < N \\
0 & \text{otherwise,}
\end{cases}
$$

4.3. ENZ scope and limitations

The scope and limitations of the application of ENZ tools circa 2010 is covered in detail by Van Haver [18]. The accuracy of this ENZ result relative to more accurate (numerical) Rayleigh integral computations is expected to degrade in both the low and high NA regimes. For optical wavelengths on the order of 550 nm in the visible spectrum, the applicable range is taken to be $0.05 < NA < 0.6$. Other limitations relating to vector and associated polarization effects are assumed negligible in the current context.

5. Numerical verification

5.1. CNZ convergence

The convergence of the CNZ result for the circular pupil, fractional Hilbert mask (Equations (40), (41) and (45) with complex-valued coefficients $B_n^m$ computed with Equation (48) or (38) was tested with increasing $N$ (the maximum value of $n$). A cross-section of the PSF intensity (irradiance) along the $x$-axis was computed for a sequence of increasing $N$ with $D = \pi$, $NA = 0.1$ and $\lambda = 0.5 \mu m$. The CNZ result without the normalization factor is plotted in Fig. 4. This result is shown relative to the Non-Sequential Component (NSC) model result from the optical analysis package Zemax®. The Zemax® result will be discussed in more detail in § VI.

A horizontal line at a relative irradiance which is 4 orders of magnitude below peak has been plotted in Fig. 4. This is assumed to

![Fig. 4. Circular Fractional Hilbert Pupil Mask, log10 Normalized Image PSF x-Cross Section (CNZ), $\Delta \phi = \pi$, NA = 0.1, $\lambda = 0.5 \mu m$, $d_f = 0$.](image)
be measurable with high dynamic range Focal Plane Array (FPA) detectors.

The x-cross section convergence of the CNZ result relative to NSC Zemax® results for other values of $\Delta \phi$ are plotted in Figs. 5–7.

For $\Delta \phi = 0$ (Fig. 5), there is only a single CNZ term, providing the normal incoherent diffraction-limited PSF for an unobscured, circular pupil (the Airy disk).

For non-zero $\Delta \phi$ convergence appears to be from below. The image-plane PSF for a number of different values of $\Delta \phi$ was computed using the CNZ result (Equation (45), $d_f=0$) and the log$_{10}$ of the normalized irradiance (square modulus of the complex-valued scalar field) is plotted in Fig. 8 for $NA = 0.1, \lambda = 0.5 \mu m$ and $N = 41$.

The result for $\Delta \phi=0$ in Fig. 8 yields the expected diffraction-limited PSF for $NA = 0.1, \lambda = 0.5 \mu m$, corresponding to $m = n = 0$ in Equation (45). The full, central dark interference null is only formed close to $\Delta \phi = \pi$.

Braat et al. [4] provide Matlab® code for evaluation of the $V_n^m$ functions, comprising implementation of Equation (43). This code was used for the computation of the field in the focal plane for the circular pupil, fractional Hilbert mask. The result was verified to be the same for the $d_f = 0$ case as for the CNZ result.

In the process it was noted that the radial coordinate input to the Matlab® function for $V_n^m$ must be scaled by $2\pi$ in addition to normalizing as per Equation (46).

6. Comparison to Zemax® results

Zemax® is a multipurpose, optical design and analysis software code. Two methods of modeling the circular, fractional Hilbert mask problem were attempted. In the first method, the phase piston ($\Delta \phi$) was introduced into the optical layout using a Zemax® surface type called the “Zernike Standard Phase” surface. This surface directly introduces a phase advance/retardation into the wavefront through specification of the Zernike-basis coefficients. For various reasons (more detail is given in VI A), this method did not work well and was useful only to help verify the Zernike coefficients $A_n^m$ for normalized Zernike functions (Equation (39)).

The second Zemax® modeling method entailed introduction of the phase piston $\Delta \phi$ using a Non-Sequential Component (NSC) model of a tilted glass plate phase retarder as illustrated in Fig. 9. It was necessary to use two pairs of plates in sequence, with one sequential pair tilted in opposite directions in order to undo the small lateral beam displacement caused by the first tilted plate.

Please cite this article in press as: N. Chetty, D.J. Griffith, Zernike-basis expansion of the fractional and radial Hilbert phase masks, Current Applied Physics (2015), http://dx.doi.org/10.1016/j.cap.2015.03.017
Once the Zemax® NSC model of the plate retarder had been set up and verified, the cross-section of the PSF was computed, using direct summation of Huygens wavelets. This is thought to be the more accurate (and definitely more time-consuming) method with respect to the more routine FFT approach. Besides the Huygens wavelet summation and FFT methods, Zemax® also offers a Physical Optics Propagation (POP) algorithm. All three methods produced essentially the same results illustrated in Figures 4 to 8.

The Huygens PSF results from Zemax® are visually indistinguishable from the results shown in Fig. 8. Note that the x-axis cross sections of the Zemax® Huygens PSF image results are plotted as the reference curves in Figs. 4–7.

7. The radial Hilbert phase mask

The radial Hilbert phase mask is equivalent to a phase vortex used in [19] and in vortex coronagraph concepts for exoplanet detection [20]. In this case the pupil phase is written as

\[ P(\theta) = e^{i\phi}, \]

where the integer vortex topological charge is \( l \geq 1 \). We performed unnormalised Zernike-basis expansion using the ENZ approach and for \( m \geq 0 \) as

\[
\begin{align*}
\beta_m^n &= \langle e^{i\phi}, Z_m^n(\rho, \theta) \rangle \\
&= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 e^{i\phi} Z_m^n(\rho, \theta) \rho d\rho d\theta \\
&= \frac{1}{\pi} \int_0^{2\pi} \int_0^1 e^{i\phi} R_m^n(\rho) \cos m \theta \rho d\rho d\theta \\
&= \frac{1}{\pi} \int_0^{2\pi} \cos m \theta d\theta \int_0^1 \frac{1}{\rho} R_m^n(\rho) d\rho \\
&= \frac{1}{\pi} \int_0^{2\pi} (\cos l \theta + i \sin l \theta) \cos m \theta d\theta \int_0^1 \frac{1}{\rho} R_m^n(\rho) d\rho \\
&= \frac{\delta(lm)(-1)^p m}{m(n+2)}.
\end{align*}
\]
The final step arises from the orthogonality relations of the sin and cos functions and application of Equation (15). For $m < 0$, a similar argument yields

$$\hat{\rho}_n^m = -i\delta_{|m|, -1}^{m} \frac{|m|}{n(n+2)} = -i\delta_{n}^{m}$$

(51)

The vortex charge $l$ selects the corresponding azimuthal orders $|m| = 1$ only, but otherwise there are non-zero coefficients for all $n$. The ENZ focal region reconstruction proceeds according to Equation (40). Fig. 10 shows the intensity and phase in focus ($d_f = 0$) and out of focus ($d_f = 3$ and $d_f = 6$).

8. Conclusion

The Zernike functions were reviewed as an orthogonal set of basis functions on the unit circle. The Zernike function basis has found numerous applications in optics and other disciplines such as image processing. A selection of Zernike function and Zernike radial polynomial relations were presented in the context of the Classical Nijboer-Zernike (CNZ) theory of optical aberrations. The more recent, and growing, Extended Nijboer-Zernike (ENZ) approach [3,18] has expanded the range of optical diffraction problems that can be modeled and analyzed using an efficient semi-analytical procedure rooted in the use of Zernike-basis expansion.

The linear, fractional Hilbert mask has found applications in optics [5] and image processing [21]. The main result presented here was derivation of the Extended Nijboer-Zernike expansion coefficients for the circular pupil, fractional Hilbert mask. The convergence of the resulting infinite series, when truncated, was improved by introduction of the Lanczos $\sigma$-factor [14]. The ENZ coefficients for the circular pupil, fractional Hilbert mask were verified using numerical techniques, especially that of a comparison to results from the Zemax optical design and analysis code.

The circular pupil ENZ expansion coefficients for the radial Hilbert phase mask, which is identified with the optical vortex, have also been provided together with illustrations of the focal region PSF intensity and phase.

Our future work in this area will relate to the use of Hilbert masks to produce axial irradiance nulls for high dynamic range measurements of scattering phase functions and also for aberration retrieval using irradiance measurements in the focal region.
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